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Introduction
Systematic reviews are regarded as one of the highest form
of evidence in medical research and are vital for answering
clinical questions [1]. However, the conventional system-
atic review methodology is time-consuming, particularly the
manual screening of articles for pertinence [2]. The exponen-
tial increase in biomedical literature presents a challenge for
researchers to remain updated. Artificial intelligence (AI) has
shown promise in various fields [3], with large language
models (LLMs) specifically offering capabilities to interpret
complex text, which can be leveraged in the systematic
review process [4]. We conducted a pilot feasibility study
evaluating 5 distinct LLMs in an existing systematic review
dataset.

Methods
Overview
We compared 5 commonly used LLMs to screen citations
from a previously published systematic review on trauma
hemorrhage, originally screened by two human reviewers
[5]. Of the 1186 total citations, 21 (1.8%) were included
for full-text review and 1165 (98.2%) were excluded. We

randomly selected 100 excluded citations using Microsoft
Excel. Hence, 121 citations (n=21, 17.4% included and
n=100, 82.6% excluded) were tested against predefined
eligibility criteria using ChatGPT 3.5 (version September 25,
2023), ChatGPT 4 (version September 25, 2023), Google
Bard (version 1.15; released on September 2, 2023), Meta
Llama 2 (70b parameters, version 2.1.1; released on October
10, 2023), and Claude AI 2 (version 1.3; released on July 11,
2023). We used descriptive statistics to evaluate sensitivity,
specificity, and overall accuracy.
Ethical Considerations
All citations were taken from publicly available, previously
published literature. No personal or patient-level data were
used, and no identifiers were included. Formal research ethics
board approval was therefore not required.

Results
Among the 121 total citations, the LLMs’ sensitivity
(correctly identifying included citations) ranged from 57%
to 100%, and specificity (correctly excluding noneligible
citations) ranged from 18% to 79%. ChatGPT 3.5 achieved
the highest sensitivity (100%) and the highest specificity
(79%). Full results are shown in Table 1.
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Table 1. Performance metrics of large language models in citation screening for systematic reviews, including sensitivity, specificity, and accuracy.
Large language model Sensitivity, % Specificity, % Accuracy, %
ChatGPT 3.5 100 79 83
ChatGPT 4 95 66 72
Google Bard 100 71 77
Meta Llama 2 (70b parameters) 95 18 34
Claude AI 2 57 77 73

Discussion
In this pilot assessment, selected LLMs demonstrated high
sensitivity for identifying relevant studies, with ChatGPT
3.5 and Google Bard reaching 100%. Notably, the specific-
ity varied widely, ranging from as low as 18% for Meta
Llama 2 to 79% for ChatGPT 3.5. While some LLMs can
be remarkably sensitive for screening articles within our
sample, excluding irrelevant citations remains a challenge for
certain LLMs. These findings suggest that AI-driven LLMs
could be poised to support the screening phase, potentially
replacing the second human reviewer and streamlining the
often labor-intensive study screening process.

The sample size of 121 citations is a limitation, and
findings may not be generalizable to other systematic reviews
or inclusion and exclusion criteria. Larger studies, ideally
with multiple runs of the same citations, are necessary to
capture the probabilistic variability inherent to LLMs. As
we only ran each citation through a given LLM once,
multiple runs or “prompt engineering” strategies could yield
more consistent or refined outcomes when evaluating LLMs.

Nonetheless, our study offers a novel approach by directly
comparing the performance of multiple LLMs, thus provid-
ing insight into how different architectures perform on the
same dataset. Future research should explore repeated runs
to assess LLM consistency, implement advanced prompt
engineering, and investigate the explainability of LLM
results.

LLMs have previously been demonstrated to effectively
generate Boolean queries for a systematic review literature
search [1]. As LLMs evolve further, it is conceivable that
they could entirely manage the title and abstract screening.
This progress can eventually lead to a fully automated review
process, where AI might oversee the search strategy, title
and abstract screening, full-text review, data analysis and
synthesis, and even drafting and publication. Such automa-
tion would epitomize a living systematic review, ensuring
evidence is continuously updated as soon as new research is
published. As transparency and accountability concerns may
arise, a robust ethical framework will be paramount as we
navigate the advancements of this technology [6].
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