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Abstract

Background: The proliferation of generative artificial intelligence (AI), such as ChatGPT, has added complexity and richness
to the virtual environment by increasing the presence of AI-generated content (AIGC). Although social media platforms such as
TikTok have begun labeling AIGC to facilitate the ability for users to distinguish it from human-generated content, little research
has been performed to examine the effect of these AIGC labels.

Objective: This study investigated the impact of AIGC labels on perceived accuracy, message credibility, and sharing intention
for misinformation through a web-based experimental design, aiming to refine the strategic application of AIGC labels.

Methods: The study conducted a 2×2×2 mixed experimental design, using the AIGC labels (presence vs absence) as the
between-subjects factor and information type (accurate vs inaccurate) and content category (for-profit vs not-for-profit) as
within-subjects factors. Participants, recruited via the Credamo platform, were randomly assigned to either an experimental group
(with labels) or a control group (without labels). Each participant evaluated 4 sets of content, providing feedback on perceived
accuracy, message credibility, and sharing intention for misinformation. Statistical analyses were performed using SPSS version
29 and included repeated-measures ANOVA and simple effects analysis, with significance set at P<.05.

Results: As of April 2024, this study recruited a total of 957 participants, and after screening, 400 participants each were
allocated to the experimental and control groups. The main effects of AIGC labels were not significant for perceived accuracy,
message credibility, or sharing intention. However, the main effects of information type were significant for all 3 dependent
variables (P<.001), as were the effects of content category (P<.001). There were significant differences in interaction effects
among the 3 variables. For perceived accuracy, the interaction between information type and content category was significant
(P=.005). For message credibility, the interaction between information type and content category was significant (P<.001).
Regarding sharing intention, both the interaction between information type and content category (P<.001) and the interaction
between information type and AIGC labels (P=.008) were significant.

Conclusions: This study found that AIGC labels minimally affect perceived accuracy, message credibility, or sharing intention
but help distinguish AIGC from human-generated content. The labels do not negatively impact users’ perceptions of platform
content, indicating their potential for fact-checking and governance. However, AIGC labeling applications should vary by
information type; they can slightly enhance sharing intention and perceived accuracy for misinformation. This highlights the need
for more nuanced strategies for AIGC labels, necessitating further research.
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Introduction

Background
The dissemination of disordered information on social media
has long been a critical area of study, significantly impacting
public interest [1]. With rapid advancements in technologies
such as deepfakes [2] and generative artificial intelligence (AI)
[3,4], individuals now have various tools, sources, and channels
at their disposal to create misinformation or even false
information. Although technological developments offer
convenience [5], they also inevitably complicate the
fact-checking and governance of misinformation on social
media. In particular, in the era of generative AI, such
technologies can become crucial for producing misinformation,
either actively or passively [6], including news production [7]
and health care provision [6]. Research observed that, even
before the advent of ChatGPT (based on Generative Pre-trained
Transformer [GPT]-3.5), humans struggled to distinguish
between AI-generated content (AIGC) and human-generated
content (HGC) during the GPT-2 era. This is particularly
concerning for medical information that requires rigorous
verification, as it can have a significant impact on health care
and the general public [8]. Although generative AI can assist
with writing summaries, the credibility and accuracy of AIGC
are not guaranteed to be 100% [9,10]. This ongoing issue
underscores the challenge of effectively governing
misinformation as AI capabilities continue to advance [7].

AI is iterating at an unimaginable pace, leading to an even more
challenging distinction between AIGC and HGC for the average
internet user in the future. What is more important, as AIGC
increasingly becomes part of social media content, driven by
online traffic and profit motives, the presence of misinformation
will be inevitable. Therefore, it is essential for platforms to
implement governance measures to help users differentiate
between AIGC and HGC. Previous research [11] has proposed
nudging and boosting as 2 types of interventions, with nudging
involving the integration of cognitive cues into interface design
through proactive notifications. Current popular measures like
accuracy prompts [12] and warning labels [13] fall under the
category of nudging interventions. Research has shown that
nudging can effectively reduce the spread of misinformation
[13]. However, the effectiveness of nudging interventions can
be influenced by factors such as political affiliation [7] and
geographical area (urban, suburban, rural) [14]. Further, the
effects of nudging interventions might also lead to divergent
attitudes and unintended consequences [15], such as the implied
truth effect, where the absence of interventions could imply the
veracity of information [16], illustrating the complexity of
implementing such measures. Clearly, the factors affecting
nudging and the additional impacts caused by nudging are
extensive and multifaceted.

Facing the rise in generative AI, in 2023, the Chinese social
media platform Douyin (Chinese version of TikTok) issued a

platform operation policy requiring content creators to
prominently label AIGC [17], with similar initiatives seen on
other platforms like Zhihu and Little Redbook (Xiaohongshu).
These AIGC labels, akin to accuracy prompts [12], serve as a
nudging intervention. Despite the widespread adoption of these
labels, research on the factors that influence their effectiveness
and the consequences they yield remains sparse. Previous studies
have uniquely combined electroencephalogram technology with
behavioral experiments to explore how AIGC labels impact
users’ perceptions of automated news, including their effect on
content credibility and whether the news type interacts with
these labels, alongside cognitive-physiological impacts [18],
indicating that AIGC labels prompt users to engage in deeper
information processing, consequently lowering the perceived
credibility of the content. This suggests that, although AIGC
labels are intended to enhance transparency and reliability, they
may paradoxically lead users to view labeled content with
increased skepticism, highlighting a complex dynamic between
labels’ presence and users’ perceptions [18].

AIGC labels do not exist in isolation; they may be influenced
by various contextual factors. It is necessary to integrate AIGC
labels with the surrounding context, such as combining them
with images, videos, advertisements, and other information.
AIGC labels may interact with these factors as described in the
following paragraphs [19].

First, regarding information type and AIGC labels, the
governance of misinformation or inaccurate information has
been a crucial focus of academic research. The regulation of
misinformation dissemination when AI is involved has become
a new issue. Previous studies have found an interaction effect
between accuracy prompts and information type, known as the
“implied truth” effect, where people may mistakenly perceive
unlabeled misinformation as more credible [16]. This finding
has also been supported in research on labels related with stance
and credibility, which may inadvertently promote the spread of
misinformation [20]. Thus, there can be an interaction effect
between inaccurate information and AIGC labels, as well as
between accurate information and AIGC labels. In summary,
there could be a potential interaction effect between information
type (accurate and inaccurate information) and AIGC labels.

Second, in terms of content category and AIGC labels, the
effectiveness of AIGC labels may vary depending on the content
category, demonstrated by the presence of cases in which AIGC
labels are less effective for certain types of content [13].
Previous research on labels has typically examined them in
isolation [21], but some researchers have begun studying the
interaction between labels and information types from a
contextual perspective [22]. Though there is substantial research
on nudging interventions in specific content areas, such as
political content [13], climate change [23], and pandemic-related
information [24], little research has explored the relationship
between nudging interventions and content category. Based on
the profitability of the content, online content can be discretely
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divided into for-profit and not-for-profit categories, which is a
common classification method [25]. This aligns with the current
landscape of social media, which is filled with for-profit content,
such as advertisements, and not-for-profit content, such as news.
From a content category perspective, the aforementioned studies
mainly focus on not-for-profit content. However, for-profit
content may also influence the effectiveness of AIGC labels.
Additionally, different topics within the same content category
may produce unexpected effects [26].

In addition, the impacts of AIGC labels have extended beyond
awareness levels. According to recent studies, such nudging
interventions not only influence message credibility [18,23] or
perceived accuracy, which is the capability to differentiate
between accurate and inaccurate information to some extent
[26], but also affect sharing intention [27]. This phenomenon
can be attributed to a psychological inoculation effect induced
by AIGC labels [28], which acts as a preemptive defense against
misinformation, giving users a latent resistance before they
encounter false information. Therefore, by preemptively
introducing users to the concept of AIGC, these labels do impact
message credibility, sharing intention, and even the capability
to identify misinformation.

Objective
AIGC has visibly altered the content production and
dissemination ecosystem on social media. In practical
applications, AIGC labels have become cognitive cues on some
social media platforms to help users distinguish between AIGC
and HGC, functioning through nudging interventions. However,
theoretical and empirical research related to AIGC labels is
significantly lacking, and extensive research around AIGC
labeling is required. Therefore, this study aimed to investigate
AIGC labels to guide practical application. This research focused
on addressing 2 main issues: (1) the predictive factors that
influence the effectiveness of AIGC labels as a nudging

intervention and (2) the impacts that these AIGC labels have
on social media users. This study used a web-based experimental
method. The independent variables were the AIGC labels
(presence vs absence), information type (accurate vs inaccurate),
and content category (for-profit vs not-for-profit). The dependent
variables were perceived accuracy, message credibility, and
sharing intention.

This study aimed to address the following research questions:

• RQ1: Will AIGC with labels impact (1) perceived accuracy,
(2) message credibility, and (3) sharing intention about
misinformation?

• RQ2: Are the effects of AIGC labels on perceived accuracy,
message credibility, and sharing intention influenced by
the (1) information type and (2) content category?

Methods

Design
This study examined 3 independent variables, with 1
between-subjects variable, namely the AIGC labels (presence
vs absence), and 2 within-subjects variables, namely the
information type (accurate vs inaccurate) and content category
(for-profit vs not-for-profit). Based on this, a 2×2×2 mixed
experimental design with 2 groups—an experimental group
with AIGC labels and a control group without AIGC
labels—was used. This study was not a clinical trial to recruit
participants but a web-based experiment to measure the effect
of internet governance measures, so clinical trial registration
was not required. Participants in both the experimental and
control groups were exposed to 4 combinations of information
type and content category, resulting in a total of 8 experimental
conditions. Hence, this study used a 2×2×2 mixed experimental
design, as outlined in Table 1.

Table 1. Overview of the experimental design, which used 3 independent variables at 2 levels each and 8 experimental conditions in total.

Without AIGC labels (B)With AIGCa labels (A)Information type

Not-for-profit (2)For-profit (1)Not-for-profit (2)For-profit (1)

Ba2Ba1Aa2Aa1Accuracy (a)

Bb2Bb1Ab2Ab1Inaccuracy (b)

aAIGC: artificial intelligence–generated content.

Participants
This study recruited participants through the data platform
Credamo [29], which boasts a representative sample size of
over 3 million people from China and has been used by multiple
universities and research institutions [30-32], with publications
in top-tier journals across various fields. There were no specific
demographic quota requirements for the participants in this
study. On the Credamo data platform, 957 participants were
recruited, with 476 in the group with AIGC labels and 481 in
the group without AIGC labels. The data for this study were
collected in April 2024. The participants agreed to participate
and received a small compensation for their participation.

To ensure the data quality of the online experiment, this study
recruited 7 participants to take part in an offline behavioral
experiment before the formal experiment. The participants were
instructed to complete the task with both attention and speed,
resulting in a minimum time threshold of 151.8 seconds to
complete the experiment (Table 2). Thus, participants in the
formal online experiment who completed the survey in less than
151.8 seconds were excluded from the analysis, as this was
deemed insufficient to fully engage with the experimental
content. A total of 157 invalid responses were removed. The
final valid sample consisted of 800 participants, with 400 in the
group with labels and 400 in the group without labels. All
participants were Chinese (254 women and 546 men), and the
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majority had at least an undergraduate-level education (736 individuals).

Table 2. The minimum time taken to complete the task by 7 participants in an offline behavioral experiment.

Time (seconds)Participants

155HZH

157WSN

146YSJ

163JBX

145ZYX

149LZX

148SHC

Procedures

Overview
For this study, participants were recruited through the Credamo
platform. Since the research involved a mixed design with
between-subjects variables, to prevent participants from
participating in both groups in the experiment, recruitment for
the group with AIGC labels was initiated first. Upon completion
of recruitment for the group with AIGC labels, leveraging the
sophisticated distribution mechanism of the recruiting platform,
those who had already participated in the group with AIGC
labels were excluded, and recruitment for the group without
AIGC labels commenced.

Once participants entered the experiment, they began by signing
an informed consent form. They were then presented with 4
types of content: accurate and not-for-profit (a2), accurate and
for-profit (a1), inaccurate and not-for-profit (b2), and inaccurate
and for-profit (b1). Notably, participants were not informed
whether the information was accurate. After reading each piece
of content carefully, the perceived accuracy, the message
credibility, and their sharing intention were measured using
scales. This process was repeated 4 times. After completing the
demographic survey, participants submitted their responses.
The experimental procedures are shown in Figure 1.

Figure 1. Overview of the 3-factor mixed experimental design in a randomized controlled trial involving 800 participants. AIGC: artificial
intelligence–generated content.
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Materials
Regarding the AIGC labels, in this study, a key focus was on
the form and position of AIGC labels. The current forms of
AIGC labels on Chinese social media platforms like Douyin
and Little Redbook include "Content Suspected to be
AI-Generated, Please Discern Carefully,” “Author’s Declaration:
Content Generated by AI,” and “Suspected to Contain
AI-Created Information, Please Check for Authenticity.” We
categorized existing AIGC labels as either prompts regarding
the accuracy of AI generation or as authors’ declarations of
AIGC. Distinct from prompts about accuracy, which remind
users to prudently discern content, AIGC labels primarily inform
users that the content was generated with the assistance of AI;
they serve as a nudge, providing information to users in a purely
informative manner. Therefore, this study approached the use
of AIGC labels from the perspective of restructuring the online
environment. It used labels to notify users of AIGC involvement
without necessitating a declaration by the author. In accordance
with government regulations on the operation of generative AI
on social media platforms, content labeling methods are
categorized into explicit and implicit watermark labels. The
content should contain information such as “Generated by
Artificial Intelligence,” which is recommended to be placed at
the corners of the screen, occupying no less than 0.3% of the
screen area or with a text height not less than 20 pixels [33].
Aligning with the AIGC labels currently used on social media
platforms, the AIGC labels in this study read as "[Warning
Signal in Yellow] Content generated by AI” and were located
on the lower left of the AIGC.

Regarding the information types, this study primarily
investigated the effects of AIGC labels and the factors that
influence the efficacy of these labels. As AIGC labels normally
appear within the body of text, this study focused not only on
the headlines but also on the main content. AIGC labels do not

function in isolation during the dissemination process and can
be affected by various factors. The type of information can exert
an influence [5,34]. When generative AI is used as a legitimate
auxiliary tool, content produced with the assistance of generative
AI, after passing through a vetting process, constitutes accurate
information. Conversely, when generative AI is maliciously
used, it may be involved in the production of misleading or false
information.

Therefore, in this study, the type of information was categorized
as either accurate or inaccurate. The experimental materials
underwent a rigorous screening and evaluation process. The
accurate information used in the study was real content
circulated on social media, with clearly identified authors,
channels, and sources. The inaccurate information was generated
by AI and contained objectively false content. Combining the
2 independent variables—information type and content
category—at 2 levels, there were 4 groups of experimental
materials. Initially, 8 materials were collected for each group,
totaling 32 materials.

First, to ensure the generalizability of the materials, a
nonspecialist scholar with a PhD was invited to conduct the
first review. Materials that included data descriptions were
removed, leaving 6 materials per group after the initial
screening, for a total of 24 materials. Second, to ensure that the
experimental materials did not produce significant differences
in the dependent variables (perceived accuracy, message
credibility, and sharing intention), a pilot study was conducted
with 50 participants recruited via the Credamo platform (19
men, 31 women). A 1-way ANOVA was used to exclude
materials that showed significant differences, and based on
pairwise comparisons and mean plots, the materials with the
most similar results were selected. After this process, each group
was left with 3 materials, totaling 12 materials, as shown in
Table 3.
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Table 3. Evaluated results of pilot testing with the experimental materials with 50 participants.

Sharing intention, mean
(SD)

Message credibility, mean
(SD)

Perceived accuracy, mean (SD)Number assigned to the experimen-
tal materials during the pretest

Information
type and con-
tent category

Accurate

Not-for-profit

5.04 (1.577)5.67 (1.011)5.42 (1.144)4

5.12 (1.272)5.65 (1.045)5.6 (1.245)5

4.88 (1.780)5.38 (1.234)5.38 (1.441)6

For-profit

3.94 (1.845)4.63 (1.523)4.54 (1.606)10

4.28 (1.604)5.07 (1.175)4.94 (1.168)11

4.34 (1.825)4.61 (1.713)4.38 (1.760)12

Inaccurate

Not-for-profit

3 (1.829)3.15 (1.608)3.26 (1.536)18

3.02 (1.708)3.23 (1.662)3.36 (1.687)21

2.9 (1.787)3.23 (1.594)3.24 (1.636)24

For-profit

1.98 (1.301)2.43 (1.203)2.52 (1.266)27

2.14 (1.400)2.47 (1.212)2.68 (1.253)28

2.08 (1.496)2.48 (1.318)2.6 (1.414)31

Regarding the content categories, the impact of information
types is contingent on specific content categories, with for-profit
versus not-for-profit being a common criterion for differentiation
[35,36]. This dichotomy allows for the classification of content
into for-profit and not-for-profit categories. Here, not-for-profit
content was represented by news articles, while for-profit
content was represented by advertisements.

To minimize the influence of varying themes within the
experimental materials [26], this study selected health-related
content for both the for-profit and not-for-profit categories.
Since the onset of the pandemic, health-themed news has
increasingly captured the attention of the general populace, with
inaccurate health information potentially having direct
consequences on physical and psychological well-being [37].
In addition, food safety issues are closely linked to consumer
health, with a high demand for information related to food safety
[38] and a practical problem faced by China and globally [39].
For instance, social media or influencer-recommended foods
may not meet the nutritional requirements of the human body
[40], and sponsorship from unhealthy food advertisements, such
as those for alcohol and sugary foods, is prevalent [41].

To ensure the experimental validity, it was crucial to maintain
a consistent text length across experimental materials, thus
avoiding any unintended effects caused by word count
disparities [42]. In this study, we first gathered accurate

information in real practice and used the text length of accurate
information as a basis. On this foundation, generative AI, such
as ChatGPT, was used to produce the misinformation, which
then was reviewed and vetted by experts.

In this study, news information was selected to represent
not-for-profit content, with accurate not-for-profit content
sourced from the official health website of Health Key News
Section on China Central Television [43]. To eliminate the
influence of other informational cues, details such as dates,
reporter names, newspaper names, and layout information were
omitted from the specific news content. Accurate for-profit
content was represented by advertisements from the rice cultural
and creative brand Zhangshengguli posted on social media.
Descriptive statistics of the accurate information revealed that
the average word count for each piece of experimental material
is 273 words. Although the for-profit content had more words
than the not-for-profit content, the difference in reading speed
was much greater than this discrepancy [44], so the differences
caused by the mean and standard deviation are negligible.
Building on this, we applied ChatGPT for the generation of
misinformation, overseen and vetted by experts, setting prompt
words based on the word count and standard deviation of the
accurate information. Descriptive statistics regarding the word
count of the 4 types of experimental materials are detailed in
Table 4.
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Table 4. Descriptive statistics of the word count for the experimental materials (overall: mean 268, SD 13.638 words).

Word count, mean (SD)Word count, nInformation type and content category

273 (10.607)Accurate (a)

265Not-for-profit (2)

280For-profit (1)

264 (19.092)Inaccurate (b)

277Not-for-profit (2)

250For-profit (1)

There were a few differences in the word count between the
accurate and inaccurate information, but these differences were
considered negligible due to the human reading speed being far

greater than the variance [44]. The presentation of the
experimental materials is shown in Figure 2.

Figure 2. Presentation of the experiment materials in (A) Chinese and (B) English.

JMIR Form Res 2024 | vol. 8 | e60024 | p. 7https://formative.jmir.org/2024/1/e60024
(page number not for citation purposes)

Li & YangJMIR FORMATIVE RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Outcome Measures

Perceived Accuracy
After participants viewed each experimental material, their
perceived accuracy of the material was assessed using an item
from the Information Credibility Scale [45], in which the
“accurate” item was outlined by Luo et al [26].

Message Credibility
The Information Credibility Scale [45] has demonstrated strong
validity and internal consistency, evidenced by a relatively high
scale reliability (Cronbach =.87) [45]. Subsequently, this scale
has been widely adopted and validated in numerous studies
[23,26]. In this study, the scale was adapted and translated to
include 3 items that assess accuracy, authenticity, and
believability. These items were rated on a 7-point Likert scale,
ranging from 1 (strongly disagree) to 7 (strongly agree), to gauge
credibility of the information presented. The sum of these scores
formed an overall credibility score, which can range from 3 to
21, where higher scores indicate greater message credibility. In
our sample, the scale demonstrated excellent internal consistency
(Cronbach =.941).

Sharing Intention
This study adapted a measurement approach originally
developed by Pennycook et al [46] to assess participants’
intentions about information sharing. After viewing each piece
of experimental material, participants were posed a question to
capture their likelihood of sharing the content on social media
platforms, such as WeChat, QQ, Little Redbook, and Douyin.
The question was “Would you consider sharing this message
on social media?”, and responses were recorded on a 7-point
Likert scale, where 1 represents “strongly disagree” and 7
represents “strongly agree.”

Demographic Questions
At the conclusion of the experiment, participants were asked to
provide demographic information including their gender (male,
female), age (<18, 18-25, 26-29, 30 years), exact date of birth
(by selecting a specific date), level of education (high school
or below, undergraduate, master graduate, doctorate or above),
and primary city of residence (by selecting both the provincial
and municipal area).

Statistical Analysis
Descriptive analyses were first conducted to examine
demographic characteristics and outcome data. The influence

of 3 variables—AIGC labels (presence vs absence), information
type (accurate vs inaccurate), and content category (for-profit
vs not-for-profit)—on perceived accuracy, message credibility,
and information sharing intention was then assessed using
repeated measures ANOVA in SPSS version 29 (IBM Corp).
When significant interaction effects were identified, simple
effect analyses were performed to explore specific differences
among the conditions.

An a priori power analysis was conducted using G*Power
software [47]. Based on an assumed medium effect size (f=
0.25), at least 36 participants were needed to achieve adequate
power, with a minimum of 18 participants per experimental
group, using a significance threshold of α=.05 and aiming for
a power of 95%. Statistical analysis was performed using SPSS
version 29 [48]. To accommodate the unpredictability associated
with mobile experiments, the sample size was increased to 800
participants.

Ethical Considerations
On April 22, 2024, this study obtained ethical approval from
the ethics committee of the School of Journalism and
Communication, Beijing Normal University (approval number
BNUJ&C20240422002). The research commenced after
obtaining informed consent from all participants, who were
informed that their data would be used anonymously and that
they could withdraw from the study at any time without penalty.
Throughout the study, all data were collected and reported
anonymously to ensure participant confidentiality, and no
identifiable personal data were included. Upon completing their
participation, individuals received a small remuneration of ¥1
(US $0.14) through the Credamo platform.

Results

Sample Characteristics
By April 2024, this study recruited 957 participants. Of these,
157 participants (16.4% of the initial sample) were excluded
due to their extremely short completion times, suggesting that
they did not thoroughly engage with the experimental materials.
Consequently, the final valid sample comprised 800 participants,
randomly divided between 2 groups: 400 in the group with
AIGC labels and 400 in the group without AIGC labels. The
demographic data are shown in Table 5.
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Table 5. Participant demographic data (N=800).

Results, n (%)Characteristics

Gender

254 (31.8)Male

546 (68.2)Female

Age (years)

1 (0.1)<18

193 (24.1)18-25

135 (16.9)26-29

471 (58.9)≥30

Education level, n (%)

64 (8)High school and below

593 (74.1)Bachelor’s degree

127 (15.89)Master’s degree

16 (2)Doctorate and above

Primary Outcomes

Perceived Accuracy
The main effect of AIGC labels was not significant. However,
the main effect of information type was significant (F1,

798=498.803, P<.001, ηp
2=0.385), as was the main effect of

content category (F1, 798=367.142, P<.001, ηp
2=0.315).

Following the standards by Cohen [49], both the information

type and content category significantly influenced perceived
accuracy when acting independently, and they substantially
explained the variance in perceived accuracy. The interaction
between information type and content category was also

significant (F1, 798=7.835, P=.005, ηp
2=0.01), indicating that the

combination of information type and content category had a
significant, albeit small, explanatory power effect on the
dependent variable. Other interactions were not significant as
shown in Table 6 and Table 7.

Table 6. Main effects, interaction effects, and pairwise comparison statistics for the perceived accuracy of artificial intelligence–generated content
(AIGC).

Rating, mean (SD)aInformation type, content category, and AIGC labels

Accurate

For-profit

4.940 (1.424)AIGC labels present

4.978 (1.494)AIGC labels absent

Not-for-profit

5.673 (1.113)AIGC labels present

5.680 (1.205)AIGC labels absent

Inaccurate

For-profit

3.718 (1.649)AIGC labels present

3.695 (1.782)AIGC labels absent

Not-for-profit

4.640 (1.556)AIGC labels present

4.638 (1.635)AIGC labels absent

aRated on a 7-point Likert scale, ranging from 1 (strongly disagree) to 7 (strongly agree).
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Table 7. Main effects, interaction effects, and pairwise comparison statistics for the perceived accuracy of artificial intelligence–generated content
(AIGC).

Pairwise comparisonsηp
2P valueF (df)Conditions

—a0.950.005 (1, 798)AIGC labels

Accurate>inaccurate0.385<.001498.803 (1, 798)Information type

Not-for-profit>for-profit0.315<.001367.142 (1, 798)Content category

—0.730.117 (1, 798)Information type × AIGC labels

—0.950.003 (1, 798)Content category × AIGC labels

Accurate>inaccurate; not-for-
profit>for-profit

0.01.0057.835 (1, 798)Information type × content category

—0.750.106 (1, 798)Information type × content category
× AIGC labels

aNot applicable.

As indicated in Figure 3, when the information type was
accurate, the presence of AIGC labels slightly reduced the
perceived accuracy regardless of content type; however, this
effect was not statistically significant. Conversely, when the

information type was inaccurate, AIGC labels slightly enhanced
the perceived accuracy irrespective of the content type, though
this lacked statistical significance.

Figure 3. Error bars and 95% CIs of the values for perceived accuracy of accurate and misleading artificial intelligence–generated content (AIGC) for
(A) for-profit content and (B) not-for-profit content.

Message Credibility
As shown in Table 8 and Table 9, the main effect of AIGC
labels was not statistically significant. However, significant
main effects were observed for information type (F1,

798=668.596, P<.001, ηp
2=0.456) and content category (F1,

798=442.506, P<.001, ηp
2=0.357). According to the standards

set by Cohen [49], different information types and content
categories significantly influenced message credibility when
acting independently, accounting for a substantial proportion
of the variance in credibility. Additionally, the interaction
between information type and content category was significant

(F1, 798=18.37, P<.001, ηp
2=0.023), indicating that their

combination had a significant, albeit small, effect on the
dependent variable. Other interactions were not significant.
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Table 8. Statistical data for message credibility of artificial intelligence–generated content (AIGC).

Rating, mean (SD)aInformation type, content category, and AIGC labels

Accurate

For-profit

4.952 (1.340)AIGC labels present

5.045 (1.425)AIGC labels absent

Not-for-profit

5.687 (1.013)AIGC labels present

5.761 (1.115)AIGC labels absent

Inaccurate

For-profit

3.520 (1.648)AIGC labels present

3.571 (1.742)AIGC labels present

Not-for-profit

4.586 (1.557)AIGC labels present

4.560 (1.600)AIGC labels present

aRated on a 7-point Likert scale, ranging from 1 (strongly disagree) to 7 (strongly agree).

Table 9. Main effects, interaction effects, and pairwise comparison statistics for the message credibility of artificial intelligence–generated content
(AIGC).

Pairwise comparisonsηp
2P valueF (df)Conditions

—a0.001.500.462 (1, 798)AIGC labels

Accurate>inaccurate0.456<.001668.596 (1, 798)Information type

Not-for-profit>for-profit0.357<.001442.506 (1, 798)Content category

—0.001.480.501 (1, 798)Information type * AIGC labels

—0.570.331 (1, 798)Content category × AIGC labels

Accurate>inaccurate; not-for-
profit>for-profit

0.023<.00118.37 (1, 798)Information type × content catego-
ry

—0.680.166 (1, 798)Information type × content catego-
ry × AIGC labels

aNot applicable.

Figure 4 illustrates that, for for-profit content, AIGC labels
marginally reduced the perceived credibility of both accurate
and inaccurate information; however, these effects were not
statistically significant. Conversely, in the context of
not-for-profit content, AIGC labels slightly decreased the

message credibility for accurate information. Interestingly, for
inaccurate information within not-for-profit content, AIGC
labels appeared to slightly enhance message credibility, though
this effect also lacked statistical significance.
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Figure 4. Error bars and 95% CIs of the values for the message credibility of accurate and misleading artificial intelligence–generated content (AIGC)
for (A) for-profit content and (B) not-for-profit content.

Information Sharing Intention
As seen in Table 10 and Table 11, the main effect of AIGC
labels was not significant. The main effect of information type

was significant (F1, 798=496.406, P<.001, ηp
2=0.384), and the

main effect of content category was significant (F1, 798=387.801,

P<.001, ηp
2=0.327), indicating that different information types

and content categories individually had a significant impact on
message credibility and explained a large portion of the variance

in credibility [49]. The interaction between information type
and AIGC labels was significant (F1, 798=7.158, P=.008,

ηp
2=0.009), suggesting that the combination of information type

and AIGC labels had a significant but very small effect on the
dependent variable. The interaction between information type
and content category was also significant (F1, 798=37.388,

P<.001, ηp
2=0.045), indicating that this combination had a

significant and modest effect on the dependent variable. Other
interactions were not significant.

Table 10. Statistical data for the sharing intention of artificial intelligence–generated content (AIGC).

Rating, mean (SD)aInformation type, content category, and AIGC labels

Accurate

For-profit

4.540 (1.699)AIGC labels present

4.738 (1.768)AIGC labels absent

Not-for-profit

5.225 (1.354)AIGC labels present

5.393 (1.295)AIGC labels absent

Inaccurate

For-profit

3.190 (1.845)AIGC labels present

3.208 (1.963)AIGC labels absent

Not-for-profit

4.478 (1.893)AIGC labels present

4.253 (1.867)AIGC labels absent

aRated on a 7-point Likert scale, ranging from 1 (strongly disagree) to 7 (strongly agree).
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Table 11. Main effects, interaction effects, and pairwise comparison statistics for the sharing intention of artificial intelligence–generated content
(AIGC).

Pairwise comparisonsηp
2P valueF (df)Conditions

—a0.660.189 (1, 798)AIGC labels

Accurate>inaccurate0.384<.001496.406 (1, 798)Information type

Not-for-profit>for-profit0.327<.001387.801 (1, 798)Content category

Accurate>inaccurate0.009.0087.158 (1, 798)Content category × AIGC
labels

—0.003.142.135 (1, 798)Information type × content
category × AIGC labels

Accurate>inaccurate; not-
for-profit>for-profit

0.045<.00137.388 (1, 798)Information type

—0.002.191.714 (1, 798)Information type × AIGC
labels

aNot applicable.

Figure 5 illustrates that, when the content category was
for-profit, AIGC labels slightly decreased sharing intention
about accurate information and marginally reduced sharing
intention about inaccurate information, though these effects
were not statistically significant. When the content type was

not-for-profit, AIGC labels also slightly decreased sharing
intention about accurate information. However, it was
noteworthy that AIGC labels increased sharing intention about
inaccurate information to a certain degree, though this was not
statistically significant.

Figure 5. Error bars and 95% CIs of the values for sharing intention of accurate and misleading artificial intelligence–generated content (AIGC) for
(A) for-profit content and (B) not-for-profit content.

Discussion

Principal Findings
This study aimed to assess the impact of a new internet
governance initiative, AIGC labels, and explore factors that
might influence their effectiveness. The findings revealed that
AIGC labels do not significantly affect perceived accuracy,
message credibility, or sharing intention of users. AIGC labels
function as a nudging intervention, helping users distinguish
between AIGC and HGC. However, AIGC labels serve an
informative role [11], intending to alter cognition rather than
actively guide users’ behaviors, which may explain why they
have limited influence on users’ perceptions. Importantly, they
do not worsen users’ views of platform content or the platform

itself, indicating that AIGC labels are a viable strategy for
fact-checking and internet governance.

On a physiological level, cognitive neuroscience explains the
underlying mechanism of the informative function of AIGC
labels, which increase users’ attention to the content they read
and deepen cognitive processing, leading to more cautious
judgments [18]. This has been corroborated by other studies,
which found that labels prompting users to recognize content
from minority or anonymous sources encourage more careful
consideration of such information [50]. This study highlighted
the potential of AIGC labels to foster more cautious content
evaluation, contributing to the adaptive development of a
nudging [11] approach in internet governance in the generative
AI era.
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In fact, AIGC labels also play a crucial role in alignment.
Current research on AI alignment focuses primarily on value
and moral alignment [51-53], but alignment is a complex
system-level issue that should not be limited to data and code
between humans and AI. Focusing solely on techniques to learn
from feedback and handle distribution shifts [54] is a relatively
narrow approach. More importantly, we need to address aspects
that have been previously overlooked—namely, exploring
alignment from the perspective of human-computer interaction
and interface design [55]. AIGC labels, by reshaping the
interface of the virtual ecosystem, add nudging value, helping
users align AIGC with HGC. Addressing this issue requires
collaboration between governments, social media platforms,
and content creators and producers to label AIGC. This can
restructure the online environment without compromising users’
choices, using subtle symbolic cues to prompt users [11] and
influence their cognition and behavior. Overall, AIGC labels
can enrich the theoretical framework of AI alignment, suggesting
new directions for enhancing the integration of AI technology
into social platforms.

In addition, AIGC labels do not function in isolation, instead
interacting with both the information type and content category
to create a comprehensive effect. This study examined how
AIGC labels influence perceived accuracy, message credibility,
and sharing intention across both accurate and inaccurate
information and for both for-profit and not-for-profit content.
Notably, our findings indicated that both the information type
and content category significantly affect these perceptions, and
in particular, accurate information and not-for-profit content
were perceived more favorably than their counterparts. Although
there is extensive research [56,57] highlighting a general distrust
and negative attitude toward for-profit content [58], our results
revealed a significant interaction between information type and
content category.

This study focused on the specific impact of AIGC labels under
various informational conditions. We found that, for accurate
information, whether for-profit or not-for-profit content, the
presence of an AIGC label slightly reduced perceived accuracy,
message credibility, and sharing intention, though these effects
were not statistically significant. This suggests that, although
AIGC labels do influence users’ perceptions, their impact is
relatively modest and manageable. For inaccurate information
or misinformation, when the content is for profit, AIGC labels
slightly enhanced perceived accuracy while slightly decreasing
message credibility and sharing intention. However, these effects
were also not significant. Notably, the degree of decrease was
less than that observed for accurate information, likely because
people inherently perceive inaccurate information as less
credible and less shareable than accurate information.
Additionally, when the content is not for profit, AIGC labels
tend to increase sharing intention to some extent and slightly
improve perceived accuracy and message credibility, though
these effects remain statistically insignificant. It is important to
investigate what specifically enhances perceived accuracy,
message credibility, and sharing intention about misinformation
under the influence of AIGC labels.

Nudging through labels may also lead to unexpected
psychological effects. Another nudging intervention, warning

labels, has revealed the implied truth effect [16], meaning that
people tend to perceive content without warning labels as more
credible. In contrast, AIGC labels have produced a truth effect
for misinformation, where people generally perceive
misinformation with AIGC labels as more accurate and credible
and are more willing to share it (without knowing the
information is inaccurate). One possible explanation is that
AIGC labels enhance users’ attention and increase the
complexity of cognitive processing [18]. Another reason could
be due to cognitive elaboration effects [59], as people are
reluctant to engage in deeper thinking and reasoning [60].
Previous research has found that inaccurate information is 70%
more likely to be shared than accurate information [56]. Humans
are not robots, and social media technology amplifies the spread
of inaccurate information [56]. This study revealed that
generative AI technologies may also intensify this issue.
However, there is no need for excessive concern; according to
our findings, AIGC labels did not significantly influence
perceived accuracy, message credibility, or sharing intention,
as these impacts were within manageable limits.

The findings of this study provide important insights for
misinformation governance and content moderation. Although
AIGC labels did not significantly impact perceived accuracy,
message credibility, or sharing intention for most content, they
did slightly increase these metrics for misinformation, though
not to a statistically significant degree. This highlights the
potential value of AIGC labels in the governance of AI-driven
misinformation. Rather than rejecting AIGC labels, platforms
should consider incorporating them to enhance oversight. AIGC
labels not only guide users but also offer regulatory benefits by
circumventing issues related to watermarks [61], thereby raising
awareness of AIGC and promoting more cautious engagement,
particularly in areas prone to misinformation.

Additionally, the limited impact of AIGC labels on users’
perceptions and behaviors suggests the need for complementary
strategies. Platforms may need to integrate AIGC labels with
fact-checking systems or educational initiatives to more
effectively curb the spread of inaccurate content.

This study offers several key implications for platforms, content
creators, and regulators. First, although AIGC labels have a
modest effect on perceived accuracy, message credibility, and
sharing intention, platforms should prioritize improving label
design to ensure clear identification of AIGC. Enhancing
transparency in this way can build trust, especially when
distinguishing between AIGC and HGC.

Second, the slight increase in perceived accuracy for
profit-driven misinformation labeled as AIGC suggests a need
for stronger content moderation. Platforms should adopt more
advanced systems to prevent AIGC labels from unintentionally
legitimizing false content. A combination of sophisticated
algorithms and human oversight could mitigate these risks.

Third, for not-for-profit misinformation, AIGC labels may
slightly raise sharing intention and perceived accuracy. Although
these effects are not statistically significant, platforms should
be cautious when applying AIGC labels to not-for-profit
misinformation, as this could inadvertently amplify its
dissemination. Providing additional context or adjusting label
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visibility might help users better understand the nature of the
content.

Last, educating users on the purpose and function of AIGC
labels is essential. By improving users’ understanding of the
labels, platforms can reduce misinterpretation and help them
make more informed judgments about content credibility and
accuracy, fostering a more resilient information ecosystem.

Limitations
One potential limitation of this study is the lack of formal
attention and manipulation checks. Although participants were
informed about the AIGC labels, we did not explicitly assess
their attention or directly confirm that the labels had no effect
on the outcomes. Although we believe this did not significantly
impact the results, it could be addressed in future studies to
further validate the findings.

Additionally, this study was conducted as a web-based
experiment, using experimental materials that did not replicate
and simulate the real interface of a typical social media platform,
which limited the external validity of the findings. In addition,
the study focused on health-related content, both for-profit and
not-for-profit, excluding other significant topics such as politics
and technology. Consequently, it did not investigate potential
differences across various content categories. Previous research
indicates that cross-topic content variations can influence results
[26]. Therefore, the strategies to use AIGC labels proposed by
this study require further empirical validation through future
experiments.

This study explored the impact of AIGC labels on perceived
accuracy, message credibility, and sharing intention. Although
it highlighted how AIGC labels affect these factors, the
underlying psychological mechanisms remained ambiguous.
The study inferred actual sharing behavior from self-reported
willingness to share, following the approach used by Mosleh
et al [62]. Previous research indicates that the ability to
distinguish between accurate and inaccurate information

minimally influences sharing intention [46]. However,
prompting users to consider the accuracy of information before
deciding to share can enhance both their willingness to share
and their capacity to identify accurate information [46]. Further
findings suggest that the perceived trustworthiness of sources,
habitual belief tendencies, and expertise significantly affect
perceived accuracy and message credibility, which in turn
influences sharing intention [63]. In essence, there is a positive
correlation between message credibility and sharing intention.
Nonetheless, enhancing message credibility alone does not
ensure that users will share the information; the interplay
between personal relevance and message credibility exerts a
stronger influence on sharing behavior [63]. In conclusion, the
psychological mechanisms underlying perceived accuracy,
message credibility, and sharing intention are complex and not
yet fully understood, necessitating further investigation in future
studies.

Conclusions
The experimental data demonstrate that AIGC labels serve as
a practical intervention and novel approach, extending the
domain of AI alignment beyond value and the moral level at
the interaction interface. AIGC labels facilitate the ability of
individuals to distinguish between AIGC and HGC, without
significantly impacting their perceived accuracy, message
credibility, or sharing intention. The AIGC labels and the content
they mark together form a cohesive whole, and the effectiveness
of labels is also influenced by the inherent nature of the content.
It is particularly noteworthy that, when inaccurate information
is not-for-profit, AIGC labels can potentially though
insignificantly enhance perceived accuracy, message credibility,
and sharing intention, which pose a certain disruption to the
online ecosystem, necessitating further clarification of the
application scope of AIGC labels in the future. Beyond explicit
AIGC labels, integrating embedded evasion watermarks can
help platforms discern between AIGC and HGC, thus addressing
technical issues within its evolvement processes.
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