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Abstract

Background: Irregularities in circadian rhythms have been associated with adverse health outcomes. The regularity of rhythms can be quantified using passively collected smartphone data to provide clinically relevant biomarkers of routine.

Objective: This study aims to develop a metric to quantify the regularity of activity rhythms and explore the relationship between routine and mood, as well as demographic covariates, in an outpatient psychiatric cohort.

Methods: Passively sensed smartphone data from a cohort of 38 young adults from the Penn or Children’s Hospital of Philadelphia Lifespan Brain Institute and Outpatient Psychiatry Clinic at the University of Pennsylvania were fitted with 2-state continuous-time hidden Markov models representing active and resting states. The regularity of routine was modeled as the hour-of-the-day random effects on the probability of state transition (ie, the association between the hour-of-the-day and state membership). A regularity score, Activity Rhythm Metric, was calculated from the continuous-time hidden Markov models and regressed on clinical and demographic covariates.

Results: Regular activity rhythms were associated with longer sleep durations (P=.009), older age (P=.001), and mood (P=.049).

Conclusions: Passively sensed Activity Rhythm Metrics are an alternative to existing metrics but do not require burdensome survey-based assessments. Low-burden, passively sensed metrics based on smartphone data are promising and scalable alternatives to traditional measurements.

(JMIR Form Res 2022;6(9):e33890) doi:10.2196/33890
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Introduction

Background

The proliferation of smartphone use in mobile health (mHealth) research has resulted in a wealth of longitudinal data capable of quantifying human behaviors pertinent to the study of mental health [1-3]. Smartphones collect a wide variety of sensor data, ranging from accelerometer and geolocation (ie, GPS) data to screen time and social interactions, which are increasingly being used as digital biomarkers of behavior in a variety of contexts [4-7]. The continuous collection of this wealth of data enables us to study an individual’s pattern of behavior across the course of their lives.
of each day. Many behaviors show a diurnal rhythm, an observed 24-hour periodic pattern, some of which are measurable through digital biomarker data [6,8]. These rhythms reflect endogenous physiological circadian processes related to many clinically relevant outcomes [9]. A wide range of physiological processes follows a circadian rhythm [10-12], such as cardiometabolic function and gene expression [13-15]. Certain immunological processes and drug efficacy are sensitive to specific points in the circadian cycle, highlighting the need to understand the role of circadian rhythms from a pharmacodynamics perspective [16,17]. In addition, disruptions in rest-activity cycles have been associated with adverse outcomes in posttraumatic stress and affective disorder studies [18,19]. This underscores the need to meaningfully quantify circadian rhythms in ecological contexts, such as the assessment of diurnal rhythms, as reflected in smartphone use data.

Before mobile devices were used to gather high-frequency ecological momentary assessment (EMA) and continuous streams of sensor data collection, information obtained from diaries and surveys was used for scoring the regularity of diurnal activities [20,21]. For example, Social Rhythm Metric (SRM) uses daily administered diaries to record the timing of routine activities (eg, getting out of bed, eating lunch, and starting work). To score highly on the SRM, one must consistently perform these activities close to the same time of day for most records, such as consistently waking up at the same time every day. Subsequently, high scores can be interpreted as greater regularity in routine or rhythm and provide a useful quantification of the regularity of rhythms, which can be used to study clinical outcomes. Disruptions to the regularity of rhythms have been associated with psychiatric disorders (eg, bipolar disorders [22-24], anxiety disorders [25], depression [12,26], mood or affective disorders [27,28], posttraumatic stress disorder [27,29], and substance-related disorders [30,31]). Measures of regularity are often markers of treatment efficacy in social rhythm therapies aimed at improving mental health [27]. Despite the utility of diary-based scores in the studies of psychopathology, manual data collection could be burdensome, susceptible to self-report bias, recall bias, nonresponse bias, and experience degradation over time because of the loss of engagement with the participant [1,32-34].

The potential use of smartphones for long-term data collection is made possible by ensuring a low burden on the participant, particularly through sensor data that can be collected passively (ie, without requiring active participation or input from the user) [35,36]. As irregular circadian rhythms are associated with a range of psychiatric disorders, particularly affective disorders [28,37,38], the logical next step is to use smartphone sensor data to quantify regularity in diurnal rhythms and then identify correlated clinically relevant outcomes [4]. If passively collected smartphone sensor data can be used to inform clinically relevant behaviors and symptoms, this would provide an effective and low-burden approach to mental health assessment and treatment monitoring [39].

Objectives

Many models have been proposed to study circadian or diurnal rhythms based on passively collected sensor data, ranging from simple rule-based analyses to deep learning models [18,40-42]. Longitudinal data collected in mHealth studies can be viewed as a multivariate time series and subsequently often draw upon a variety of longitudinal and stochastic models [43-46]. A focal point of mHealth studies is to model rest-activity cycles or other categorical outcomes [47-50]. Modeling the dichotomy of rest-active states often simplifies clustering [8,51,52] or classification [5,52,53] problems where rhythmic effects can be modeled with harmonics [45,54-56]. For our purposes, to model transitions between different circadian biological states over the course of the day, we modeled these data using hidden Markov models (HMMs). In this framework, we captured the circadian nature of behaviors, as measured using smartphone sensor data, through the use of hour-of-the-day random effects [57-59].

Despite the potential of mHealth data, statistical models that translate these data into interpretable measures of diurnal rhythms and markers to manage mental health are an active area of research [27,39]. In the time series literature, random effects have been used to model seasonality or other periodic effects [59,60]. Our continuous-time HMM (CT-HMM) transitions between rest-activity cycles use individual-specific random intercepts for hours of the day (eg, 12 AM to 1 AM and 1 AM to 2 AM) to allow for personalized patterns of diurnal activity [61]. By fitting this model to each individual separately, we were able to quantify the regularity of activity rhythms or routines and determine how this strength of routine is correlated with a variety of demographic and clinical outcomes. Finally, we developed a novel score to gauge the regularity of activity rhythms and determine how this score correlates with self-reported sleep-related outcomes and other characteristics in a sample of adolescents with or at risk of affective instability.

Methods

Participants

A sample of 41 adolescents and young adults (28/41, 68% female participants) aged 17 to 30 (mean 23.4, SD 3.5) years were enrolled as part of a study on affective instability in youth. Participants were recruited via the Penn or Children’s Hospital of Philadelphia Lifespan Brain Institute or through the Outpatient Psychiatry Clinic at the University of Pennsylvania [62]. Of these 41 participants, 38 (92%) met the criteria for an Axis I psychiatric diagnosis based on a semi-structured clinical interview, and 33 (80%) met the criteria for >1 disorder [63]. In addition, 39% (16/41) of participants met the criteria for a personality disorder based on an assessment with the Structured Clinical Interview for the Diagnostic and Statistical Manual of Mental Disorders–4 Axis II Personality Disorders (Tables 1 and 2) [63]. As a secondary analysis, we used data collected from a prior study. Subsequently, the availability of new clinical data was a limitation of our retrospective study design. Although we had digital EMA and passive sensor data for all participants, baseline measurements such as the Pittsburgh Sleep Quality Index (PSQI) and psychiatric diagnoses were not available for all participants.
Table 1. Psychiatric diagnoses of participants (N=41).

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Axis I diagnosis</strong></td>
<td></td>
</tr>
<tr>
<td>No diagnosis</td>
<td>3 (7)</td>
</tr>
<tr>
<td>Major depressive disorder</td>
<td>24 (59)</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Depressive disorder NOS&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Mood disorder NOS</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Generalized anxiety disorder</td>
<td>14 (34)</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>14 (34)</td>
</tr>
<tr>
<td>Social phobia</td>
<td>12 (29)</td>
</tr>
<tr>
<td>Obsessive-compulsive disorder</td>
<td>11 (27)</td>
</tr>
<tr>
<td>Panic disorder</td>
<td>5 (12)</td>
</tr>
<tr>
<td>Anxiety disorder NOS</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Attention-deficit or hyperactivity disorder</td>
<td>6 (15)</td>
</tr>
<tr>
<td>Schizoaffective disorder</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Substance-related disorders</td>
<td>18 (44)</td>
</tr>
<tr>
<td><strong>Axis II diagnosis</strong></td>
<td></td>
</tr>
<tr>
<td>No diagnosis</td>
<td>7 (17)</td>
</tr>
<tr>
<td>Borderline personality disorder</td>
<td>12 (29)</td>
</tr>
<tr>
<td>Personality disorder NOS</td>
<td>4 (10)</td>
</tr>
</tbody>
</table>

<sup>a</sup>NOS: not otherwise specified.

Table 2. Baseline demographic and clinical characteristics (N=41).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (female), n (%)</td>
<td>28 (68)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>23.4 (3.5)</td>
</tr>
<tr>
<td>Hours of Beiwe sensor data (screen-on and accelerometer), mean (SD)</td>
<td>1724 (753)</td>
</tr>
<tr>
<td>Beck Depression Inventory scores, mean (SD)</td>
<td>6.96 (8.45)</td>
</tr>
<tr>
<td><strong>Beiwe ecological momentary assessment, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>“About how many hours did you actually sleep?”</td>
<td>7.43 (1.03)</td>
</tr>
<tr>
<td>“About what time did you go to bed last night, regardless of the time you actually fell asleep?”</td>
<td>11:28 PM (1.92 hours)</td>
</tr>
<tr>
<td>“What time did you wake up?”</td>
<td>7.41 AM (2.17 hours)</td>
</tr>
<tr>
<td>“How happy versus sad do you feel right now? (1-Very cheerful or happy, 2, 3, 4, 5, 6, 7-Very sad or depressed or unhappy)”</td>
<td>3.12 (1.5)</td>
</tr>
</tbody>
</table>

**Ethical Considerations**

All participants provided informed consent for all study procedures. For minors, the parents or guardians, in addition to the minors, provided informed consent. This study was approved by the Institutional Review Board of the University of Pennsylvania (828424).

**Data Acquisition**

From the 41 participants, 2972 person-days of sensor data, including accelerometer measures (meters per second squared) for the axes, were obtained from participant smartphones through the Beiwe app, a research platform developed by the Onnela Lab at the Harvard TH Chan School of Public Health [64]. Screen-on events for Android devices were recorded, whereas screen-unlock events for iOS devices were acquired through Beiwe; however, we have referred to both as screen-on.
events in this paper for simplicity. Every morning, participants were also asked about their mood and sleep patterns and quality from the night before via self-report prompts delivered by Beiwe. These questions included sleep duration in hours (“About how many hours did you actually sleep?”), time to sleep (“About what time did you go to bed last night, regardless of the time you actually fell asleep?”), and time to wake (“What time did you wake up?”) and were obtained using self-report questionnaires. The possible time-to-sleep and time-to-wake responses were limited to hour-long intervals. Participants were asked to rank their mood with the following question: “How happy versus sad do you feel right now? (1-Very cheerful or happy, 2, 3, 4, 5, 6, 7-Very sad or depressed or unhappy).” A summary of the demographic and EMA covariates is provided in Table 2. In addition to these questions administered through smartphones, additional measurements were collected at baseline, including the PSQI and the Beck Depression Inventory (BDI) scores [65,66].

Data Processing

Our analysis goals are 2-fold: (1) to use smartphone sensors and activity data to quantify the strength of each participant’s activity rhythm or routine and subsequently (2) to test for significant associations between demographic variables or self-reported mood outcomes and the strength of activity rhythm or routine. Given our first goal of modeling a participant’s activity rhythm, we leveraged active smartphone use to provide an indicator of activity over the course of the day. From accelerometer data, hourly features were calculated to reflect the magnitude of movement of the smartphone. For each hour of the day, labeled by the time at the end of hour $t$, $X(t)$ is the mean of the magnitude of phone acceleration over the course of that hour. In addition, $Y(t)$ is the screen-on count over the course of the hour. However, the periods of dormancy, where $X(t)$ was unobserved, because of user- and device-related factors such as the phone being powered off, having no cell signal, or being in airplane mode required accelerometer features to be imputed.

By considering the characteristics of screen-on events and accelerometer data, we designed a data imputation procedure guided by domain knowledge. Periods of dormancy usually align with periods of low phone use such as night-time hours, have a greater probability of missing accelerometer data $X(t)$, and were identified using a 2-state hidden semi-Markov model with Bernoulli state-dependent distributions [67]. For example, if accelerometer data are seldom missing over a given window of time and there are many screen-on events over the same period, it is likely that there was significant accelerometer activity despite being missing. Here, screen-on events can be used to impute accelerometer data. In contrast, if accelerometer data are missing and there are no screen-on events, then it is likely that the phone was in a state of dormancy with low accelerometer magnitudes. The periods of dormancy correspond to the 2 latent states in our hidden semi-Markov model imputation. Missing mean accelerometer magnitudes from dormant periods were imputed using the minimum (excluding outliers) mean accelerometer magnitudes $X(t)$, whereas missing data assigned to the nondormant state were imputed by regressing $X(t)$ on $Y(t)$ over all hours where data were completely observed. Ultimately, this led to an imputed $X(t)$, which we used in the following analyses, with a diagram of the imputation procedure outlined in Figure 1.

The final source of noise in the data was user error, which often occurred when answering questionnaires, such as accidentally selecting 8 PM for wake-up time instead of 8 AM. To avoid these user errors, bedtimes were automatically corrected to be between 5 PM and 4 AM, and wake-up times were corrected to be between 4 AM and 3 PM when such extreme discrepancies occurred that resulted in unrealistic sleep durations that were almost certainly the result of measurement error.
**Activity Rhythm Modeling**

Stochastic models are often used to study longitudinal data sets such as the data generated by smartphones, and we opted to use a continuous-time Markov chain framework with the addition of random intercepts representing each hour of the day to model activity rhythms for each participant separately. This choice was driven in part by its ability to account for missing data for which many harmonic analyses were not designed [68]. If an hour of the day has a large random intercept, it represents a higher probability of active phone use during that hour relative to other hours of the day for a specific participant. With this interpretation in mind, a participant with a strong activity rhythm will have hour-of-the-day random intercepts with a large magnitude or, equivalently, with high variability. In addition, the variances of the random intercepts are the test statistics used to identify activity rhythms for each participant separately. This choice of random intercepts representing each hour of the day to model transition rates and can be interpreted as the activity rhythm. Using our rates and event times, we use Kolmogorov equations to estimate transition probability matrices and construct a 2-state mixed CT-HMM [69]. The transition rates are as follows:

- Rest to active: $$\lambda_1(t) = \exp(x[t] + b_1[t]),$$ with $$b_1(t) \sim N(0, \sigma_1^2)$$ (1)
- Active to rest: $$\lambda_2(t) = \exp(x[t] + b_2[t]),$$ with $$b_2(t) \sim N(0, \sigma_2^2)$$ (2)

where $$b_1(t)$$ and $$b_2(t)$$ are random intercepts for the hour of the day. Consequently, the activity rhythm is best characterized using the corresponding transition rate matrices, $$Q(t)$$, which are functions of $$\lambda_1(t)$$ and $$\lambda_2(t)$$. The transition probability matrices are given by the matrix exponential $$\Gamma(t) = e^{\Theta t}$$ as the event times are 1-hour increments (Figure 2). In cases where periods of consecutive missing accelerometer data continue for 24 consecutive hours, this constitutes a sufficiently long period of missing data that requires splitting the HMM into 2 segments on either side of the missing interval, where the likelihood of the multiple HMMs can be treated as independent and multiplied together during parameter estimation. The CT-HMM is fitted with the expectation-maximization (EM) algorithm by iteratively solving $$\Theta \leftarrow (\alpha_1, \beta_1, \alpha_2, \beta_2)$$, $$b_1(t)$$, $$b_2(t)$$, $$\sigma_1^2$$, $$\sigma_2^2$$ and $$P_{\text{act}}(C[t]=i, C[t+1]=j)$$ [70-72]. A high frequency of missing data can result in an identifiability problem when fitting the HMM; for example, when an individual seldom uses their phone and the 2 states of the HMM become indistinguishable as the data may not reflect the daily differences in activity rhythms. Seldom phone use results in low screen-on counts and missing accelerometer data, leading to unimodal data streams, even after imputation, where daily differences are difficult to identify. Following this procedure, 7% (3/41) of
individuals were omitted from the analysis as their EM algorithms failed to converge because of the much higher than normal frequency of missing data, resulting in a final sample size of 38.

**Figure 2.** Hidden Markov model framework and the ARM. (A) Graph of the 2-state continuous-time hidden Markov model used to model phone engagement via screen-on counts. Active states are characterized by expected screen-on counts >0, and the rest states are characterized by expected screen-on counts close to 0. Transition rates between rest and active states are modeled with exponential proportional hazard regressions by using 24 hours of the day as random intercepts. (B) Hourly state membership probabilities, state-dependent distribution counts, accelerometer norms, and random intercepts for the hour of the day. We controlled for accelerometer activity in the regression models while estimating activity rhythm with random intercepts. Accelerometer activity is positively correlated with rest-to-active transitions and negatively correlated with active-to-rest transitions. Large hour-of-the-day effects correspond to a regular activity rhythm and resulted in a large ARM. ARM: Activity Rhythm Metric.

Comparing Activity Rhythms, Self-reported Sleep, and Depression-Related Variables

After modeling each participant’s activity rhythm via the CT-HMM—random intercepts corresponding to the effect of the hour of the day on the likelihood of rest versus activity—we naturally expect regularity in activity profiles to correspond with large values of the variance of the random intercepts as quantified by $\sigma_1^2$ and $\sigma_2^2$. In other words, if a person tends to be active or at rest during the same hours of the day routinely, then the restful hours will have very low random intercepts, with active hours having high random intercepts. Under the mixed-effects ANOVA, the large random intercept variances correspond to rejecting the null hypothesis that the hour of the day has no effect on state transition. This large discrepancy in random intercepts between different hours of the day manifests as large values of $\sigma_1^2$ and $\sigma_2^2$. Thus, for each individual, we fit a CT-HMM and sum over these 2 variance terms to obtain what we define as Activity Rhythm Metric (ARM): ARM=$\sigma_1^2+\sigma_2^2$ (Figure 2).

With quantification of the strength of each participant’s activity rhythm or routine through the ARM, we validate the ARM as a measure of daily rhythm by treating it as the outcome in a linear regression to test for associations with the following self-reported sleep-related covariates: mean nightly sleep duration (mean response of “About how many hours did you actually sleep?”), the baseline sleep duration component of the PSQI, time-to-sleep SD (SD of “About what time did you go to bed last night, regardless of the time you actually fell asleep?”), and time-to-wake SD (SD of “What time did you wake up?”). We would expect a higher ARM to correspond
with a stronger routine and therefore with small time-to-sleep or time-to-wake SDs and longer mean sleep duration. For each sleep-related covariate alone, we fit linear regression models controlling for age and sex and compared it with a null model with only age and sex, using a likelihood ratio test (LRT) to test for the association in a 2-sided alternative hypothesis. We used the mean mood response from the Beiwe questionnaire (mean response of “How happy versus sad do you feel right now?”) and BDI as a depression-related measure, with higher mean values corresponding to severe depression. For each depression-related covariate, we tested for an association with the ARM by using the same LRT framework. In addition, we tested the association between age or sex and the ARM while controlling for the others by using the LRT.

**Results**

**Relationship With Sleep Duration**

We found that all sleep-related measures, namely, mean nightly sleep duration, the baseline sleep duration component of the PSQI, time-to-sleep SD, and time-to-wake SD, were marginally significantly \( (P<.05) \) associated with the ARM (Figure 3). Association tests included only individuals with corresponding self-reported outcomes. Notably, continuous daily administration of sleep surveys may increase the patient burden in a study, highlighting the advantages of passive data collection methods. We found that individuals with a higher ARM are more likely to have longer sleep duration, with an hourly increase in mean sleep duration corresponding to a 0.4 increase in the ARM. The mean nightly sleep duration from the Beiwe questionnaires (“About how many hours did you actually sleep?”) captures the same information as the baseline sleep duration component of the PSQI, which was also significantly \( (P<.001) \) associated with the ARM and had the same direction of effect. Considering sleep duration as a component of sleep quality, these findings suggest that the ARM was positively correlated with sleep quality. In other words, a stronger and more consistent routine, as measured passively through smartphone use, corresponds to better sleep quality.

**Figure 3.** The Activity Rhythm Metric and self-reported sleep. (A) Visualization of 3 example participants with hour-of-the-day random intercepts mapping to low, medium, and high Activity Rhythm Metrics. Random intercepts are the hour-of-the-day effect on state transition: low or high Activity Rhythm Metric score participants have low or high variability in random intercepts. (B) Linear regression models were fit between the Activity Rhythm Metric and sleep-related outcomes across all participants using a likelihood ratio test for and association with each sleep measure while controlling for age and sex. Higher Activity Rhythm Metrics are associated with a longer mean duration of sleep \( (r=0.38) \). (C and D) Higher Activity Rhythm Metrics are associated with less variability in self-reported time-to-sleep \( (r=−0.40) \) and time-to-wake \( (r=−0.23) \) responses.

**Relationship With Self-reported Sleep and Wake Times**

The questionnaires captured by Beiwe through smartphones prompted participants to report time to sleep and time to wake, which have been used to measure the regularity of activity rhythms in other contexts [73]. We expected that the high variance in self-reported time-to-sleep and time-to-wake responses would correspond to irregular routines. This finding
is consistent with the relationship between the ARM and variability in self-reported sleep or wake timing. In particular, we found that the ARM is significantly correlated with the SDs of time-to-sleep (“About what time did you go to bed last night, regardless of the time you actually fell asleep?”) and time-to-wake (“What time did you wake up?”) responses (Figure 3). A unit increase in time-to-sleep SD corresponds to a 0.52 decrease in the ARM, and a unit increase in time-to-wake SD corresponds to a 0.48 decrease in the ARM. Thus, our proposed ARM measure passively captures many of the same routine-related signals as traditional survey-based metrics while avoiding the high burden of daily self-reporting, which is otherwise necessary to collect data on the variability of the sleep schedule.

**Relationship With BDI and Self-reported Mood**

In a variety of clinical populations, there is evidence of a relationship between depression-related metrics and irregular routines, where the quantification of regular rhythms can be used to assess treatment efficacy [27]. In line with this, we found that the ARM was negatively correlated with the BDI (Figure 4); that is, irregular activity rhythms were associated with higher BDI. Of note, only the response to the Beiwe mood question (“How happy versus sad do you feel right now?”) was marginally associated with the ARM ($P=.049$); however, the direction of the associations was intuitive, albeit borderline significant (Figure 4). Of note, 15% (6/41) of additional participants had missing BDI scores. The average ARM for the participants with missing BDI was 2.86, whereas it was much lower (1.31) for participants who had recorded the BDI; it is likely that the missing BDI information, if observed, would help increase the precision of the association and increase its strength. The difference between the average BDI values of these 2 groups suggests that informative missingness may have diminished statistical power.

**Figure 4.** Activity rhythm and its relationship with mood and depression. In total, 2 mood or depression-related self-reported outcomes were compared with the ARM: (1) The BDI was recorded for 32 participants, and (2) the mean response from the Beiwe smartphone mood question: “How happy versus sad do you feel right now? (1-Very cheerful or happy, 2, 3, 4, 5, 6, 7-Very sad or depressed or unhappy).” Linear regression models were fit by using a likelihood ratio test while controlling for age and sex. ARM and BDI have a negative correlation ($r=−0.45, P=.06$). ARM and mean response from the Beiwe mood survey have a negative correlation ($r=−0.21, P=.049$). ARM: Activity Rhythm Metric; BDI: Beck Depression Inventory.

**Relationship With Age and Sex**

In addition to the ARM being associated with sleep-related measures of duration and variability in time-to-sleep and time-to-wake responses, we found that the ARM was associated with age in a manner similar to previous regularity of rhythm studies, although previous studies examined different study populations [73,74]. We found a positive correlation between age and the ARM ($P=.001$); a year increase in age corresponds with a 0.18 increase in the ARM, meaning that older individuals tend to have more regular activity rhythms and routines (Figure 5). In addition, our analysis of the ARM suggests that there is a significant ($P<.001$) sex-based difference in the regularity of a participant’s activity rhythm (Figure 5). We expect a 1.31 increase in the ARM of male participants in our sample relative to that of female participants.
Figure 5. Activity rhythm and its relationship with age or sex. Linear regression models were fit by using a likelihood ratio test for age or sex each while controlling for the other covariate. Age is positively correlated with ARM \( r=0.34, P=.001 \), and male participants have higher ARMs (Cohen d=−0.82, \( P<.001 \)). ARM: Activity Rhythm Metric.

Discussion

Principal Findings

The regularity of daily routine, as measured through the ARM—a quantification of routine based solely on passively collected smartphone data— was found to be significantly associated with a variety of demographic, mood, and sleep-related measures. We developed a CT-HMM that allows for an hour-of-the-day effect on state membership (active vs rest). Using the variance of the hour-of-the-day random intercepts to represent the strength of the routine, we constructed an ARM and found it to be associated with the SD in self-reported time-to-bed and time-to-wake responses on a night-to-night basis. These findings validate the ARM as a quantification of the strength of routine, which can be used as an outcome in studies aimed at improving mental health by increasing regularity in routine. Furthermore, the ability to calculate the ARM using only passively collected smartphone data provides a crucial advantage relative to the traditional reliance on self-report to dynamically quantify routine. This can provide a low-burden alternative that can easily be deployed at scale, even in studies with long follow-up durations, as passively collected data are not susceptible to the same survey fatigue, which makes long-term follow-up a challenge in studies that rely heavily on self-report.

Comparison With Prior Work

The direction of associations for the ARM is aligned with existing metrics such as the SRM. The SRM is a diary-based metric that has helped inspire our ARM definition and approach, where both are calculated from intraindividual routine variations, and higher scores correspond to regular routines [20,21]. The ARM evaluates active or rest states timing akin to calculating sleep or wake variability in time from data obtained through a survey or diary. Both the ARM and SRM are highly influenced by variances in the timing of habitual daily behaviors, such as time to sleep and time to wake, where a high variance corresponds to a low score. Our findings showed that a low ARM is associated with high variability in time-to-sleep and time-to-wake self-reported responses, indicating that the ARMs are correlated with information that would otherwise be obtained through diary-based metrics.

Our results, which link the ARM to sleep duration, reinforce some findings derived from diary-based methods. Monk et al [73,75] found that the SRM was negatively correlated with better sleep quality, as measured by the PSQI. Similar to the SRM, we found that the ARM tends to increase with age, with older participants tending to have greater regularity in their routines [73,74]. Our analysis also showed greater regularity in activity rhythms in male participants, which aligns with the findings by Monk et al [67], despite some studies showing conflicting data on sex-based differences in the SRM [20,73,76,77]. Although the ARM is inspired by the SRM, we noted that the ARM fundamentally represented a narrower scope than the SRM by only focusing on a person’s activity and with no direct measurement of social behavior.

We expected that the ARM would tend to decrease with higher depressive symptoms, reflecting the established relationship between stronger routines and milder depression [27]. Although the same direction of effect was shown in our sample (Figure 4), we lacked the sample size to achieve more than marginal statistical significance in this association. Similar psychiatric studies had access to larger cohorts of participants and healthy controls, which we lacked in this study, and would greatly improve the statistical power [20,26]. An important next step is to repeat these analyses with a larger sample size to validate which relationships hold. Consequently, the potential to quantify routines using only passively collected data may be an informative and actionable digital biomarker with respect to clinically relevant outcomes such as depression.

Limitations

Our analysis has limitations typical of a retrospective study—a secondary analysis with limited data. The absence of a control group could have affected the statistical power. For example,
in a case-control study, we expected the control group to have high ARMs and low BDI scores. Data from a control group would be high leverage points in regression analysis in certain situations and would increase the effect size. In addition, this study was limited to a small age range. An in-depth analysis of regularity was not anticipated during the initial recruitment of the study cohort; subsequently, diary-based regularity metrics were not available for a direct comparison with ARMs. In summary, our analysis explored connections between routine activity rhythms and several clinical covariates; however, the validation of relationships and generalization to broader populations are left to future studies with prospective designs.

In addition, differences between device hardware and operating systems could introduce heterogeneity in the data and should be accounted for in mHealth studies. For example, iOS acceleration is normalized by the g-force constant, whereas Android acceleration is not. Our individual-specific PH regressions, as discrete class models, were not affected by a scale difference in the covariates, and the g-force constant was absorbed by the coefficient estimate.

Although the use of passively collected smartphone data successfully reduces participant burden, there are some hurdles in this type of data collection. In certain cases, many clinical populations [78], including ours, are willing to share sensor data despite privacy concerns. In addition, sharing ARM-like summary statistics rather than the entire collection of sensor data may attenuate the privacy concerns of clinicians, allowing studies to increase the sample size. However, accounting for the missing data of various missing mechanisms remains paramount, and there is a lack of methods available to handle missingness when it is associated with the outcome of interest (missing not-at-random). Although we proposed a simple domain-based approach that takes into account missingness because of a lack of phone engagement induced by diurnal patterns, additional sensitivity analyses using different imputation procedures are necessary to completely understand the effect of missing data in mHealth studies.

In addition, identifiability is an important concern in mixed-effect modeling. A sufficient sample size for each hour must be available for modeling random intercepts. HMMs, which are models with many parameters, require large sample sizes or strong signals for parameter estimation. Although our EM algorithm failing to converge indicates an identifiability concern with the underlying data, other criteria may be used for the explorative analysis of data before HMM fitting. In participants with limited data, the hour-of-the-day effects must be pronounced to fit the random intercept model. In other words, sufficient evidence is needed to detect hour-of-the-day effects, either adequate sample size or the strength of association between hour-of-the-day and state membership. In our case, a lack of engagement with the study phone leading to unimodal data streams is an important consideration related to model fit but is addressed by our failure of convergence criterion. Proper use of study phones is an important prerequisite for mHealth studies, and exploring steps for filtering out individuals based on data quality is an important component of the mHealth study design. Data quality, both handling of missing data and proper use of the study device, remains a paramount concern in mHealth studies. As a result, we look to evaluate the many relationships uncovered by our analyses in future work involving different study cohorts and different methods for handling missing data.

Potential Future Directions

Our novel CT-HMM framework could easily be adapted to incorporate additional information to improve its ability to quantify diurnal activity patterns and routines. For example, we can extend the univariate outcome, Y(t), to a multivariate joint probability distribution that also considers longitudinal GPS data. Although we modeled a parsimonious representation of daily routines, a common prompt in SRM diaries is the time of starting work, which can be ascertained from GPS location. By incorporating GPS data and increasing the number of states in our CT-HMM beyond the 2 rest or active states used in this study, we can model a wider range of routine behaviors and participant states.

Alternative HMM formulations that allow latent states to represent more than just rest or active states, such as symptom severity, would make the expected timing of state transitions clinically relevant. Many mixed-effect HMMs use a logit link or logistic regression to model transitions between states, where coefficients can be interpreted as odds ratios [60,61]. We elected to use a PH model, where the coefficients can be interpreted as hazard ratios. Although the interpretation of the signs of the coefficients is similar across both models, under the PH model, the expected event time (or time until state transition) can be calculated as $1/\lambda(t)$. This expected event time is intuitively important as it allows for the prediction of state changes in an individual, which can be used to prompt a mHealth intervention in the context of an HMM framework where latent states could represent, for example, manic, or depressed states in an individual with bipolar disorder.

Conclusions

The previous generation of diary-based metrics comparable with the ARM are limited by self-report, which requires a high burden on the participant, underscoring the potential of mHealth solutions. However, the identifiability of complex models for mHealth data should be taken into consideration during study design. We estimated each participant’s activity rhythm and corresponding strength of routine by calculating participant-specific hour-of-the-day random intercepts in a novel CT-HMM modeling framework that dictated consistency in phone activity over the course of the day for each participant. By using passively collected smartphone use and accelerometer data, the CT-HMM was able to identify rest-activity states and the effect of the hour of the day on the likelihood of being active or at rest, which we used to construct the ARM, and found it to be associated with a variety of demographic, sleep, and mood or depression variables. We validated the ARM relative to self-reported nightly sleep-wake cycles and found that the ARM was correlated to variability in sleep or wake times from Beiwe surveys. It is important to note that additional follow-up studies are necessary to validate our ARM covariate relationships. Our primary analyses suggest that the ARM is a promising alternative to previous diary-based metrics, which are often used to assess treatment efficacy.
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Abstract

Background: Wrist-worn devices that incorporate photoplethysmography (PPG) sensing represent an exciting means of measuring heart rate (HR). A number of studies have evaluated the accuracy of HR measurements produced by these devices in controlled laboratory environments. However, it is also important to establish the accuracy of measurements produced by these devices outside the laboratory, in real-world, consumer use conditions.

Objective: This study sought to examine the accuracy of HR measurements produced by the Withings ScanWatch during free-living activities.

Methods: A sample of convenience of 7 participants volunteered (3 male and 4 female; mean age 64, SD 10 years; mean height 164, SD 4 cm; mean weight 77, SD 16 kg) to take part in this real-world validation study. Participants were instructed to wear the ScanWatch for a 12-hour period on their nondominant wrist as they went about their day-to-day activities. A Polar H10 heart rate sensor was used as the criterion measure of HR. Participants used a study diary to document activities undertaken during the 12-hour study period. These activities were classified according to the 11 following domains: desk work, eat or drink, exercise, gardening, household activities, self-care, shopping, sitting, sleep, travel, and walking. Validity was assessed using the Bland-Altman analysis, concordance correlation coefficient (CCC), and mean absolute percentage error (MAPE).

Results: Across all activity domains, the ScanWatch measured HR with MAPE values <10%, except for the shopping activity domain (MAPE=10.8%). The activity domains that were more sedentary in nature (eg, desk work, eat or drink, and sitting) produced the most accurate HR measurements with a small mean bias and MAPE values <5%. Moderate to strong correlations (CCC=0.526-0.783) were observed between devices for all activity domains, except during the walking activity domain, which demonstrated a weak correlation (CCC=0.164) between devices.

Conclusions: The results of this study show that the ScanWatch measures HR with a degree of accuracy that is acceptable for general consumer use; however, it would not be suitable in circumstances where more accurate measurements of HR are required, such as in health care or in clinical trials. Overall, the ScanWatch was less accurate at measuring HR during ambulatory activities (eg, walking, gardening, and household activities) compared to more sedentary activities (eg, desk work, eat or drink, and sitting). Further larger-scale studies examining this device in different populations and during different activities are required.

(JMIR Form Res 2022;6(9):e34280) doi:10.2196/34280
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Introduction

The consumer wearable device industry has rapidly grown in recent years, with a wide range of devices available for monitoring and tracking physical activity [1]. In addition to providing physical activity metrics, such as step counts, distance covered, and energy expenditure, many devices now also incorporate an optical sensor that estimates the wearer’s heart rate (HR). These optical sensors estimate HR by means of a technique called photoplethysmography (PPG). This noninvasive optical technique detects blood volume changes in the microvascular bed of tissue beneath the skin [2]. Traditionally, wearable devices for monitoring HR have used an electrode-based chest strap to detect the electrical signals from the heart (eg, Polar). These devices have been extensively validated [3,4], and although much more convenient than an electrocardiogram (ECG) Holter monitor, these chest straps are not always feasible, desirable, or comfortable, particularly for prolonged use [5]. Therefore, wrist-worn measurement of HR via PPG represents a more unobtrusive and comfortable means of monitoring HR.

The potential to inform improved health care delivery is offered by wrist-worn PPG devices with screening or diagnostic, therapeutic monitoring, and self-management applications [6-9]. As the popularity and availability of PPG-enabled devices increases, it becomes more important that devices produce accurate measurements of HR, particularly if used in health care settings, where inaccurate readings could have detrimental consequences. Many studies have already been conducted examining the accuracy of HR measurements derived from wrist-worn devices equipped with PPG [10-13]. However, given the pace of technological development, these studies have largely been conducted on devices that are no longer available or that have been replaced by newer-generation models. Continual testing and validation of devices are, therefore, necessary to keep abreast of the advancements being made in this field. It is recommended that these devices should be evaluated in settings appropriate for their intended use [14]. Testing of devices in a controlled laboratory environment is initially required to establish validity of measurements. However, in laboratory evaluations, the range of activity types and intensities are often limited. Testing devices outside of the laboratory in more naturalistic environments during activities of daily living, where movements are more variable and sporadic, supports an understanding of how such devices are likely to perform in real-world context.

We have conducted this validation study to assess the accuracy of HR measurements produced by the Withings ScanWatch under free-living conditions. The Withings ScanWatch has an embedded PPG sensor for measuring HR as well as oxygen saturation, a triaxial accelerometer for monitoring activity, and electrodes for electrogram recording. To our knowledge, no study to date has examined HR measurements obtained from the ScanWatch, in the laboratory or in real-world conditions, as intended for general consumer use. Testing of the Withings ScanWatch was undertaken as part of evaluations of devices for use in trials conducted in our laboratory.

Methods

Study Design

A cross-sectional validation study was conducted to examine the accuracy of HR measurements obtained from the Withings ScanWatch. Data were collected from volunteer participants during free-living activities.

Ethics Approval

The study protocol was approved by the Health and Science Ethics Committee in Dundalk Institute of Technology, and all procedures were conducted in accordance with the Declaration of Helsinki 1974 and its later amendments.

Data Collection

A convenience sample of adult volunteers participated in the study. Participants were members of the NetwellCASALA Living Lab Panel in Dundalk Institute of Technology and were invited to participate via email and a newsletter sent to all panel participants (n=18). Informed consent was obtained from members upon enrolment to the Living Lab Panel, to take part in device testing research activities. Participants were provided with a study information leaflet and notified that they were not obliged to take part in this investigation and were free to withdraw from it at any point.

All panel members were eligible to participate. The only exclusion criteria that applied were the following: any cardiometabolic conditions, pacemakers, or implanted electrical devices that could interfere with HR measurements, as well undertaking any activities or work that could interfere with the completion of the study diary. Participants were screened by telephone to ensure suitability to take part in this investigation.

This study took place between April and June 2021, during level 5 of COVID-19 restrictions in Ireland. This prevented researcher visits to participants’ homes for technology deployment and data collection. Therefore, demographic data and Fitzpatrick skin tone measurements [15] were obtained verbally from participants via telephone. The study materials and required devices were delivered to participants’ homes by a member of the research team.

Participants were instructed via a Zoom videoconference call (Zoom Video Communications, Inc) on how to position the devices on their body for the study. The Withings ScanWatch was worn on participants’ nondominant wrist. A Polar H10 HR sensor (Polar Electro) was used as the criterion measure of HR. This type of monitor has been shown to be highly accurate in measuring HR [16]. The Polar chest strap was dampened and placed following Polar’s guidelines. Participants were also provided with written and pictorial instructions in the form of a study manual (Multimedia Appendix 1).

The Polar H10 was paired with the Polar Beat app on an Android smartphone for data acquisition, while the ScanWatch was paired with the Withings Health Mate app. Recordings commenced at 9 AM and continued for a 12-hour period until 9 PM. Participants were not asked to interact in any way with the watch or the Polar device during the 12-hour study period. Participants used a paper-based study diary to document all
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activities undertaken as well as the start and end times associated with each. Activities undertaken during the 12-hour period were classified according to the 11 following domains: (1) desk work—any activity sitting at a desk (eg, typing, emailing, writing, surfing the internet, phone calls, and video conferencing); (2) eat or drink (ie, sitting down for meals or snacks and drinks); (3) exercise—a defined and structured bout of moderate to intense physical activity (ie, jogging, running, and cycling); (4) gardening (eg, general garden maintenance, raking, weeding, and mowing the lawn); (5) household activities (ie, laundry, ironing, general home maintenance, vacuum cleaning, washing floors, washing windows, food preparation, cooking, setting table, and washing or putting away dishes); (6) self-care (eg, wash, dress, and care for self); (7) shopping (ie, purchasing goods or consuming other services in supermarkets and shops); (8) sitting—any period of quiet sitting activity, including watching TV, reading, and listening to music; (9) sleep (ie, any sleep and naps in bed, chairs, or reclined position); (10) travel (ie, travel by car, bus, and train); (11) walking—any purposeful walking activity of more than 1 minute duration (eg, walking the dog, walking to work, and walking to shop). The transitions between activities (eg, from sitting to standing or from standing to sitting) were not removed from the data, as per previous work [17].

Data Processing

Following data collection, a member of the research team collected the devices and the completed study diary from participants. The ScanWatch was synchronized with the Withings’s Health Mate app, and the Polar Beat data was synchronized with the Polar Flow web application. Data were downloaded from both the Polar Flow and Health Mate web applications in CSV file format for analysis. The Polar H10 collected second-by-second HR data, whereas the ScanWatch measured HR approximately every 10 minutes. When in workout mode, the ScanWatch has a higher sampling frequency; however, in order to simulate real-world use, the workout mode was not used in this study. The Polar H10 data were plotted linearly to visually examine data quality and check for errors. Data from both devices were time-aligned and split according to their corresponding activity classification. Data alignment was performed by visually inspecting the data files using Microsoft Excel (Version 16) and manually matching the corresponding data points according to their timestamp. The timestamps used were provided via data export from the internal clock of each device, which was paired and synchronized with the same Android smartphone. The Polar H10 data were averaged in 60-second epochs, and comparisons between the ScanWatch and Polar H10 data were performed for each matched timestamp.

Statistical Analysis

Descriptive statistics of the mean and SD were used to summarize all data collected. ScanWatch accuracy was assessed by calculating the difference between the ScanWatch-measured and the Polar H10–measured HR in beats per minute (BPM) for each activity domain. Mean absolute percentage error (MAPE) values were calculated as \( \frac{|HR_{polar} - HR_{ScanWatch}|}{HR_{polar}} \times 100 \). To assess the degree of agreement between the two devices, Lin’s Concordance Correlation Coefficient (CCC) and the 95% CI were calculated [14].

The strength of agreement was interpreted as follows: weak (CCC<0.5), moderate (CCC=0.5-0.7), and strong (CCC>0.7) [17]. The Bland-Altman method was also used to express agreement between the Polar H10–measured and ScanWatch-measured HR, with limits of agreement (LoA) calculated as 1.96 times the SD of the mean difference [18].

Results

A total of 6 Living Lab Panel members volunteered to take part in this study, and an additional 3 participants were recruited from within the research team. Due to a data syncing issue, Polar H10 data were missing for 2 participants, and therefore, data from 7 participants (3 male and 4 female; mean age 64, SD 10 years; mean height 164, SD 4 cm; mean weight 77, SD 16 kg; Fitzpatrick skin tone: n=2 for type II, n=3 for type III, and n=1 for type V) were analyzed. A number of ScanWatch data points were missing for each participant over the 12-hour study period, and therefore, the expected number of 504 data points was not achieved. A total of 422 matched timestamped data points from all participants were available for analysis. Table 1 outlines the number of data points analyzed for each activity domain. There were less than 10 matched data points available for analysis in the domains of exercise, self-care, and sleep. Data for these activity domains were therefore only descriptively analyzed. Correlation coefficients, mean bias, 95% LoA, and MAPE values across 12 hours and for each activity domain are also indicated in Table 1.

Combined data across the 12 hours showed that the ScanWatch marginally underestimated HR with a mean bias of 1.5 (SD 8.4) BPM (95% LoA 18.0-14.9). There was a strong correlation between the ScanWatch-measured HR and the criterion device’s measured HR (CCC=0.796, 95% CI 0.759-0.828). The MAPE for the ScanWatch across the 12 hours was 5.1%. The distribution of the error is presented in the Bland-Altman plot in Figure 1.

Figure 2 presents the Bland-Altman plots for all other activity domains. The activity domains that involved sitting, namely desk work, eat or drink, and sitting all produced a small mean bias and MAPE values <5% (desk work mean bias 0.8 (SD 1.1) BPM, MAPE=4.2%; eat or drink mean bias 1.6 (SD 5.9) BPM, MAPE=3.9%; and sitting mean bias 0.9 (SD 5.6) BPM, MAPE=3.8%). Strong correlations were observed for the desk work (CCC=0.827, 95% CI 0.748-0.883), eat or drink (CCC=0.796, 95% CI 0.678-0.875), and sitting (CCC=0.865, 95% CI 0.783-0.918) activity domains. All other activity domains produced MAPE values <10%, except for shopping (Table 1). The ScanWatch exhibited a weak correlation with the criterion measure of HR during the walking activity domain, underestimating HR with a mean bias of 6.6 (SD 15.0) BPM. During the activity domains gardening, household activities, and shopping, the ScanWatch had a tendency to underestimate HR, with fair to moderate correlations observed. The ScanWatch overestimated HR during the travel domain with a mean bias of –1.3 (SD 9.5) BPM and MAPE of 6.5%.
### Table 1. Validity of measuring heart rate using the Withings ScanWatch.

<table>
<thead>
<tr>
<th>Activity domain</th>
<th>Data points(^a), n</th>
<th>Polar H10, mean (SD)</th>
<th>Withings ScanWatch, mean (SD)</th>
<th>Mean bias (SD)</th>
<th>95% LoA(^b) (upper, lower)</th>
<th>MAPE(^c) (%)</th>
<th>CCC(^d) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12-hours</td>
<td>422</td>
<td>79.2 (12.9)</td>
<td>77.7 (13.7)</td>
<td>1.5 (8.4)</td>
<td>18.0, –14.9</td>
<td>5.1</td>
<td>0.796 (0.759-0.828)</td>
</tr>
<tr>
<td>Desk work</td>
<td>87</td>
<td>79.5 (12.1)</td>
<td>78.8 (13.1)</td>
<td>0.8 (1.1)</td>
<td>2.9, –1.4</td>
<td>4.2</td>
<td>0.827 (0.748-0.883)</td>
</tr>
<tr>
<td>Eat or drink</td>
<td>56</td>
<td>77.7 (9.5)</td>
<td>76.1 (9.5)</td>
<td>1.6 (5.9)</td>
<td>13.1, –9.9</td>
<td>3.9</td>
<td>0.796 (0.678-0.875)</td>
</tr>
<tr>
<td>Exercise</td>
<td>3</td>
<td>96.3 (30.0)</td>
<td>94.3 (28.3)</td>
<td>_(^e)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Gardening</td>
<td>48</td>
<td>82.3 (14.0)</td>
<td>79.9 (15.5)</td>
<td>2.4 (10.0)</td>
<td>21.9, –17.1</td>
<td>6.3</td>
<td>0.762 (0.617-0.858)</td>
</tr>
<tr>
<td>Household activities</td>
<td>100</td>
<td>81.7 (9.9)</td>
<td>79.9 (12.0)</td>
<td>1.8 (8.4)</td>
<td>18.3, –14.7</td>
<td>5</td>
<td>0.696 (0.586-0.782)</td>
</tr>
<tr>
<td>Self-care</td>
<td>5</td>
<td>88.6 (11.2)</td>
<td>91.6 (11.2)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Shopping</td>
<td>16</td>
<td>72.8 (12.2)</td>
<td>69.8 (14.7)</td>
<td>3.0 (12.1)</td>
<td>26.8, –20.8</td>
<td>10.8</td>
<td>0.582 (0.165-0.822)</td>
</tr>
<tr>
<td>Sitting</td>
<td>58</td>
<td>68.6 (11.0)</td>
<td>67.7 (11.0)</td>
<td>0.9 (5.6)</td>
<td>11.9, –10.1</td>
<td>3.8</td>
<td>0.865 (0.783-0.918)</td>
</tr>
<tr>
<td>Sleeping</td>
<td>7</td>
<td>69.5 (1.4)</td>
<td>69.4 (2.1)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Travel</td>
<td>22</td>
<td>78.1 (13.1)</td>
<td>79.5 (14.9)</td>
<td>–1.3 (9.5)</td>
<td>17.4, –20.1</td>
<td>6.5</td>
<td>0.764 (0.526-0.892)</td>
</tr>
<tr>
<td>Walking</td>
<td>20</td>
<td>97.4 (7.2)</td>
<td>90.8 (14.4)</td>
<td>6.6 (15.0)</td>
<td>36.0, –22.7</td>
<td>10</td>
<td>0.164 (–0.134-0.435)</td>
</tr>
</tbody>
</table>

\(^a\)Number of data points analyzed for each domain.
\(^b\)LoA: limits of agreement.
\(^c\)MAPE: mean absolute percentage error.
\(^d\)CCC: concordance correlation coefficient.
\(^e\)Not applicable.

**Figure 1.** Bland-Altman plots outlining the agreement between the Withings ScanWatch and the Polar H10 over the 12-hour study period. The full horizontal line is the bias and the dotted lines are the 95% limits of agreement. Data are displayed in BPM. BPM: beats per minute; HR: heart rate.
**Discussion**

**Principal Findings**

Wearable activity monitoring devices have attracted considerable interest over the past few years [1]. Many of these devices can now measure HR using PPG technology. Wrist-worn PPG-enabled devices have several advantages over traditional ECG-based methods of measuring HR and provide a valuable means of estimating physical activity intensity. This ecological validation study sought to assess the accuracy of HR measures produced by the Withings ScanWatch, in a sample of adult volunteers, under free-living conditions. Overall, across the 12-hour study period, the ScanWatch produced accurate measurements of HR, performing within an acceptable error range for measuring HR (MAPE <10%) [14]. This error range is acceptable for a device intended for general consumer use; however, it would not be acceptable in settings such as health care or clinical trials where accurate measurements are paramount.

**Comparison to Prior Work**

Numerous studies have examined the accuracy of HR measures produced by wrist-worn PPG-enabled devices [19-24]. A recent systematic review and meta-analysis synthesized the evidence from these studies to determine the overall validity of HR measured by such devices [13]. In this review, 15 different device brands were evaluated, with devices from Fitbit, Apple, Garmin, Mio, and TomTom being the most frequently studied. Most trials included in this review were conducted in controlled...
laboratory environments with activity types such as treadmill exercise, elliptical exercise, resistance training, biking on cycle ergometer, and daily living activities being evaluated. Overall, the pooled estimates in this systematic review indicate that wrist-worn estimates of HR measurements closely resemble HR derived from the criterion measure of HR, with only two activity types—resistance training and cycling—showing sizeable differences between wrist-worn devices and the criterion measure of HR.

To the authors’ knowledge, only one previous study has been conducted to assess the accuracy of HR measurements produced by devices outside laboratory and in more naturalistic environments during activities of daily living, where movements are more variable [17]. This study [17] assessed the accuracy of HR measurements produced by the Apple Watch 3 and the Fitbit Charge 3, as compared with the gold standard reference method of a 3-lead ECG, under free-living conditions, and showed that these devices were generally accurate across the 24-hour study period, with MAPE values of 5.86% and 5.96%, respectively. In our investigation, the MAPE of the ScanWatch across the 12-hour recording period was 5.1%. The ScanWatch produced accurate measurements of HR during the lower intensity activity domains of sitting, desk work, and eat or drink, with MAPE values <5% compared to the Polar H10. The ScanWatch’s estimation of HR was less accurate during activities that may have involved more wrist movement. Motion artifact is commonly cited as a source of measurement error in wrist-worn PPG-enabled measurement of HR [25]. Motion artifacts have long posed a problem with the measurement of physiological signals [26], with the contamination of PPG signals usually caused by movement of the wrist or hand. In this study, participants were instructed to wear the ScanWatch on their nondominant wrist, which may have resulted in fewer erratic movements during these activities, and therefore, the impact of the motion artifact may have been limited. Future studies should examine the differences in HR measurements produced when the device is worn on dominant versus the nondominant wrist.

The results of our study revealed that the ScanWatch produced less accurate measurements of HR with increasing intensity of activity. The ScanWatch underestimated HR during the higher-intensity activity domains of gardening, household activities, walking, and shopping. The highest MAPE was observed during the walking and shopping activity domains (10% and 10.8%, respectively). These findings are similar to those of previously conducted research [27,28], which showed that increasing exercise intensity and increasing arm movement during household tasks can interfere with PPG measurement of HR. The ScanWatch overestimated HR measurements during the travel activity domain. Participants may have classified the walk to and from their mode of transport as part of the travel activity domain, thereby providing a possible explanation for the overestimation of HR measurements during the largely sedentary activity of travel. Not excluding transition periods between activities in this study, it was not possible to assess if this was the explanation for the readings. Furthermore, as with household tasks [20,21], arm movements while driving may have resulted in motion artefact that may have contaminated readings. Further study would be required to explore this possibility.

Although the overall measurements of HR produced by the ScanWatch in the study are within an acceptable error range [17], a degree of caution should be applied when selecting this device for the measurement of HR. As the ScanWatch appears to underestimate HR during higher-intensity activities, further evaluations are recommended to examine how accurate this device is during different types and intensities of exercise. Nonetheless, for everyday activities, the ScanWatch offers a practical solution for estimating HR.

Strengths and Limitations
To our knowledge, this is the first study examining the ecological validity of HR measurements produced by the ScanWatch, when used during daily activities, as intended for consumers in real-world contexts. However, there are some limitations to this study. First, the main limitation of this study is the difference between the ScanWatch and the Polar H10 in terms of the sampling rate employed. The Polar H10 collected data at a frequency of 1 Hz, whereas the ScanWatch sampled HR data approximately every 10 minutes. To address this, the Polar H10 data were averaged, and comparisons were performed between matched timestamps. Nonetheless, as the ScanWatch only measures HR every 10 minutes, short-term changes in HR could not be captured. This renders the device inappropriate in situations where continuous measurements of HR are required, as in health care.

Second, the study included a small sample of adults; therefore, the results cannot be generalized to any particular cohort. Future studies should include larger numbers of participants. In addition, the impact that demographic variables such as skin tone have on the accuracy of measurements should also be evaluated. Previous studies have shown that darker skin tones absorb more green light, which can be problematic for PPG devices using green LED light [29]. Although recent work examining the role of skin tone on wrist-worn HR devices found no significant difference in accuracy across skin tones [25], future work should continue to explore the accuracy of wrist-worn device measurements across different skin tones.

Third, due to the COVID-19 restrictions in place during the time of data collection, we had little control or oversight of how participants positioned and wore the ScanWatch and the Polar H10 devices during the study period. Participants were given written and pictorial instructions in the form of a study manual and verbal instructions via a Zoom videoconference call to guide correct device positioning, but there may have been inconsistencies in device placement between participants. Nevertheless, this reflects real-world usage of devices where the consumer independently dons a device.

Fourth, in this study, participants’ self-report of activities undertaken during the 12-hour study period was used. There may have been discrepancies in how participants reported some activities and how they documented the start and end time of the activity. Previous research has demonstrated that diary recall within physical activity can result in inaccuracy and bias [30]. Future investigations could make use of body-worn cameras to
record the activities undertaken by participants during free-living activities [31]. In addition, the transition times between activities were not excluded from the data, and this may have resulted in some data points being misclassified. The free-living nature of this study resulted in some activity domains with very few data points available, and this data could only be analyzed descriptively.

Finally, the Polar H10 was used to provide the criterion measure of HR in this study. A 12-lead ECG is considered the gold standard reference measurement of HR; however, it would not have been feasible to use it in this investigation. The Polar H10 does not allow for the export of raw ECG data. The signal could therefore not be checked for noise, and this must also be acknowledged as a limitation of the study.

Conclusions
Wrist-worn devices that incorporate PPG sensing represent an exciting means of measuring HR. This study examined the accuracy of HR measurements produced by the Withings ScanWatch during free-living activities in a sample of adult volunteers. The results revealed that the ScanWatch measured HR with acceptable accuracy during a range of day-to-day activities in a small cohort of healthy, largely sedentary, middle-aged adults. The findings indicate that this device is suitable for general consumer use. However, further investigations examining HR measurements during activities with more vigorous intensity are required before definitive conclusions on device accuracy can be made.
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Abstract

Background: Alcohol consumption is a critical driver of the HIV epidemic worldwide, particularly in sub-Saharan Africa, where unhealthy alcohol use and HIV are prevalent. Brief alcohol interventions are effective in reducing alcohol use; however, they depend on effective screening for unhealthy alcohol use, which is often underreported. Thus, there is a need to develop methods to improve reporting of unhealthy alcohol use as an essential step toward referral to brief alcohol interventions. Self-administered digital health screeners may improve reporting.

Objective: This study aimed to develop and test a digital, easy-to-use self-administered health screener. The health screener was designed to be implemented in a busy, underresourced HIV treatment setting and used by patients with varying levels of literacy.

Methods: We conducted a qualitative study at the Immune Suppression Syndrome (ISS) Clinic of Mbarara Regional Referral Hospital in Uganda to develop and test a digital self-administered health screener. The health screener included a training module and assessed behaviors regarding general health, HIV care, and mental health as well as sensitive topics such as alcohol use and sexual health. We conducted focus group discussions with clinicians and patients with HIV of the Mbarara ISS Clinic who consumed alcohol to obtain input on the need for and content, format, and feasibility of the proposed screener. We iteratively revised a tablet-based screener with a subset of these participants, piloted the revised screener, and conducted individual semistructured in-depth interviews with 20 participants who had taken part in our previous studies on alcohol and HIV, including those who had previously underreported alcohol use and with low literacy.

Results: A total of 45 people (n=5, 11% clinicians and n=40, 89% Mbarara ISS Clinic patients) participated in the study. Of the patient participants, 65% (26/40) were male, 43% (17/40) had low literacy, and all (40/40, 100%) had self-reported alcohol use in previous studies. Clinicians and patients cited benefits such as time savings, easing of staff burden, mitigation of patient-provider tension around sensitive issues, and information communication, but also identified areas of training required, issues of security of the device, and confidentiality concerns. Patients also stated fear of forgetting how to use the tablet, making mistakes, and losing information as barriers to uptake. In pilot tests of the prototype, patients liked the feature of a recorded voice...
Introduction

Background
Alcohol consumption is a critical driver of the HIV epidemic worldwide, particularly in sub-Saharan Africa (SSA), where high-risk alcohol use and HIV are prevalent. Unhealthy alcohol use, defined as drinking more than the recommended amount of alcohol [1], is associated with increased sexual risk behavior, increased HIV transmission [2-8], and diminished treatment outcomes among people with HIV, including reduced antiretroviral (ARV) adherence [9-13] and reduced HIV viral load suppression [9,11,13-16]. Thus, reducing alcohol use among those with HIV is a public health priority.

In Uganda, more than half of the population abstains from alcohol use; however, among people who drink alcohol, most of whom are male, the yearly average consumption is 26 L of absolute alcohol, which translates to 474 L of 5.5% of alcohol by volume (typical for beer) [17]. The prevalence of heavy episodic drinking, defined as consuming at least 60 g of pure alcohol on one occasion in the previous 30 days, is 68.8% among men and 32.6% among women who consume alcohol [17]. Among people with HIV in SSA, meta-analyses have found the pooled prevalence of alcohol use disorder, defined as problem drinking that is at risk of becoming severe [18], to be 22.9% to 29.8% [19,20]. Brief interventions to reduce alcohol use have shown efficacy in reducing drinking by 15% to 30% one year after the intervention, as well as good feasibility and cost-effectiveness in primary care settings worldwide [21-28]. However, the usefulness of brief alcohol interventions depends on effective screening for unhealthy alcohol use [23,29-40], which is often underreported [41-44]. For example, we have found substantial underreporting of alcohol use by people in HIV care in Uganda to clinicians at clinic intake visits [43]. Other studies have reported high rates of underreporting of alcohol use when compared with biological measures such as phosphatidylethanol [41,44-46]. Thus, there is a need to develop methods to improve reporting of unhealthy alcohol use as an essential step toward referral to brief alcohol interventions.

Digital Screening
The use of tablets for self-completion of clinic intake forms is increasing in many resource-rich settings; for instance, several clinical settings in the United States and Sweden have examined the use of digital screening and found that reporting of risk behaviors was comparable with more traditional screening methods [34,47-57], and the digital screening over a wide range of patient characteristics was acceptable [58-62]. Audio computer-assisted self-interviewing (ACASI) has been associated with increased reporting of stigmatized behaviors such as forced sex, especially in Africa and rural settings [63]. ACASI has also been useful for populations with low literacy, and studies have shown high levels of comfort with its use among men and women as well as in older adults across international settings [64-66]. The rise in mobile device use worldwide makes digital screening technology ubiquitous. In addition, the simplicity of touch screen computers (tablets or smartphones) allows populations with low literacy, such as in Uganda, where 24% of the adult population (aged ≥15 years) have low literacy [67], to self-administer questionnaires that would normally require the assistance of a third party. Feasible, acceptable, and efficient methods for the assessment of sensitive behaviors in settings with low literacy are essential for comprehensive HIV care. Thus, we sought to develop and test a brief (3-5 minutes), digital, easy-to-use self-administered health screener for implementation in a busy, underresourced, low-literacy HIV treatment setting.

Methods

Overview
We conducted patient and clinician focus group discussions (FGDs) and in-depth interviews (IDIs) to develop and pilot-test a digital self-administered screener, called the Self-Administered Digital Screener for Health (SASH), for potential use in HIV clinic waiting rooms to increase reporting of unhealthy alcohol use in people with HIV in Uganda. We examined the acceptability of the SASH by exploring what participants thought of the health screener and their experience with the SASH, including their ability to complete it on a tablet. We also explored whether the use of the SASH would be feasible in our study setting, specifically asking questions about the practical and logistical issues of implementing the new technology within standard HIV care.

Setting
We conducted the study at the Immune Suppression Syndrome (ISS) Clinic of the Mbarara Regional Referral Hospital (MRRH) in Uganda, an 11,000-patient clinic with 45 patients seen per day per clinician. The ISS Clinic uses electronic medical records via the Open Medical Record System [68]. Adherence counseling, which sometimes includes brief advice on alcohol use, is conducted by the HIV counselors in individual and group formats at the clinic. The MRRH is a government referral hospital in the western region of Uganda with a bed capacity of 600. It is also the teaching hospital for Mbarara University.

Conclusions: We found a self-administered digital health screener to be appealing to patients and clinicians and usable in a busy HIV clinic setting, albeit with concerns about confidentiality and training. Such a screener may be useful in improving reporting of unhealthy alcohol use for referral to interventions.
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of Science and Technology, home to the second-largest medical school in Uganda. The MRRH is located in the semirural city of Mbarara in southwestern Uganda, approximately 250 km from the capital city of Kampala. Although ISS Clinic patients come from throughout Western Uganda, our previous studies, from which the participants were sampled, limited inclusion to those who lived within 60 km or 2-hour driving distance of the ISS Clinic for ease of follow-up. Patient participants for this study were purposefully sampled to meet study criteria from existing research databases. All clinicians attending a weekly clinic meeting were invited to participate; during the meeting, those interested were given additional study information by study staff before providing informed consent.

The study was conducted in 4 phases summarized in Table 1, and as described in the following sections.

### Table 1. Summary of procedures for the development of the Self-Administered Digital Screener for Health (SASH).

<table>
<thead>
<tr>
<th>Goals and activities</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predevelopment phase—preliminary selection of tool options and technology:</td>
<td>None</td>
</tr>
<tr>
<td>- Selection of technology most suitable for the local setting by the research team</td>
<td></td>
</tr>
<tr>
<td>- Review of existing literature to inform technology options and screening content</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Phase 1—FGDs(^a) to obtain initial input on the SASH:</td>
<td>Pilot: male patients (n=6, mixed literacy levels)</td>
</tr>
<tr>
<td>- Obtain clinic and patient perspectives on content, format, and feasibility of use in the clinic</td>
<td>Group 2: male patients (n=7, mixed literacy levels)</td>
</tr>
<tr>
<td>Phase 2—SASH prototype development by the study team:</td>
<td>Group 3: clinicians (n=5, mixed sex)</td>
</tr>
<tr>
<td>- Prototype development</td>
<td>Group 4: female patients (n=7, mixed literacy levels)</td>
</tr>
<tr>
<td>- Translation into Runyankole and audio recording</td>
<td>Total of 4 FGDs with 5 clinicians and 20 patient participants</td>
</tr>
<tr>
<td>- Training module development</td>
<td></td>
</tr>
<tr>
<td>Phase 3—iterative refinement of the SASH prototype with study participants via IDIs(^b):</td>
<td>First round (n=8):</td>
</tr>
<tr>
<td>- Obtain community, clinic, and patient perspectives on the SASH content, format, and delivery process</td>
<td></td>
</tr>
<tr>
<td>- Training and demonstration via study staff presenting parts of the intervention</td>
<td></td>
</tr>
<tr>
<td>Phase 4—pilot-testing of the SASH:</td>
<td>Second round (n=7):</td>
</tr>
<tr>
<td>- Pilot the SASH with new patients</td>
<td></td>
</tr>
<tr>
<td>- Conduct qualitative IDIs to examine participants' experience using the SASH</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total of 15 IDIs with 8 opinion leaders who emerged from the FGDs</td>
</tr>
<tr>
<td></td>
<td>Group 1: patients with low or no literacy (9 male and 1 female)</td>
</tr>
<tr>
<td></td>
<td>Group 2: patients who previously underreported their alcohol use (5 male and 5 female)</td>
</tr>
<tr>
<td></td>
<td>Total of 20 IDIs with 20 patient participants</td>
</tr>
</tbody>
</table>

\(^a\)FGD: focus group discussion.  
\(^b\)IDI: in-depth interview.

### Phase 1: FGDs for SASH Development, Acceptability, and Feasibility

In phase 1, we conducted 4 FGDs to elicit input on the content, format, and feasibility of the proposed screener. All FGDs were held in a private space at the clinic. Clinicians were invited to participate after the study team gave a presentation of the study during a weekly ISS Clinic meeting. We recruited patients by sampling participants from our previous study databases [69,70] (all consented to future contact) based on previous unhealthy alcohol use underreporting, sex, and literacy levels, defined as follows. Previous underreporting was defined as not meeting self-report criteria for unhealthy drinking via the Alcohol Use Disorders Identification Test-Consumption (ie, women scoring <3 and men scoring <4) [71] but having a phosphatidylethanol alcohol biomarker level of ≥50 ng/mL. Literacy (literate vs low or no literacy) was defined as the ability to read a prescribed sentence on a card when asked during study interviews. For this phase, we aimed to recruit 20 people who had underreported their alcohol use, including 10 people with low literacy and 10 people who were literate. We sought to include people with low literacy to represent the clinic population with low literacy. The FGD groups were balanced by literacy level and segregated by sex. Eligible participants were invited either via phone or in person during an Mbarara ISS Clinic visit.

We conducted clinician FGDs in English and patient FGDs in Runyankole, as desired by the participants. The discussions...
were conducted by a research assistant (RA; AK, hereafter referred to as the RA) while another researcher (CN) recorded the sessions, took notes, and kept time. Both are Ugandan with over a decade of HIV and alcohol research experience. For this study, the RA received training in qualitative methodology from an experienced qualitative researcher on the team (SWK) and in Dedoose (SocioCultural Research Consultants, LLC) [72] by the project director (NE). Participants were asked questions about their experience discussing alcohol use at the clinic, the acceptability and feasibility of digital screening for alcohol use, suggestions for implementing digital screening in the clinic, and suggestions for the content of a screening tool. All sessions were audio recorded, transcribed, translated into English, and uploaded to Dedoose [72] for coding by the RA. Following each FGD, the RA wrote summary notes with key observations and reflections on emergent themes, tone of the discussions, and nonverbal communication such as body language and gestures. The study team analyzed the notes using a rapid approach [73].

Phase 2: SASH Prototype Development

We based our initial set of questions on information obtained from the phase 1 FGDs (eg, which screening questions to include) and on an existing automated screening tool using interactive voice response in a study that developed and evaluated the acceptability and use of the tool in a primary care clinic waiting room [59]. The study concluded that the use of their electronic screener in the clinic setting was feasible and accepted by both clinicians and patients, with reporting rates comparable with published written questionnaires [59]. We created a tablet-based prototype of the health screener to run on the Android operating system, the most widely used operating system in Africa [74], and used CommCare (Dimagi, Inc) [75] software as it was free and user-friendly; allowed for offline use; and had capabilities for including more than one language, pictures, and audio, which were all important criteria for implementation in a limited-resource setting. On the basis of the phase 1 FGDs, we determined that we needed to include a training module. The training module, conducted on the tablet, included written and recorded instructions on how to use the device, respond to questions, select response options, repeat questions, and end the session. Two sample questions—“What year is it?” and “How old are you?”—were included as practice questions.

Phase 3: SASH Prototype Demonstration and Modification

We modified the SASH prototype through an iterative process that comprised 2 rounds of demonstrations, participant hands-on use, and interviews, followed by a rapid analysis and modification of the prototype’s content and appearance customization. For this phase, we selected 8 previous FGD participants, including people from each of the categories of respondents (clinicians, people with low or no literacy, and those underreporting unhealthy drinking), who emerged from the FGDs as opinion leaders to participate in the demonstration of the prototype. In each session, the RA demonstrated the SASH prototype, trained the participants on its use, and asked participants to use it in her presence. The RA solicited feedback on the wording and comprehensibility of the content in the local language, Runyankole; the layout of the screen (buttons, colors, and icons); the sound or accents of the voice recordings; and the participants’ preferences for a stylus or finger to touch the screen. The RA also requested feedback on the adequacy and effectiveness of the training module, which she summarized in written documents.

Following each individual demonstration and testing session, the RA wrote summary notes highlighting the user experience, content areas for discussion because of lack of clarity or other discrepancies, suggestions, questions, and comments raised by the participants. On the basis of a rapid analysis of the summary notes [73], we modified the prototype and conducted a second round of demonstrations with feedback solicitation 6 to 8 weeks later with the same participants.

Phase 4: SASH Pilot-Testing and IDIs

In the final phase, we pilot-tested the SASH followed by IDIs with 20 new participants recruited from our previous studies and who met the criteria for unhealthy drinking, including 10 (50%) who had previously underreported their drinking and 10 (50%) with low or no literacy, as described previously.

The RA demonstrated the use of the SASH while the participants observed. Next, the participants proceeded to the training module, in English or Runyankole, on the tablet. Participants were allowed to use the training module repeatedly and with the RA’s (AK) assistance as needed. The RA noted where difficulties occurred during the training module and screening questions. After completion of the SASH, participants were asked to share their experiences using the SASH in a 30- to 60-minute IDI using a semistructured interview guide. All interviews were audio recorded, transcribed, translated into English, and uploaded to Dedoose by the RA for coding and analysis. Following each IDI, the RA wrote summary notes that captured the general tone of the interview and reflected on emergent themes, nonverbal communication observed, and points for discussion with the larger study team.

Analysis of FGDs and IDIs

Two Ugandan staff members (AK and CK) and the US-based project director (NE) initially reviewed all transcripts and written summaries from all phases of the study for completeness, language, and translation accuracy. All the documents were uploaded to Dedoose for data management and coding. The 3 individuals, all experienced in qualitative analysis, worked together to code the data concurrently using both inductive and deductive methods. A predetermined set of codes was informed by the domains of inquiry explored in the FGD and IDI guides. In addition, the analysis team open-coded transcripts and summaries to identify emerging themes. Inductive codes were defined and agreed upon by the team. Next, to ensure reliability in coding, the team triple-coded the first 4 transcripts, met as a team to ensure consistency in coding, and then completed the coding. The team worked on coded data to identify themes using thematic analysis [76,77]. We used content analysis [76,77] to interpret the individual interview data, including the systematic assignment of the predetermined codes.
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Results

Participants

A total of 45 people (n=5, 11% clinicians and n=40, 89% patients) participated in the study. The 5 clinicians included 1 (20%) medical officer, 1 (20%) clinical officer, 1 (20%) nurse, 1 (20%) counselor, and 1 (20%) peer educator, from whom we did not collect data on age. We attempted phone contact with 114 participants from previous National Institutes of Health–funded alcohol research studies conducted by the research team at the ISS Clinic. We reached 66 people by phone, of whom 26 (39%) declined participation and 40 (61%) enrolled in the study. Participants declined mainly because of time constraints. The 40 patient participants had a median age of 38 (IQR 32-44) years, 65% (26/40) were male, 43% (17/40) were not literate, and 70% (28/40) had previously underreported their drinking (Table 2).

Table 2. Patient participant demographics, Self-Administered Digital Screener for Health (SASH) study, Mbarara, Uganda (N=40).

<table>
<thead>
<tr>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, n (%)</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Age at SASH interview, median (IQR)</td>
</tr>
<tr>
<td>Literacy, n (%)</td>
</tr>
<tr>
<td>Literate</td>
</tr>
<tr>
<td>No or low literacy</td>
</tr>
<tr>
<td>Ever underreported alcohol use (AUDIT-C&lt;sup&gt;a&lt;/sup&gt; negative; PEth&lt;sup&gt;b&lt;/sup&gt; ≥50 ng/mL), n (%)</td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
</tr>
<tr>
<td>Alcohol use at last study visit, n (%)</td>
</tr>
<tr>
<td>Self-report</td>
</tr>
<tr>
<td>None (AUDIT-C=0)</td>
</tr>
<tr>
<td>Moderate (any self-report; AUDIT-C negative)</td>
</tr>
<tr>
<td>Hazardous (AUDIT-C positive)</td>
</tr>
<tr>
<td>Self-report and PEth</td>
</tr>
<tr>
<td>None (no self-report; PEth &lt;8 ng/mL)</td>
</tr>
<tr>
<td>Moderate (any self-report but AUDIT-C negative; 8≤PEth&lt;50 ng/mL)</td>
</tr>
<tr>
<td>Hazardous (AUDIT-C positive or PEth ≥50 ng/mL)</td>
</tr>
</tbody>
</table>

<sup>a</sup>AUDIT-C: Alcohol Use Disorders Identification Test-Consumption.

<sup>b</sup>PEth: phosphatidylethanol.

Emergent Themes in Phase 1

Need, Usefulness, and Potential Benefits of a Health Screener

To explore the need for a health screener and the feasibility of its implementation in a busy clinic setting such as the Mbarara ISS Clinic, we conducted FGDs with clinicians and patients in which we discussed sensitive and stigmatizing health topics such as alcohol use and sexually transmitted infections. These health topics were of particular interest given the high frequency of underreporting in these areas in our previous research studies. FGD participants noted that feelings of unease between clinicians and patients were common, which made discussions of sensitive topics challenging during routine clinic visits and, therefore, discussions of this nature were often avoided in the clinic. Difficulties stemmed from both the stigmatized nature of the topics—as a patient noted, “Me, I feel ashamed to tell health workers that I drink alcohol!”—and the underlying stresses associated with high-volume, low-resourced clinic settings. When probed about their experiences discussing sensitive health topics, patients described disrespectful treatment and worries about time:
Clinicians unanimously described their experience with asking patients about substance use as frustrating and difficult as they felt that the patients were not truthful:

Many of them actually tell us lies if we are asking them if they drink alcohol! [Male clinician, medical officer]

Encounters with patients who consume alcohol were described in the same punitive tone by all clinicians, as were their perceptions of alcohol-induced behavior, which included nonadherence to medications and risky sexual behavior among their patients who drank alcohol. Patients often feared being negatively judged if they disclosed behavior against which they had been advised by clinicians. Averting blame or punitive action was the main reason cited for not engaging in dialogue with clinicians, with whom they wanted to maintain a sense of dignity and respect:

...sometimes you go there and you really want to talk about alcohol with them, and you know, they tell us that if you are taking ARVs you should stop taking alcohol, but when you come to the clinic, knowing that you took alcohol the previous day, and you are sent to the counselor, you will not tell the counselors that you took alcohol because of the fear that they will insult you or you fear them changing their attitude towards you, so you keep quiet about alcohol or at the end of it all they will tell you to get out of their sight because they will say that for you if you decided to take alcohol instead of ARVs, there is no reason as to why they should listen to you... [Male patient, aged 37 years, low literacy]

In addition, many patients felt restricted by limited time with clinicians during visits and felt that the clinicians were overworked and fatigued. Time constraints further exacerbated communication gaps and led to the prioritization of primary HIV care concerns such as medication refills. Additional delays by talking with counselors meant to some patients that “chances are high that you will go back home without medication,” for instance, in the event that the pharmacy stock ran out or the pharmacy closed; therefore, these discussions were avoided completely to ensure medication refills.

Privacy Concerns, Communication, and Machine Errors That Affect the Use of a Health Screener

Clinicians and patients both felt that a digital screener could be a useful clinic tool if they had access to reports from it before seeing patients. Facilitators to implementing such a tool in the ISS Clinic included expected decreases in patient wait times and reduced clinician workload, which would ultimately improve patient care. Clinicians felt that the use of a digital screener would also allow for more anonymity and comfort that would lead to more accurate and comprehensive disclosure:

I think they can share, no one is there, and they are not going to be penalized for the information they have given. So, I think they will be comfortable to give, to open up, they will open up about their life. [Female clinician, clinical officer]

Despite the comfort levels expressed in the use of a digital device, there were concerns about loss of privacy and irreparable machine errors that could affect patient care expressed by both clinicians and patients, as well as the need to physically secure the tablet in the clinic to prevent loss:

In the event that people who keep this device lose it, a bad person may pick and then share the information with wrong people who may spread information about you. [Male patient, aged 36 years, literate]

We asked the participants what they thought should be done with their answers to the screening questions. Participants’ reactions ranged from preferring that a printed paper be included in their medical records to preferring that SMS text messages or emails be sent electronically to clinicians. Concerns about electronic transmission centered on privacy and protection of personal data or unreliable network issues that would either delay or fail delivery to clinicians. Some patients thought that the device could increase communication with their providers but worried that technical problems could send the wrong information to clinicians.
Concerns About Time Constraints, Logistics, and Training Required to Implement a Health Screener

In response to our inquiries on the feasibility of implementing a digital screener in the clinic setting, participants expressed more practical concerns regarding time, cost, space, and effort required as prohibitive. Some participants felt that a digital screener could save time during clinic visits and ease clinician fatigue, as illustrated by an older female patient:

*I think that this computer tablet is fast. You see, when you go to see a health worker then he has to ask you and this takes some time, while others are waiting to see the same doctor for the same services. But if you are using this tablet, it becomes easier and quicker compared to talking to a health worker.* [Female patient, aged 69 years, literate]

The aforementioned enthusiasm was tempered by clinicians’ apprehension about the additional time and effort needed for training and additional logistical challenges involved in implementing new technology on top of their heavy workload. Specifically, clinicians worried about added time, staffing, and clinic flow disruptions that would result from added training in a clinic setting that was already understaffed with limited resources. This concern was also voiced by patients who worried about their ability to understand and operate a novel digital device.

Phase 2

The first version of the SASH prototype was developed by the study team (phase 2). We considered 5 topics (pain, smoking, alcohol use, physical activity, and depressed mood) used in a previous waiting room screener [59] plus ARV adherence. The chosen topics for inclusion in the SASH were agreed upon by the study team and were based on what we considered to be the most relevant in our study setting from our previous experience in the Mbarara ISS Clinic. It was also important for the study team to screen for behaviors that would allow for feasible interventions in the future in this setting. We included questions about ARV adherence in the SASH as it was frequently discussed during the FGDs and we felt that including general health questions along with questions on sensitive behaviors would help normalize the SASH as a general clinic tool, making it more acceptable to patients in this setting where sensitive behaviors such as alcohol use are often stigmatized. We used validated questions on adherence [78], depression [79], and alcohol use [71].

The final content of the SASH included a training module with 2 questions plus 13 questions that covered sex, general health status, adherence to ARVs and other medicines and herbs, alcohol use, sexual health, and depression, as well as a final question asking participants if they wanted to talk to a clinician about their health issues (Table 3). The responses to this last question, as with others in the SASH, were not followed by clinic referrals as the scope of the study was limited to testing the SASH. The SASH included color-coded multiple-choice questions and response options (Figure 1), with an additional option for participants to play the corresponding audio clip by pressing the audio symbol shown. The entire SASH was available in English or Runyankole, the local language.
Table 3. Self-Administered Digital Screener for Health (SASH) training module and screener topics, questions, and response options.

<table>
<thead>
<tr>
<th>SASH topics and sections</th>
<th>SASH instructions and questions</th>
<th>SASH response options</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SASH training module</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Introduction</td>
<td>Hello! We are testing out this small computer for possible use in the clinic. First, we want to show you how to use this small computer. If you want, you can listen to someone read each question out loud. To hear a question, click on the picture of the speaker on the right. Whenever you see the picture of the speaker, you can touch it to hear the question read out loud. You do not have to touch it very hard, but do give it a little tap. Tap it again if you want to stop the voice. Please tap on the speaker picture now to hear a message.</td>
<td>N/A¹</td>
</tr>
<tr>
<td>Example 1a</td>
<td>This small computer will ask you questions. The answers to these questions will sometimes have a picture or a color connected to them. The small computer will not take your picture. To answer the question, you will tap on the picture or color of the choice that you feel answers the question the best. Please tap the arrow to try an example question.</td>
<td>N/A</td>
</tr>
<tr>
<td>Example 1b</td>
<td>What year is it?</td>
<td>• 1997 (red)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• 2007 (black)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• 2017 (yellow)</td>
</tr>
<tr>
<td>Example 2a</td>
<td>Great! To type numbers into the small computer, you will tap the numbers that you will see at the bottom of the screen. When you are done tapping the numbers, you will need to tap the arrow to move to the next page. Please tap the arrow to try an example question.</td>
<td>N/A</td>
</tr>
<tr>
<td>Example 2b</td>
<td>How old are you?</td>
<td>N/A</td>
</tr>
<tr>
<td>Example 3a</td>
<td>Good! Please tap on the green bar above to finish the training.</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>SASH screener</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Introduction</td>
<td>Hello! Please answer each question as best you can.</td>
<td>N/A</td>
</tr>
<tr>
<td>Sex</td>
<td>Are you a man or a woman?</td>
<td>• Man (image)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Woman (image)</td>
</tr>
<tr>
<td>Health</td>
<td>In general, would you say your health is today:</td>
<td>• Excellent (red)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Very good (yellow)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Good (green)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Fair (black)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Poor (purple)</td>
</tr>
<tr>
<td>HIV medication adherence</td>
<td>Have you had any trouble taking your ARVs² lately?</td>
<td>• Yes (green check)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• No (red X)</td>
</tr>
<tr>
<td>HIV medication adherence</td>
<td>How have you been at taking your ARVs in the last 4 weeks?</td>
<td>• Excellent (red)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Very good (yellow)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Good (green)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Fair (black)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Poor (blue)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Very poor (purple)</td>
</tr>
<tr>
<td>Other medications</td>
<td>Are you currently taking any herbs or medicines other than those you are given here at the clinic?</td>
<td>• Yes (green check)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• No (red X)</td>
</tr>
<tr>
<td>Alcohol use</td>
<td>Have you taken any alcohol in the past 3 months?</td>
<td>• Yes (green check)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• No (red X)</td>
</tr>
<tr>
<td>Alcohol use</td>
<td>On how many days have you had at least one drink of alcohol in the last 4 weeks?</td>
<td>• 3 or more days per week (green)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• 1-2 days per week (yellow)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• 2-3 times in the past 4 weeks (purple)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• 1 time in the past 4 weeks (red)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Never in the past 4 weeks (blue)</td>
</tr>
</tbody>
</table>

¹ N/A indicates that the response options are not applicable to the training module.
² ARVs stand for Antiretroviral Medications.
<table>
<thead>
<tr>
<th>SASH topics and sections</th>
<th>SASH instructions and questions</th>
<th>SASH response options</th>
</tr>
</thead>
</table>
| Alcohol use              | How often did you have 6 or more drinks of alcohol on one occasion in the past 3 months? | • Never (red)  
• Monthly (blue)  
• Weekly (black)  
• Daily or almost daily (yellow) |
| PHQ<sup>c</sup>          | Over the past 2 weeks, how often have you been bothered by having little or no interest in doing things? | • Not at all (red)  
• Several days (black)  
• More than half the days (purple)  
• Nearly every day (yellow) |
| PHQ                      | Over the past 2 weeks, how often have you been bothered by feeling down, depressed, or hopeless? | • Not at all (red)  
• Several days (black)  
• More than half the days (purple)  
• Nearly every day (yellow) |
| STIs<sup>d</sup>         | Have you had any symptoms of a sexually transmitted infection recently? | • Yes (green check)  
• No (red X)  
• Don’t know (black question mark) |
| Other discussion with health worker | Is there anything else you might want to talk to a health worker about? | • Yes (green check)  
• Check No (red X) |
| Other discussion with health worker | Thank you for answering all of these questions! Do you want to talk to a health worker about these things today? | • Yes (green check)  
• Check No (red X) |
| Other discussion with health worker | Would you like us to text a health worker or print out your information on a piece of paper for you to give them? | • Print (yellow)  
• Text (red)  
• Both (purple)  
• No preference (black) |
| Final thank you          | Thank you! You have answered all of the questions. Please tap on the green bar above to finish the screener. | N/A |

<sup>a</sup>N/A: not applicable; response not required.  
<sup>b</sup>ARV: antiretroviral.  
<sup>c</sup>PHQ: Patient Health Questionnaire Depression Scale.  
<sup>d</sup>STI: sexually transmitted infection.
Emergent Themes in Phase 3: Additional Training and Modifications to Screener Questions

The SASH was further refined through an iterative process with the patients (phase 3). Following the demonstrations of the SASH, patients provided input on the content, order of questions, and mode of delivery. We determined that we needed to allow for multiple training sessions after all participants requested additional training time and repeated the training module several times. Thus, we separated the training module from the actual screening questions to allow participants to repeat the training module until they felt comfortable with and confident about the technology. The inclusion of multiple-choice as opposed to open-ended response options, particularly with questions on the “number of days drinking,” was also guided by feedback from patients who felt that it was difficult to recall these measures with accuracy. Both clinicians and patients in the FGDs felt that it was best to place perceived difficult questions, such as those about depression, at the end. Some suggestions were outside the scope of a screening tool (eg, a female patient suggested that the digital screener serve as a medication adherence intervention).

Emergent Themes in Phase 4

Time and Comprehension Needed to Complete the SASH

In this phase, it took 20 participants approximately 20 minutes to complete the training module and 30 minutes to complete the screener. The RA noted that a few participants took >1 hour to complete the screener as they requested additional training sessions and demonstrations with the RA. When given the option to use audio or read the screener, the RA noted that more than half of the participants (14/20, 70%) chose the audio option, including 15% (3/20) who were literate.

General Satisfaction, Feelings of Empowerment, and Self-reflection With the SASH

Participants testing the prototype in phase 4 reacted positively to the SASH. They liked it, found it easy to use, and found the local language (Runyankole) option appealing, as expressed by one of them:

*What was so easy is the fact that I could use it in my language, Runyankole.* [Male patient, aged 41 years, literate]

Participants appreciated the short length of the screener, simplicity of the screening questions and response options, and clarity of the instructions. A female participant with low literacy explained that “it tells and guides you on what to do and that’s what I liked,” and others found this particularly helpful in building confidence to proceed from the training module to the screening questions with ease:

*I have liked it because it has short questions and they explain to the point. You read the question and you quickly understand it and you find a way of answering it. And each question has its own answer.* [Male patient, aged 56 years, literate]

The availability of multiple choices for responses was empowering to some:

*The instructions made me happy because they gave me an option if I did not like something, then I would choose something else altogether. It shows different responses for example if one is weak or strong, sick or not sick, so one chooses accordingly. It shows what you are, it does not disagree with you but lets you choose.* [Female patient, aged 39 years, literate]

The audiovisuals and colorful images simplified the experience and eased comfort levels, especially for participants with low literacy and limited experience with technology:
They were good, the fact that there are pictures, if one knew how to read, all would be fine. But for some of us that don’t know how to read, you can’t comprehend, you just see the pictures and try to follow... [Female patient, aged 43 years, low literacy]

A male participant with low literacy likened the SASH to his smartphone: “I did not fear because I use a smart phone every day.” Another female participant with low literacy commented on how accomplished she felt in using such novel technology:

I felt good, when I saw that it is a touch screen, I wondered, is this the technology that I have been hearing about. I then said to myself, let me see it. When I get home, I will narrate to people I used technology that I have never used before. [Female patient, aged 43 years, low literacy]

In some cases, answering questions prompted patients to self-reflect on their health and behavior. In addition to self-reflection, some participants felt that the SASH held them accountable and compelled honesty in their communication about their health with their providers:

Devices that keep secrets like this one...if an expert opens it and goes through it, he will not fail to get something. So better you speak the truth so that in future, it does not reveal your lies or report you. [Male patient, aged 49 years, literate]

Training Concerns and Suggestions for Improvement of the SASH

Many patients were concerned about making mistakes in their responses or forgetting instructions while completing the SASH. We noticed this when demonstrating the SASH to participants and also during the training module. However, all participants, including those with low literacy, were open and eager to use the technology with adequate instruction and guidance. Participants felt that multiple training sessions and ongoing instruction would facilitate the implementation of the SASH:

...but it’s important to come back and repeat the training. Even those that study cannot study just once and finish. [Male patient, aged 44 years, low literacy]

Although it took participants much longer than expected to complete the SASH (approximately 1 hour vs 3-5 minutes), particularly for those who took over an hour, it seemed that the time spent on the SASH was less of a concern to participants than their concerns about being accurate and thorough. Some participants expressed worries about forgetting how to use the tablet and making mistakes and feared the loss of information and damage to the device. Only a small number of participants voiced the need for improvements. In all, 10% (2/20) of female participants with low literacy suggested adding a video to enable a more personable experience with the nonhuman device.

Participants had varied understandings of the functions of the SASH. An ancillary finding during analysis was that our translation of “digital screener” was not precise because of the limited vocabulary in the local language for a specific description. Therefore, “digital screener” was translated to a more general term such as “technology” in Runyankole. Some participants clearly understood the SASH as a screener, whereas others had broader expectations of its function and ability to provide health care. The latter group sometimes viewed the SASH as an educational tool, a digital suggestion box for lodging complaints, a tool to intervene on alcohol use and other behavioral issues, or even as a complete replacement for health care providers:

It taught me to completely stop alcohol and then I will have good health. Now if you go by the advice given by this technology, it educates you and if you go by the rules, you become healthy and you live a longer life. [Male patient, aged 52 years, literate]

After the patients used the SASH, we asked them about their preference for alcohol use screening with the SASH versus a clinician. Participants reported a range of responses, from the preference for SASH to clinician preference. Those who preferred the SASH expected that it would spare them the discomfort of dealing with difficult encounters with clinicians as well as maximize their time at the clinic:

It is better than the provider because the provider will get out of her mood and then he shouts at you but as for the technology, it will never get out of its mood. You input what you want and then the provider will read it. The technology doesn’t act in a mean way. [Male patient, aged 41 years, literate]

The participants who preferred in-person interactions with clinicians felt that the SASH lacked flexibility in responding to issues not already programmed or in responding at all. This was coupled with concerns about grasping the technology:

You see I do not see the person talking in the tablet, yet for the clinician we are face to face. For example, If I had a wound, the tablet would not be able to see it or prescribe medication for me, yet the clinician can do it. The tablet cannot bandage my hand. [Female patient, aged 42 years, low literacy]

For some, the preference for a digital tool versus direct contact with a clinician was clearly not an issue as they expressed the expectation of similar outcomes for both:

There is no difference between the two. When the clinician asks you, you answer him and when the device asks you, you have to give an answer. So, no difference. [Female patient, aged 56 years, low literacy]

Discussion

Principal Findings

We developed and pilot-tested a touch screen, digital health screener with the potential to increase reporting of unhealthy alcohol use in people with HIV in Uganda, a low-resource setting with varying levels of literacy and reasons for underreporting alcohol use. The resulting SASH is a health screener with 15 screening questions illustrated with colorful images and a voice option that reads the questions and response options to the participants. We found that the SASH was acceptable to clinicians and patients who consumed unhealthy...
levels of alcohol, including those with a history of underreporting their alcohol use, and usable by patients with a range of literacy levels. Although our scope did not include feasibility studies, we explored patient and clinician perceptions of the feasibility of implementing a digital screener in their clinic setting. Their responses focused on practical concerns such as where and when to use the tablet within the clinic; charging the tablet; cost; time taken to complete the screener, including training; and the potential additional workload for clinic staff who would have to train patients to use the tablet and screener. Clinicians and patients in our study shared a desire for the SASH to be used to improve patient care through data sharing with clinicians to mitigate communication barriers between patients and clinicians and save clinicians’ time.

Training, literacy, and privacy of information were the primary concerns regarding the use of a digital screener in this low-resource and low-literacy setting. We found that including a training module preceding the screening questions was crucial. The fear of “failing” the screening or mishandling the device made participants particularly anxious, and all (20/20, 100%) requested retraining with the RA during testing because of this. It was unclear whether these concerns about breaking the device while handling it were rooted in patients’ general concerns about the punitive consequences of making mistakes or mere fear of using new technology. Nonetheless, a notable finding in all phases of this study was that additional training beyond the basic instructions and demonstration of the prototype, including repeated practice sessions, was critical for many clinicians and patients. Training was emphasized as essential regardless of the participants’ previous experience with smartphones, electronic devices, or other technology. The need for additional training, as described previously, was similarly noted in another study of new technologies in a clinic setting in SSA [80], as well as in previously mentioned studies that tested ACASI in settings with older adults and patients with low literacy [64-66].

Comparison With Prior Work

Our results are consistent with previous studies that demonstrated the feasibility and acceptability of digital and web-based prevision screening for substance use [59,81-87]. Although most of these studies were conducted in high-income countries, the results of those conducted in SSA are promising as well [88-92]. A meta-analysis has shown that digital screening followed by brief alcohol interventions is effective in reducing weekly drinking [93]; however, few studies have focused on whether digital screening increases entry into interventions. By contrast, this study aimed to develop a screening tool as a critical precursor for intervention in a setting where alcohol use is both prevalent and stigmatized [43].

We found evidence of tensions between health care providers and patients that affected their ability to discuss sensitive health topics, including sexual health and substance use, during routine clinic visits. This is consistent with a qualitative study with patients and providers in a rural primary care clinic in the United States that found patient-provider relationships to be critical in the feasibility of substance use screening and that patients’ preference was for self-administered, tablet-based screeners [94]. Clinicians in our study expected patients to underreport their drinking but also expressed frustration when patients were not forthcoming about their drinking on consultation. Similarly, patients frequently described their interactions with providers as hostile, with punitive consequences for behaviors considered to be unacceptable, including unhealthy alcohol use. Therefore, avoidance of punitive consequences was a reason for underreporting in addition to maintaining dignity in the presence of health care providers. The preservation of social status for people with HIV, already burdened by the stigma of HIV, was noted as a reason for socially desirable reporting in this study. Both clinicians and patients felt that clinicians did not have enough time for patients during clinic visits and, as such, deeper explorations of mental health and behavioral issues in the context of current HIV care were limited. These findings suggest that digital screening methods may help mitigate the barriers imposed by face-to-face questioning on sensitive topics. More private and anonymous screening methods may prove particularly useful in settings where sensitive behaviors are stigmatized and pressures within patient-provider relationships prohibit accurate self-reporting.

Our success in developing and pilot-testing the SASH with 20 people with HIV who drank alcohol and had varied levels of literacy in the Mbarara ISS Clinic could potentially be replicated and scaled up in similar settings. Although this screener primarily focused on alcohol use, waiting room screening tools have the potential to efficiently and sensitively screen for key health issues such as mental health and medication adherence and ultimately lead to improved referral and treatment for several health and psychosocial issues.

Limitations

This study had some limitations. The time required to train patients to use a new digital device may have diminished the focus on its actual use as a screener and may have negatively influenced perceptions. We intended for the SASH to be brief (3-5 minutes), but it took participants a relatively long time (approximately 1 hour or more) to complete the 15-question screener with a training module. Furthermore, our translation of “digital screener” more generally as “technology” in Runyankole may have affected patients’ understanding of the larger context of the SASH as a screener and limited their input on content development as well as their discussion of its specific use as a screener in the clinic. Therefore, feedback from some patients focused on the use of the SASH as a learning tool, medical resource, or digital suggestion box to which complaints about their care could be lodged rather than on its use solely as a screener. It was beyond the scope of this study to provide the SASH results to clinicians and determine their impact on patient care or clinical practice. Finally, given our limited scope, we could not fully explore the feasibility of implementing the SASH in this clinic setting.

Conclusions

Our findings suggest that a digital health screener has the potential to improve reporting of unhealthy alcohol use in clinical care for referral to alcohol interventions in HIV clinics in low-resource settings. Further studies are needed to determine the efficacy of the SASH in improving self-reporting and further develop means of implementation.
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Abstract

Background: Individuals with opioid use disorder (OUD) have a high prevalence of smoking and frequently experience unmet social determinants of health (SDOH), which may be barriers to smoking cessation. Hospitalization is an opportunity to encourage smoking cessation. Unfortunately, many clinicians do not provide tobacco treatment to support the maintenance of cessation achieved during hospitalization. Interventions are required to support these high-risk individuals after hospital discharge.

Objective: This study aimed to test the feasibility and acceptability of a 28-day SMS text messaging program tailored to individuals with OUD, which provides smoking cessation support and addresses unmet SDOH needs.

Methods: From July to December 2019, we enrolled 25 individuals who were hospitalized with tobacco dependence and OUD at our large safety net hospital. The SMS text messaging program was initiated during hospitalization and continued for 28 days. Participants were enrolled in either the ready to quit within 30 days or the not ready to quit within 30 days program based on their readiness to quit. Automated SMS text messages were sent twice daily for 4 weeks. The topics included health and cost benefits of quitting, both general and opioid specific (16 messages); managing mood and stress (8 messages); motivation, coping strategies, and encouragement (18 messages); addressing medication misconceptions (5 messages); links to resources to address substance use (2 messages providing links to the Massachusetts Substance Use Helpline and Boston Medical Center resources), tobacco dependence (1 message providing a link to the Massachusetts Quitline), and unmet SDOH needs (6 messages assessing SDOH needs with links to resources if unmet SDOH needs were identified). Questionnaires and interviews were conducted at baseline and at 2 and 4 weeks after enrollment.

Results: The participants were 56% (14/25) female, 36% (9/25) African American, 92% (23/25) unemployed, and 96% (24/25) Medicaid insured. Approximately 84% (21/25) activated the program, and none of the participants unsubscribed. Approximately 57% (12/21) completed either the 2- or 4-week questionnaires. Program satisfaction was high (overall mean 6.7, SD 0.8, range 1-7). Many perceived that the SMS text messaging program provided social support, companionship, and motivation to stop smoking. Messages about the health benefits of quitting were well received, whereas messages on how quitting cigarettes may prevent relapse from other substances had mixed views, highlighting the importance of tailoring interventions to patient preferences.

Conclusions: SMS text messaging to promote smoking cessation and address SDOH needs may be an effective tool for improving quit rates and health outcomes in individuals with tobacco dependence and OUD. Our study adds to the growing body of evidence that SMS text messaging approaches are feasible and acceptable for providing tobacco treatment to all individuals who smoke, even among low-income populations who have OUD and are not ready to quit.
Introduction

Individuals with opioid use disorder (OUD) smoke at rates as high as 83% to 97% [1,2]. Co-occurring tobacco and opioid use leads to high morbidity and mortality [3,4]. Smoking cessation improves tobacco health-related outcomes and could increase long-term abstinence from opioids [5,6]. A meta-analysis of 24 studies showed a positive impact of smoking cessation on substance use disorder outcomes; both tobacco treatment and smoking cessation either reduced or had no effect on other drug use [7].

Although individuals with OUD desire assistance with smoking cessation [8], tobacco treatment is infrequently offered [9-11]. Hospitalization is an opportunity to encourage smoking cessation [12-16]. We previously found a high acceptance of inpatient tobacco counseling among individuals who were hospitalized with OUD [17]. Unfortunately, many clinicians do not provide tobacco treatment to support the maintenance of cessation achieved during hospitalization [18]. Interventions are required to support these high-risk individuals after hospital discharge.

Individuals who smoke are 1.5 to 2 times more likely to quit smoking when enrolled in SMS text messaging programs for smoking cessation [19-21]. SMS text messaging is highly disseminative: mobile phone ownership is near universal; SMS text messaging is highly prevalent across race, education, and income, and >85% of individuals who smoke send and receive SMS text messages regularly [22-24]. Although studies have not assessed the efficacy of SMS text messaging for smoking cessation in individuals with OUD, they have shown a moderately high reach in Medicaid populations [25].

There is nearly universal agreement in scientific and public health communities that social determinants of health (SDOH)—the social circumstances in which people are born, grow, live, work, and age—influence access to resources and opportunities that affect health [26,27]. SDOH has a far greater impact on health outcomes than medical interventions [28]. For example, cross-sectional and longitudinal studies show that food insecurity is independently associated with an increased likelihood of smoking cigarettes, likely resulting from a combination of physiological factors, including stress, anxiety, and depression [29-31]. Thus, screening for and addressing unmet SDOH needs through policies and interventions may mitigate these factors and improve smoking cessation outcomes.

Many individuals with OUD also experience unmet SDOH needs (eg, transportation issues and food and housing insecurity) [32,33], which may be barriers to smoking cessation. However, studies have not systematically screened for unmet SDOH needs or provided referrals to address these needs in this population. Given their high smoking rates, tobacco-related comorbidities, lack of access to treatment, and inclusion in tobacco treatment trials, an integrative intervention combining tobacco treatment with SDOH assessment and referral may improve smoking cessation among patients with OUD. We sought to iteratively develop and deploy an SMS text messaging program tailored to those with OUD, which provides smoking cessation support and resources to address SDOH. We report the results of a pilot feasibility and acceptability study of an SMS text messaging program initiated during hospitalization and continued for 28 days.

Methods

Recruitment and Enrollment

From July to December 2019, we enrolled 25 individuals who were hospitalized with tobacco dependence and OUD at the Boston Medical Center (BMC), the largest safety net hospital in New England. We identified participants from a list of individuals who were hospitalized, who triggered consultation with the Tobacco Treatment Consult service based on current smoking status in the electronic health record [34], and who had an International Classification of Diseases, 10th Revision diagnosis of OUD by chart review. Eligible participants were (1) aged ≥18 years, (2) hospitalized at the BMC, (3) able to speak and read English, (4) currently smoking cigarettes, (5) diagnosed with OUD, (6) mobile phone owners with an unlimited SMS text messaging plan, (7) in agreement to receive SMS text messages for 1 month, (8) not participating in other SMS text messaging or tobacco treatment programs, (9) able to receive a test SMS text message, and (10) able to provide informed consent. The participants were excluded if they were cognitively impaired.

A total of 96 participants met the screening criteria by electronic health record review (individuals listed as current for smoking status and OUD), of whom 42 (44%) were ineligible by face-to-face screening (n=34, 81% did not have unlimited SMS text messaging or had no phone at the time of hospitalization; n=3, 7% had stopped smoking; n=1, 2% did not have OUD; and n=4, 10% could not provide consent), 2 (2%) were unavailable, and 27 (28%) declined or were not interested in learning about the study.

Ethics Approval

Following the provision of study information, 25 individuals agreed, provided informed consent, and were enrolled. Participants were compensated up to US $50 for participation: US $10 for completing the baseline survey and interview, US $15 for completing a 2-week follow-up survey and interview, and US $25 for completing a 4-week follow-up survey and interview. This study was approved by our institutional review board (protocol number H-38709).

Structure of Program

The SMS text messaging program lasted 28 days, with the first day of SMS text messages sent during hospitalization. Participants were sent 2 intervention SMS text messages daily (9 AM and 5 PM) in addition to weekly SMS text message...
assessments (see the Measures section). There were 2 tracks: one for individuals ready to quit within 30 days and the other for individuals not ready to quit within 30 days, as assessed by their answer to an introductory SMS text message assessment. The program had bidirectional or 2-way SMS text messaging capabilities; for example, participants could text a keyword (eg, CRAVE) to receive strategies and tips.

The SMS text messages were fully automated. All incoming SMS text messages were monitored and, if needed, responded to in real time by a team member via a password-protected dashboard interface if the system did not recognize an SMS text message and could not produce an automated response. SMS text messages were delivered by Agile Health, Inc, and their system is Health Insurance Portability and Accountability Act compliant. All the data managed by Agile Health and its message delivery partners were encrypted in transit and at rest. All user interactions, comprising solicited and unsolicited SMS text messages were recorded, including “STOP” (the standard keyword for unsubscribing). Agile Health, Inc notified the research team members of the urgent unsolicited SMS text messages sent to the server. All SMS text messages sent by the participant to, and responded by, the system were reviewed by the research team weekly.

Program Content
The topics of the SMS text messages included (1) health and cost benefits of quitting, both general and opioid specific (16 messages); (2) managing mood and stress (8 messages); (3) motivation, coping strategies, and encouragement (18 messages); (4) addressing medication misconceptions (5 messages); (5) links to resources to address substance use (2 messages providing links to the Massachusetts Substance Use Helpline and BMC resources), tobacco dependence (1 message providing link to Massachusetts Quitline), and resources for unmet SDOH needs (6 messages assessing SDOH needs with links to resources if SDOH needs were unmet). Messages were obtained from three sources: (1) the National Cancer Institute’s Smokefree TXT [35], (2) content adapted from prior work by Borrelli et al [36], and (3) novel messages developed by the study team.

Assessments and links to resources were provided for the following 6 SDOH needs: difficulty with transportation to medical appointments, inability to pay for medications, risk of becoming homeless, food insecurity, trouble paying for heat or electricity, and the likelihood of needing to look for a job (Multimedia Appendix 1). Individuals were considered to have an unmet SDOH need if they answered either “ALWAYS” or “SOMETIMES” to an SMS text message assessing for the SDOH need (example SMS text message: “How often do you have trouble getting transportation for medical appointments? Please reply ALWAYS, SOMETIMES, or NEVER”). Participants were then sent a link to resources if they answered “YES” to a text assessing their desire for help with that need (eg, “Would you like help connecting to resources that provide transportation services for medical appointments? Please reply YES or NO”). Figure 1 outlines the algorithm for the provision of resources.

Assessments for the 6 SDOH needs were adapted from the validated Tool for Health and Resilience In Vulnerable Environments (THRIVE) screening tool and accompanying referral guide [37]; the THRIVE screening tool asks about 8 SDOH domains (housing, food, affording medications, transportation, utilities, caregiving, education, and employment) selected based on their impact on health and available services in the community. The THRIVE referral guide is a web-based directory of resources with contact information for community services to meet the SDOH needs. The need for caregiving and education were not assessed to reduce participant burden and also as we believed that addressing these SDOH needs would require a more nuanced discussion with an advocate or community health worker.

Several SMS text messages (3-5 messages per week) were customized based on the readiness to quit. In the ready to quit track, an SMS text message on coping strategies was “Cravings will get weaker and less frequent with every day that you don’t smoke.” In the not ready to quit track, a parallel message was “Don’t let cravings get in the way of deciding to quit. There are good meds to help with cravings. Cravings get weaker with each passing day.” Messages in the not ready to quit track were directed toward developing participants’ personal reasons for change and increasing their motivation and self-efficacy to stop smoking. Examples of such messages are “Thought: What is the best result you can imagine if you quit smoking? Imagine all the ways your life would change. How would you spend the extra money? How would you feel? Who would you spend time with? Where would you spend your time?” and “Thought for the day: Fall down 7 times, get up 8. The key to success is to persist even if you have previously failed.” Messages in the ready to quit track provided encouragement; an example was “Stay positive. Your journey to a smokefree life may be a struggle, but looking back it will be well worth it.”
Figure 1. Example algorithm for assessment of unmet social determinants of health needs and for provision of resources to address the need.

Measures

The study staff administered baseline questionnaires and interviews in person at the time of hospitalization and conducted 2- and 4-week questionnaires and interviews by telephone. Questionnaires followed by qualitative interviews were administered at the same encounter.

Participant Characteristics

Baseline demographics, use of substances, and comorbid mental health disorders were collected at the time of enrollment. Mobile technology use and smoking characteristics were assessed, including the level of cigarette dependence measured using the Fagerstrom Test for Cigarette Dependence [38,39]. Scores range from 0 to 10, with higher scores indicating more intense physical dependence on nicotine. No dependence corresponds to a score of 0, low dependence to a score of 1 or 2, low to moderate dependence to a score of 3 or 4, moderate dependence to a score of 5 to 7, and high dependence to a score of 8 to 10. We assessed psychosocial characteristics by assessing responses to the following question: “Have you ever been diagnosed with any of the following (check all that apply)? Answer choices: Depression; Anxiety; Bipolar Disorder; Manic-Depressive disorder; None of the above; Prefer not to answer.”

Program Engagement and Interactions With Program

Engagement was assessed through participants’ interactions with the program. We calculated the total response rate by computing the number of participant-submitted responses to SMS text messages in which a response was expected and dividing this by the number of solicited responses. The number of unsolicited SMS text messages (messages sent by users where a response was not expected, such as “Thanks you guys are a big help”) was an additional index of engagement.

Program Satisfaction

Program satisfaction was measured via 2- and 4-week questionnaires, using several indices of satisfaction. The “share-worthiness” of the SMS text messages was assessed by asking whether participants showed the SMS text messages to others (response: yes/no) and the extent to which they believed the SMS text messages would be helpful to family and friends (range 1=not at all helpful to 7=very helpful). The perceived quality of the SMS text messages was measured using 2 items from the Mobile Application Rating Scale [40]: one using star ratings (1 star=one of the worst SMS text message programs to 5 stars=one of the best SMS text message programs) and the other assessing how much longer they would have liked to receive the SMS text messages. Satisfaction with the program components and overall program satisfaction were assessed using 9 items (range 1=not satisfied at all to 7=very much satisfied). The likeability of program components was assessed using 7 items (range 1=did not like it at all to 7=liked it very much). The full list of items used to assess program satisfaction is presented in the Results section.

Satisfaction was additionally measured by eliciting responses on the helpfulness of the content of 8 specific SMS text messages (2 times per week, an intervention message was followed by an assessment SMS text message asking participants the following: “How helpful did you find this text? 3=Very helpful, 2=Neutral, or 1=Not helpful”). The 8 specific SMS text messages that were assessed for the helpfulness of the content are presented in the Results section.
Perceived Impact of the Program
Weekly SMS text messages assessed the degree to which the program was helpful in motivating smoking cessation (range 1=not helpful to 5=very helpful) [40]. The 2- and 4-week questionnaires assessed the perceived impact of the program on (1) motivation to stop smoking, (2) belief that stopping opioids and smoking cessation can occur simultaneously, and (3) knowledge of health risks from smoking (range 1=not at all to 7=very much).

Qualitative Assessment of Feasibility, Acceptability, and Satisfaction
We qualitatively measured feasibility and acceptability at 2 and 4 weeks using semistructured interview guides. The guide assessed the participants’ (1) perceived impact in motivating smoking cessation, (2) experiences with the program, (3) preference of content, and (4) suggestions for improvement.

Data Analyses
Basic descriptive statistics were calculated using SPSS (version 18; IBM Corp) to summarize the quantitative responses. For qualitative interviews, we used inductive content analysis to analyze transcripts and performed unstructured coding of the transcripts to identify themes. A total of 2 members developed a codebook, independently reviewed all transcripts, and added codes until the team reached a consensus. We finalized the conceptual categories, grouped themes in each category, and identified quotes that best highlighted the themes. The interviews were audio recorded and transcribed verbatim.

Results
Quantitative Analyses
Participant Characteristics
The participants were 56% (14/25) female, 36% (9/25) African American, 20% (5/25) Hispanic, 92% (23/25) unemployed, and 96% (24/25) Medicaid insured. The mean age was 45.8 (SD 11, range 28-63) years. Of the 25 participants, 12 (48%) reported current opioid use, and 12 (48%) were receiving medication-assisted treatment for OUD. Participants smoked for an average of 26.2 (SD 12, range 3-48) years. The Fagerstrom Test for Cigarette Dependence scores averaged 5.1 (SD 2), suggesting moderate nicotine dependence (Table 1). Approximately 44% (11/25) of the participants were ready to stop smoking within 30 days (Table 1).
Table 1. Characteristics of participants (N=25).

<table>
<thead>
<tr>
<th>Baseline characteristics</th>
<th>All participants</th>
<th>Ready to quit track (n=14)</th>
<th>Not ready to quit track (n=11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>45.8 (11)</td>
<td>50.8 (9.5)</td>
<td>39.6 (8.8)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>14 (56)</td>
<td>7 (50)</td>
<td>7 (64)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>9 (36)</td>
<td>4 (29)</td>
<td>5 (45)</td>
</tr>
<tr>
<td>White</td>
<td>13 (52)</td>
<td>8 (57)</td>
<td>5 (45)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (12)</td>
<td>2 (14)</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Hispanic ethnicity, n (%)</td>
<td>5 (20)</td>
<td>3 (21)</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Medicaid insurance, n (%)</td>
<td>24 (96)</td>
<td>13 (93)</td>
<td>11 (100)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>7 (28)</td>
<td>4 (29)</td>
<td>3 (27)</td>
</tr>
<tr>
<td>High school or General Educational Development</td>
<td>11 (44)</td>
<td>6 (43)</td>
<td>5 (45)</td>
</tr>
<tr>
<td>More than high school</td>
<td>7 (28)</td>
<td>4 (29)</td>
<td>3 (27)</td>
</tr>
<tr>
<td>Housing situation, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At risk of homelessness</td>
<td>3 (12)</td>
<td>2 (14)</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Experiencing homelessness</td>
<td>12 (48)</td>
<td>5 (36)</td>
<td>7 (64)</td>
</tr>
<tr>
<td>Divorced or separated, widowed, or never married, n (%)</td>
<td>20 (80)</td>
<td>12 (86)</td>
<td>8 (73)</td>
</tr>
<tr>
<td>Unemployed, n (%)</td>
<td>23 (92)</td>
<td>13 (93)</td>
<td>10 (91)</td>
</tr>
<tr>
<td>Yearly household income before taxes (US $), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-14,999</td>
<td>17 (68)</td>
<td>9 (64)</td>
<td>8 (73)</td>
</tr>
<tr>
<td>&gt;15,000</td>
<td>4 (16)</td>
<td>3 (21)</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Prefer not to answer or do not know</td>
<td>4 (16)</td>
<td>2 (14)</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Depression or anxiety, n (%)</td>
<td>19 (76)</td>
<td>9 (64)</td>
<td>10 (91)</td>
</tr>
<tr>
<td>Current use of substances, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol (≥5 for men and ≥4 for women in 1 day)</td>
<td>5 (25)</td>
<td>3 (21)</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Cocaine</td>
<td>13 (52)</td>
<td>4 (29)</td>
<td>9 (82)</td>
</tr>
<tr>
<td>Opiates</td>
<td>12 (48)</td>
<td>7 (50)</td>
<td>5 (45)</td>
</tr>
<tr>
<td>Marijuana</td>
<td>12 (48)</td>
<td>7 (50)</td>
<td>5 (45)</td>
</tr>
<tr>
<td>Prescription drugs (not prescribed)</td>
<td>6 (24)</td>
<td>2 (14)</td>
<td>4 (36)</td>
</tr>
<tr>
<td>Methamphetamines</td>
<td>4 (16)</td>
<td>1 (7)</td>
<td>3 (27)</td>
</tr>
<tr>
<td>Smoking characteristics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Years smoked, mean (SD)</td>
<td>26.2 (12)</td>
<td>27.9 (13.4)</td>
<td>24.1 (9.4)</td>
</tr>
<tr>
<td>Smokes daily, n (%)</td>
<td>25 (100)</td>
<td>14 (100)</td>
<td>11 (100)</td>
</tr>
<tr>
<td>Importance of quitting smoking, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very important or important</td>
<td>17 (68)</td>
<td>12 (86)</td>
<td>5 (45)</td>
</tr>
<tr>
<td>Neutral</td>
<td>4 (16)</td>
<td>1 (7)</td>
<td>3 (27)</td>
</tr>
<tr>
<td>Low importance or not important</td>
<td>4 (16)</td>
<td>1 (7)</td>
<td>3 (27)</td>
</tr>
<tr>
<td>Motivation to quit smoking, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very motivated or motivated</td>
<td>16 (64)</td>
<td>12 (86)</td>
<td>4 (36)</td>
</tr>
<tr>
<td>Somewhat or slightly motivated</td>
<td>7 (28)</td>
<td>2 (14)</td>
<td>5 (45)</td>
</tr>
<tr>
<td>Not at all motivated</td>
<td>2 (8)</td>
<td>0 (0)</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Fagerstrom score, mean (SD)</td>
<td>5.1 (2)</td>
<td>5.6 (2.4)</td>
<td>4.6 (1.4)</td>
</tr>
<tr>
<td>Dual use of cigarettes and e-cigarettes, n (%)</td>
<td>5 (25)</td>
<td>0 (0)</td>
<td>5 (45)</td>
</tr>
</tbody>
</table>
Engagement and Interactions With the Text Messaging Program

While in the hospital, and after obtaining informed consent, participants were asked via SMS text message whether they would like to begin (activate) the program. Of the 25 participants, 21 (84%; n=11, 52% ready to quit, and n=10, 48% not ready to quit) responded with yes. Of the 25 participants, 2 (8%) did not activate the program and expressed concern about not having access to a phone after discharge (eg, attending a rehabilitation program and concern about minutes); the other 2 (8%) were not available to assess reasons for not activating. Of the 21 participants, 13 (62%; n=5, 38% ready to quit, and n=8, 62% not ready to quit) submitted at least one response to the helpfulness assessments of 8 intervention SMS text messages (55/168, 32.7% response rate); 13 (62%; n=6, 46% ready to quit, and n=7, 54% not ready to quit) submitted at least one response to the SMS text messages assessing SDOH needs (44/147, 29.9% response rate); 15 (71%; n=7, 47% ready to quit, and n=8, 53% not ready to quit) responded to at least one weekly text SMS message assessment regarding the degree to which the program was helpful in motivating cessation (35/84, 42% response rate); and 14 (67%; n=7, 50% ready to quit, n=8, 57% not ready to quit) sent at least one unsolicited SMS text message for a total of 143 unsolicited messages. None of the participants unsubscribed.

Program Satisfaction

Of the 12 participants, 10 (83%; n=6, 60% ready to quit, and n=4, 40% not ready to quit) rated the program ≥4 stars, and 2 (16%; n=1, 50% ready to quit, and n=1, 50% not ready to quit) rated the program 3 stars. Of the 12 participants, 4 (33%; n=3, 75% ready to quit, and n=1, 25% not ready to quit) wanted the program to last up to 2 months longer, and 8 (67%; n=4, 50% ready to quit, n=4, 50% not ready to quit) indicated that they wanted the program to last ≥3 months longer. None of the participants thought that the program had interfered with their schedules. Of the 12 participants, 9 (75%; n=5, 56% ready to quit, and n=4, 44% not ready to quit) shared the SMS text messages with others. Participants believed that the SMS text messages would be helpful to family and friends (mean 5.4, SD 1.1, range 1-7; ready to quit mean 5.1, SD 1; not ready to quit mean 5.6, SD 1). Of the 12 participants, 11 (92%; n=7, 64% ready to quit, and n=4, 36% not ready to quit) were very likely or likely to recommend the program to others, and 1 (8%) person in the not ready to quit track was somewhat likely to recommend the program to others.

Overall, program satisfaction was high (overall mean 6.7, SD 0.8, range 1-7; ready to quit mean 7, SD 0; not ready to quit mean 6.2, SD 0.98). Participants reported that the content was trustworthy (mean 6.5, SD 0.8). Most liked the frequency (mean 5.8, SD 1.8, range 1-7) and timing (mean 5.9, SD 1.2, range 1-7) of the SMS text messages (Table 2).
Table 2. Questionnaire responses on likability, satisfaction, and perceived impact of the SMS text messaging program (N=12).

<table>
<thead>
<tr>
<th>Items</th>
<th>Overall, mean (SD)</th>
<th>Ready to quit track (n=7), mean (SD)</th>
<th>Not ready to quit track (n=5), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Likeability scale items</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Having to respond to SMS text message questions</td>
<td>5.4 (2.2)</td>
<td>5 (2.6)</td>
<td>6 (1.3)</td>
</tr>
<tr>
<td>The degree to which the program was interesting</td>
<td>5.3 (1)</td>
<td>5.1 (1)</td>
<td>5.6 (1)</td>
</tr>
<tr>
<td>The degree to which the program was useful</td>
<td>5.8 (1.3)</td>
<td>5.7 (1.2)</td>
<td>6 (1.5)</td>
</tr>
<tr>
<td>The degree to which the program was engaging</td>
<td>5.7 (1.4)</td>
<td>6 (1.3)</td>
<td>5.2 (1.3)</td>
</tr>
<tr>
<td>The degree to which the program was boring</td>
<td>1.8 (1.1)</td>
<td>1.9 (1.4)</td>
<td>1.8 (0.7)</td>
</tr>
<tr>
<td>The frequency with which texts were delivered</td>
<td>5.8 (1.7)</td>
<td>5.9 (2.1)</td>
<td>5.8 (1.2)</td>
</tr>
<tr>
<td>The time of the day that texts were received</td>
<td>5.9 (1.2)</td>
<td>6.3 (1.2)</td>
<td>5.4 (1)</td>
</tr>
<tr>
<td><strong>Program satisfaction scale items</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall satisfaction with the program</td>
<td>6.7 (0.8)</td>
<td>7 (0)</td>
<td>6.2 (1)</td>
</tr>
<tr>
<td>Receipt of support when needed</td>
<td>5.9 (1.1)</td>
<td>5.6 (1.2)</td>
<td>6.4 (0.8)</td>
</tr>
<tr>
<td>The amount of information in the SMS text messages</td>
<td>5.9 (1.2)</td>
<td>6.1 (1.1)</td>
<td>5.6 (1.2)</td>
</tr>
<tr>
<td>The quality of the information in the SMS text messages</td>
<td>5.8 (1.3)</td>
<td>5.9 (1.4)</td>
<td>5.6 (1.2)</td>
</tr>
<tr>
<td>Relevancy of program for self</td>
<td>5.4 (1.8)</td>
<td>5.4 (2.1)</td>
<td>5.4 (1.5)</td>
</tr>
<tr>
<td>The trustworthiness of the information</td>
<td>6.5 (0.8)</td>
<td>6.7 (0.7)</td>
<td>6.2 (0.75)</td>
</tr>
<tr>
<td>The level of program customization</td>
<td>5.6 (1.3)</td>
<td>5.6 (1.2)</td>
<td>5.6 (1.5)</td>
</tr>
<tr>
<td>The degree to which the SMS text messages were well written</td>
<td>6.8 (0.6)</td>
<td>6.9 (0.3)</td>
<td>6.6 (0.8)</td>
</tr>
<tr>
<td>The degree to which the SMS text messages were easy to integrate into routine</td>
<td>6.2 (1.1)</td>
<td>6.1 (1.4)</td>
<td>6.2 (0.7)</td>
</tr>
<tr>
<td><strong>Perceived impact of the program on motivation to stop smoking, beliefs, and overall knowledge of health risk</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The degree to which the program motivated you to quit smoking</td>
<td>6.2 (1.2)</td>
<td>6.7 (0.5)</td>
<td>5.4 (1)</td>
</tr>
<tr>
<td>Belief that opioids and smoking cessation can occur at the same time</td>
<td>4.5 (2.5)</td>
<td>4.7 (2.7)</td>
<td>4.4 (2.3)</td>
</tr>
<tr>
<td>Overall knowledge about the health risk of smoking</td>
<td>5.6 (1.9)</td>
<td>6.1 (1.4)</td>
<td>4.8 (2.2)</td>
</tr>
</tbody>
</table>

a Range: 1=did not like it at all to 7=liked it very much.
b Range: 1=not satisfied at all to 7=very much satisfied.
c Range: 1=not helpful to 7=very helpful in motivating smoking cessation.

**Perception of Program Content**

Of the 12 participants, 9 (75%; n=5, 56% ready to quit, and n=4, 44% not ready to quit) rated SDOH the SMS text messages (eg, where to find food pantries) helpful, and 10 (83%; n=6, 60% ready to quit, and n=4, 40% not ready to quit) rated the SMS text messages on managing mood and stress as helpful. All 12 participants rated the SMS text messages on resources for quitting smoking as helpful, and 11 (92%; n=6, 55% ready to quit, and n=5, 45% not ready to quit) rated the SMS text messages about where to find help for other substances as helpful. The overall response rates for the SMS text message assessments on helpfulness (3=very helpful, 2=neutral, and 1=not helpful) of the 8 specific intervention messages were low (response rates ranged from 23.8% to 57.1%; Table 3). Participants in both tracks gave high ratings for messages about managing mood and stress, addressing medication misconceptions, and increasing their motivation to quit. Participants were neutral regarding messages about the benefits of quitting smoking on the use of other substances (Table 3).
Table 3. Response rates and ratings of 8 specific SMS text messages that were assessed for the helpfulness of content (N=21)\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Rating</th>
<th>Text (specific SMS text messages assessed)</th>
<th>Total</th>
<th>Ready to quit track</th>
<th>Not ready to quit track</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Response rate (%)</td>
<td>Rating, mean (SD)</td>
<td>Response rate (n=11; %)</td>
<td>Rating, mean (SD)</td>
</tr>
<tr>
<td>Helpful 1: managing mood and stress</td>
<td>“Stress Tip: Talk about your problems! This lowers stress and gives new perspectives. Holding it in could affect your health and wellness”</td>
<td>57.1</td>
<td>2.7 (0.5)</td>
<td>45.5</td>
</tr>
<tr>
<td>Helpful 2: tips for cravings</td>
<td>“Whenever you want a cig, try the four D’s: Delay, Deep breathe, Drink water, Do something to take your mind off smoking”</td>
<td>28.6</td>
<td>2.5 (0.5)</td>
<td>36.3</td>
</tr>
<tr>
<td>Helpful 3: addressing medication mistrust</td>
<td>“MYTH: Chantix/Wellbutrin will make me feel depressed. FACT: Research shows no evidence that these meds increase risk of suicide &amp; depression”</td>
<td>28.7</td>
<td>2.7 (0.5)</td>
<td>18.2</td>
</tr>
<tr>
<td>Helpful 4: motivating to quit</td>
<td>“Thought for the day: What would get easier in your life if you didn’t smoke? No more worrying about finding money to buy cigarettes and where you can smoke. Less worry about your health. What else would get better?”</td>
<td>42.9</td>
<td>2.6 (0.7)</td>
<td>36.3</td>
</tr>
<tr>
<td>Helpful 5: benefits of quitting (opiate specific)</td>
<td>“Smokers in substance use treatment are more likely to die from smoking-related disease compared to complications of their current drug use”</td>
<td>38.1</td>
<td>2.1 (0.8)</td>
<td>36.3</td>
</tr>
<tr>
<td>Helpful 6: motivating to quit</td>
<td>“It might seem like you are giving up a lot when you stop smoking, try to think about all you are gaining”</td>
<td>28.6</td>
<td>2.8 (0.4)</td>
<td>27.3</td>
</tr>
<tr>
<td>Helpful 7: benefits of quitting (opiate specific)</td>
<td>“MYTH: Quitting cigarettes could negatively impact recovery. FACT: Smoking cessation may promote recovery in patients who use opioids”</td>
<td>23.8</td>
<td>2.4 (0.5)</td>
<td>27.3</td>
</tr>
<tr>
<td>Helpful 8: managing mood and stress</td>
<td>“What pleasure do you get from smoking? Find healthier alternatives in your life that can bring you these same feelings”</td>
<td>33.3</td>
<td>2.9 (0.3)</td>
<td>45.5</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Ratings: 3=very helpful, 2=neutral, and 1=not helpful.

Response Rates of Assessments on SDOH Needs
The response rates for SMS text messages assessing SDOH needs varied. All 13 individuals who responded had at least one unmet SDOH need: 5 (38%) had 1 unmet need, 3 (23%) had 2 unmet needs, 1 (8%) had 3 unmet needs, and 4 (31%) had 4 unmet needs. Responses for SDOH needs were as follows: trouble getting transportation for medical appointments (8/13, 62%; n=5, 63% always; n=2, 25% sometimes; and n=1, 13% never), trouble paying for medications (10/13, 77%; n=1, 10% always; n=4, 40% sometimes; and n=5, 50% never), risk of becoming homeless (5/13, 38%; n=3, 60% high; n=1, 20% medium; and n=1, 20% low), frequency of running out of food without having money to pay for more (4/13, 31%; n=2, 50% often; n=2, 50% sometimes; and n=0, 0% never), trouble paying for heat or electricity (5/13, 38%; n=1, 20% always; n=2, 40% sometimes; and n=2, 40% never), and likelihood of looking for a job in the near future (6/13, 46%; n=2, 33% high; n=3, 50% low; and n=1, 17% none).

Perceived Impact of Program on Motivation to Stop Smoking
All 12 participants who completed the questionnaires agreed or strongly agreed that participating in the program made them think about quitting smoking. Of the 12 participants, 8 (67%; n=4, 50% ready to quit, and n=4, 50% not ready to quit) agreed or strongly agreed with “The program made me think that it is okay to quit tobacco and other drugs at the same time”; 1 (8%) participant in the ready to quit track was undecided, and 3 (38%; n=2, 67% ready to quit, and n=1, 33% not ready to quit) disagreed. Participants perceived that the program increased their motivation to quit (overall mean 6.2, SD 1, range 1-7; ready to quit mean 6.7, SD 0.5; not ready to quit mean 5.4, SD 1; Table 2).

Of the 21 participants, 15 (71%) individuals who responded to at least one weekly SMS text message assessment on the helpfulness in motivating smoking cessation (1=not helpful to 5=very helpful) believed the program was helpful: 12 (response
rate 57%; mean 3.6, SD 0.85) in week 1, a total of 10 (response rate 48%; mean 4, SD 0.9) in week 2, a total of 6 (response rate 29%; mean 4.3, SD 0.94) in week 3, and a total of 7 (response rate 33%; mean 4.4, SD 0.7) in week 4.

Qualitative Data
Of the 21 participants, 13 (62%) participated in the 2- and 4-week interviews: 6 (46%) completed both, 4 (31%) completed only the 2-week interview, and 3 (23%) completed only the 4-week interview. Supporting quotes were identified by patient number, enrolled track (ready to quit or not ready to quit), and interview week (2 or 4 weeks).

Engagement and Interactions With the Text Messaging Program
Participants described that they frequently read the SMS text messages:

There were a couple of times I was in with a client or something—when I had a minute to read it, I would read it. It was never that I didn’t go back to it. [P3, ready to quit, 4 weeks]

Approximately 15% (2/13) of participants had low response rates for the SMS text message assessments. When probed for the reasons, they responded as follows:

I responded to a couple of them and then didn’t respond anymore ‘cause I didn’t know if it was being charged to my account. [P10, ready to quit, 4 weeks]

I can’t read or write that much. I wait until my friend comes. When she comes, she reads them to me. Sometimes I got to wait two or three days. [P14, not ready to quit, 2 weeks]

Program Satisfaction
Participants were satisfied with the program, largely because they found the SMS text messages understandable:

The thing I liked about the text messaging program is that it was straightforward. It wasn’t hard for me to grasp the concept of what it was talking about. [P7, not ready to quit, 4 weeks]

Several described how they liked being able to go back to look at the messages:

Sometimes I would go back and look and see if there was anything helpful that could help me at the time. It was helpful. [P10, ready to quit, 4 weeks]

Features participants thought particularly helpful included the interactive features:

I didn’t think they were going to answer that quick. For them answering quick, it helped with my craving. [P1, ready to quit, 4 weeks]

Perception of Program Content
Text Messages About Cost-Savings Associated With Stopping Smoking
Many described the cost-saving messages as helpful:

I used to buy two packs, and now I’d buy one pack, so I’d say I’m going to smoke one, and I’d put the rest of the money in the piggy bank. Since I started with you guys, I have $120 in my piggy bank. [P14, not ready to quit, 4 weeks]

Text Messages About Provision of Resources for Unmet SDOH Needs
Some described how receiving links to resources was helpful:

Because it gave you all the information, where to call or how to get in contact with people to try to get help...they definitely helped me out, ‘cause at that time when the message came in I was low on canned food’. [P1, ready to quit, 4 weeks]

Others preferred communicating directly with an advocate:

I would’ve liked that somebody get in touch with me and to advocate to help me finish housing. [P9, ready to quit, 4 weeks]

Text Messages About Managing Stress
Participants found the SMS text message tips on handling stress helpful:

When I had the stress tips—proper breathing we do. Yeah, I found that helpful. [P1, ready to quit, 4 weeks]

Text Message Framing Around the Theme: Patients Who Quit Smoking Have Higher Success in Quitting Other Substances
For some, the SMS text messages about how quitting cigarettes and opioids together could help them remain abstinent from all substances were particularly helpful:

I like the ones for quitting other things at the same time as smoking ‘cause that seems really hard for me to do. [P4, not ready to quit, 4 weeks]

Others did not find these messages relevant as they were already on medication-assisted treatment for OUD:

I didn’t need help for that (opioids). I just needed help for smoking. [P9, ready to quit, 4 weeks]

Text Messages That Provide Resources About Smoking Cessation Services
SMS text messages regarding where to find smoking cessation resources were viewed as helpful:

It has nice little facts about smoking. You have a number that gets you on medication. And, once I tried medication, it helped me out. [P5, not ready to quit, 2 weeks]

Perceived Impact of the Program on Motivation to Stop Smoking
Individuals indicated that the program was beneficial for motivating smoking cessation:

It was like your mother in your ear, reminding you of stuff. Not in a nagging way. I was kind of surprised that it worked as well as it did but happily so. [P3, ready to quit, 4 weeks]
Participants described that a major reason for increased motivation to stop smoking was social support:

Sometime I was having cravings, and that moment I would receive those text message like it was telling me somebody’s out there. I’m not by myself with quitting smoking. It’s like I have a sponsor. [P21, ready to quit, 4 weeks]

Suggestions for Improvement
Suggestions for improvement were (1) providing supportive phone calls when needed, (2) including personal success stories, and (3) including educational videos:

Maybe have live people to talk to when you crave something. [P5, not ready to quit, 2 weeks]
...to have people that have already smoked and quit have some of their personal story incorporated. [P10, ready to quit, 4 weeks]
I like to receive education video about quitting smoking. [P21, ready to quit, 4 weeks]

Discussion
Principal Findings
Individuals with OUD meet the definition of an underserved population: they have a higher smoking prevalence than the general population, disproportionate burden of tobacco-related health disparities, increased risk factors for treatment failure, and lack of protective factors [41]. Tailored interventions for underserved populations are needed to avoid treatment failure for those seeking treatment, as well as to motivate those not ready to stop smoking. We provide evidence of the feasibility and acceptability of a newly developed SMS text messaging program for smoking cessation tailored to individuals with OUD.

Our SMS text messaging program is unique because it (1) focuses on an understudied and underserved population, (2) assesses and provides resources for unmet SDOH needs that may make the path to quitting easier, and (3) offers individualized tracks based on readiness to quit. The main findings were as follows: (1) participants reported high satisfaction with the program content and structure, and (2) participants reported that the program helped motivate smoking cessation. The vast majority of participants in our study were Medicaid insured. Medicaid recipients in Massachusetts (MassHealth members) have access to all Food and Drug Administration–approved medications, two 90-day treatment regimens per year, and 16 tobacco cessation counseling sessions per year; however, the quit rates are low. Our study adds to the growing body of evidence that SMS text messaging approaches are feasible and acceptable for providing tobacco treatment to all individuals who smoke, even among low-income Medicaid populations who have OUD and are not ready to quit.

Individuals reported that the program made them think about stopping smoking, regardless of whether they were enrolled in the ready to quit within 30 days or not ready to quit within 30 days track. SMS text messages on managing stress and providing tobacco treatment resources were perceived as particularly helpful. Many perceived that the SMS text messages provided social support, companionship, and the motivation to stop smoking. Messages about the health benefits of quitting were well received, whereas messages on how quitting cigarettes may prevent relapse from other substances had mixed views, highlighting the importance of tailoring interventions to patient preferences.

Participants made suggestions for improvement. Some discussed how increasing the duration to 3 months would enhance the program, as would receiving supportive calls or supplemental in-person interactions as needed. Although some perceived that providing links to resources for unmet SDOH needs was adequate, others suggested that an advocate should additionally help address these needs. As suggested by the data, we plan to refine the intervention by increasing the program duration and adding supplemental in-person interactions, particularly to address unmet SDOH needs.

Comparison With Prior Work
A previous intervention using SmokefreeTXT (an SMS text messaging service by the National Cancer Institute) with individuals experiencing homelessness demonstrated a median response rate of 2.1% to interactive SMS text messages, with many individuals reporting that the SMS text messages felt impersonal [42]. Our SMS text messaging program tailored to unmet SDOH needs addresses the unique circumstances of this population. Response rates to SMS text message assessments in our study ranged from 30% to 42%, with participants perceiving the program as customized to their needs.

In another study that analyzed the completion of the SmokefreeTXT program, 46% of those who set a quit date remained enrolled for the entire 42-day program. Among users who did not complete the program (eg, texted “STOP”) before program completion, the mean number of days in the program was 12 days [43]. In our study, although none of the participants dropped out of the program (eg, texted “STOP”), only 45% completed the 4-week assessments, perhaps indicating that some of these individuals did not complete the entire program. Similar findings have also been reported in other SMS text messaging interventions in underserved populations, as well as in other understudied populations [42,44,45], such as women who smoke cigarettes, where >60% of participants did not answer their phones to conduct interviews, despite multiple attempts [44].

Limitations
This study has several strengths and limitations. The strengths include focusing on the understudied and underserved population of individuals with OUD and including individuals regardless of readiness to quit. These inclusions are important as evidence supports “opt-out” approaches to offering tobacco treatment to all individuals, regardless of readiness to quit [46-52]. Many studies exclude individuals with substance use disorders or psychiatric diseases [47,48,53], thus perpetuating health inequities. For qualitative studies, participants were interviewed both during and immediately after the study completion, thus minimizing recollection bias. However, our small sample size from a single recruitment site limited generalizability. Our results also reflect the findings of participants who volunteered...
and thus may not reflect the perspectives of all individuals. Another limitation was that we found that a significant number of participants were ineligible during face-to-face screening as they did not have unlimited SMS text messaging or a cell phone during hospitalization. Future studies could provide cell phones or SMS text messaging plans to patients at discharge. Although our understudied population was a strength, it created a limitation for assessing feasibility and acceptability; we were unable to reach half of the participants by phone at the end of the study. This, coupled with limited resources, limited our ability to collect and measure smoking abstinence. Unlike other studies, we derived SMS text message engagement data from multiple sources (unsolicited SMS text messages, SMS text message response rates, self-report surveys, and interviews). In addition, most, if not all, SMS text message programs are limited by a lack of ability to ascertain whether the message was read. In future studies, we can additionally offer incentives to individuals responding to SMS text message assessments or make messages more interactive through the use of quizzes or questions.

**Conclusions**

SMS text messaging to promote smoking cessation may be an effective tool for improving quit rates and health outcomes in individuals who smoke cigarettes and have OUD. Our results provide valuable insights into the development and acceptability of such programs. An innovative component of our SMS text messaging intervention was screening for and providing tailored resources for unmet SDOH needs. In future studies, we will assess whether identifying unmet SDOH needs and intervening in these modifiable factors (ie, providing resources to address unmet SDOH needs) affects smoking cessation. Our next steps are to further refine the program based on patient suggestions, such as adding a community health worker or coach to address unmet SDOH needs and providing supportive phone calls when needed, and assess the effects of the refined program on smoking cessation in a randomized controlled trial.
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Abstract

Background: Global sustainability and individual health need coordinated attention. While individuals are recommended a healthy diet to reduce the burden of noncommunicable diseases, global attention to natural resource conservation is also needed. The latter specifically means effective measures to reduce food waste.

Objective: This pilot study evaluates the experiences of students and effect from using smartphone apps designed to reduce food waste on personal healthy eating, financial expenses, and food waste.

Methods: A total of 6 students from different study programs (mean age 24.7, SD 2.9) were recruited to evaluate 2 different apps designed to reduce food waste and to register food consumption, food waste, and financial food expenses before and after the app trials. The apps evaluated were the commercially available TotalCtrl Home and Too-Good-To-Go. Results were analyzed by mixed methods, comprising statistical analyses for quantifiable data and thematic analyses for qualitative data. The apps were used separately in random order, each for 1 month. Primary outcome was user expectations to and experiences from the use of the apps, which were obtained by semistructured interviews. Secondary outcomes were changes in food waste volume, financial food expenses, and healthy eating. While information on food waste and food expenses was obtained by weighing food waste and registering food costs for 2 weeks before and after app trials, scores for consuming healthy diets were calculated from registered food records by scoring criteria matched to national recommendations for healthy eating.

Results: Awareness on food waste increased after app trials, but experiences with apps pointed toward several potential for technical and content improvements. The students reported that there were too many manual operations in the apps to induce permanent use (TotalCtrl Home), that services seemed more concerned about the producers’ interests than the individual’s needs (Too-Good-To-Go), and that they missed a composite app that included functions to promote healthy eating and overview of budget and expenses as well as of food waste (both apps). Use of apps designed to reduce food waste and personal costs and to improve healthy eating did not result in any measurable effects, that is, no change in food waste (mean change 0.81, SD 1.5 kg; P=.13), healthy eating (mean change –0.24, SD 0.43; P=.24), or personal food expenses (mean change 47.5 NOK or US $4.8, SD 416.9 NOK or US $42.5; P=.39).

Conclusions: Apps may aid in increased awareness of food waste at the producer and consumer levels. Large-scale studies with longer duration are needed to see if apps may induce measurable changes in food waste, healthy eating, and financial expenses.

(JMIR Form Res 2022;6(9):e38520) doi:10.2196/38520
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Introduction

Food waste means the loss of produced food meant for consumption by humans, and is estimated to encompass about 20%-30% of all produced food [1-3]. The loss of edible food means loss of important resources, such as energy and capital, which puts a constant stress on natural resources (involves all stages of the product life cycle, from production to destruction), including the production of greenhouse gases that cause global warming [4-7]. To counteract these severe consequences, effective measures to reduce food waste are requested, and the European Parliament has put forth a goal to reduce food waste by 50% within 2030 [7].

A significant amount of food waste occurs at the individual consumer level, with an estimated loss of 179 kg per capita per year in the European Union [8-10]. As such, motivating the individual for making personal efforts in reducing food waste is essential. Importantly, study findings suggest that individuals are prone to commit to food waste–reduction behavior if they are educated about the consequences (acting to reduce feeling of guilt), and if they feel expectation and joint commitment from the society [11]. On the contrary, if they have a busy time schedule and experience the food waste–reduction behavior to require extra efforts, they are less likely to engage [11,12]. Younger generations may be less knowledgeable about reuse of leftover foods, and as such engage in higher food waste behavior than older generations who are typically more educated on food management from their experience of periods with shortness of food supply or limited personal finances [13,14]. Nevertheless, young adults are highly aware of the environmental consequences from our consumer culture in general, and as such may be motivated to change behavior if making an impact. If efforts concurrently favor their own economic situation, organized systems easing the efforts to reduce food waste could enhance their motivation to engage [15].

Today, young adults are massive users of digital technology, with over 95% in the advanced economies being smartphone users [16]. Smartphone apps have become convenient programs for many daily activities, and are perfect channels to deliver personalized and socially responsible interventions [17]. Previous research on apps for health or behavioral interventions that aim at reducing food waste and evaluating its effects on food waste, healthy eating, and financial food expenses. As such, this study combines efficacy and usability testing, and provides a broader perspective and evaluation as previously highlighted in a viewpoint paper [22]. The study included a preperiod with baseline registrations and interviews on expectations, a trial period in which 2 different apps were explored for 1 month each by all the participants in a random crossover order, and a final postperiod repeating the baseline registrations and interviews on experiences (Figure 1).

Methods

Design and Procedure

This is a pilot intervention study exploring students’ expectations to and experiences from using smartphone apps that aim at reducing food waste and evaluating its effects on food waste, healthy eating, and financial food expenses. As such, this study combines efficacy and usability testing, and provides a broader perspective and evaluation as previously highlighted in a viewpoint paper [22]. The study included a preperiod with baseline registrations and interviews on expectations, a trial period in which 2 different apps were explored for 1 month each by all the participants in a random crossover order, and a final postperiod repeating the baseline registrations and interviews on experiences (Figure 1).
Participants
We recruited students from a university in south east of Norway during the winter of 2020/2021. Recruitment messages were distributed through the university’s internal communication system (Canvas), asking for students interested in digital interventions to reduce food waste, and rewarding the 3 months’ participation with a financial compensation of 7500 NOK (US $765). In total, 69 students responded, from which a total of 9 were invited, and 6 were finally included (Figure 1). Students were sorted by sex, housing condition, study, and experiences with food waste reduction before selected invitations were sent (from the pool of recruited participants) to present a group with balanced characteristics.

Outcomes
This pilot study followed a mixed methods design, including quantifiable and qualitative outcome data.

All participants were instructed to manually register their food consumption, food expenses, and financial expenses for food in the 2 weeks before and after the app trial period. The registration was by use of a precoded MS Excel (Microsoft, Inc.) document. The information and instructions on registrations and use of registration tools (ie, kitchen scale and excel document) were provided in a synchronous digital meeting, and any expenses related to the procurement of the kitchen scale were covered by the project sponsor. Food consumption was registered by noting details on time for consumption, type and volume of food consumed, and finally noting any leftovers not consumed (added to the total registration of foods wasted from the private household). Foods wasted were noted separately in the MS Excel document after weighing foods before they were thrown in the litter. All expenses for food, including receipts from shopping, were registered in the same MS Excel document on a separate sheet. Foods consumed were evaluated according to a healthy index, foods wasted were evaluated according to weighed volume, and food expenses were compared before and after the app trial solely by calculation comparisons.

The healthy food index created for this study was kept concealed from participants to avoid biases, such as changes occurring simply from the awareness of being evaluated. The index consisted of a total score ranging from 0 to 5, and was calculated on the following premises: 1 point if more than half of the daily grain/grain products consumed were whole grain products; 0.5 points for each portion of the “5-a-day” recommendation for fruits and vegetables (each portion being 100 g, and providing a maximum of 2.5 points); 0.5 points if sugary drinks were absent/nonsugary drinks were preferred; and 1 point for consuming fish. These criteria match the international and national recommendations for a healthy diet, highlighting the health benefits of increasing the intake of plant-based foods and fiber, reducing intake of sugar, and by replacing fish for meat [20,23].

Participants were interviewed following a semistructured manual once before the trial, focusing on previous experiences on app use to reduce food waste, increase healthy eating, or control economy, and on expectations of the intervention period. Finally, the participants were interviewed after the intervention about their experiences from using apps to reduce food waste and increase healthy eating, as well as to understand how these affected their financial expenses. See Multimedia Appendix 1 for interview guides. Both authors studied the transcribed interviews (in Norwegian) and approved the English translation of quotes. Translation of quotes was done with the intention to reflect the oral spoken language by the participants (ie, not primarily considering the optimal grammatical form of expression/written language).

Intervention: Smartphone Apps
The 2 apps used in this trial were Too-Good-To-Go (TGTG) and TotalCtrl Home. Each app was designed to aid in reducing food waste and to provide the user with a chance for reduced food expenses.

TGTG covers major European cities and is an app designed to help restaurants and stores with unsold food surplus to reach potential customers. As such, the stores may be able to reduce food waste and also have a small income from the surplus sales. The stores may post their food surplus in the app with a reduced price and with a defined time frame in which customers may bid for and collect the items. The products are reserved by the customer when TGTG confirms their order with a reservation confirmation. The customer has the possibility to filter the results in the app in consideration of the availability of products to reserve, of the pickup hour, or of the nature of products contained in “magic bags.” The pickup time will normally be in a period of 10-30 minutes but can be both shorter and longer. The profit for the customer is obvious, a potential to reduce personal food spending by having access to price-reduced foods and by aiding in reducing global food waste.
TotalCtrl Home is an app designed to aid in food waste reduction at the individual level, to inspire cooking and as such to facilitate better financial utilization of food investments. The functions are about providing an overview of the food content in the home, to offer recipes based on the foods registered in the personal app “kitchen” and specifically for those food items registered with an expiry date, and to assist with the creation of a shopping list based on suggested menus included in the app register. New food items procured for the household may be registered in the app by scanning the barcode or by manually typing in the details, resulting in an addition to the app kitchen. The foods may be registered as stored in the freezer, the refrigerator, or the cabinets, and must be manually updated if changes occur (ie, used for cooking, changing storing location, wasted).

Statistical Analysis

The quantitative data were analyzed using SPSS Statistics version 27 (IBM, Inc.). The healthy food index (total score), amount of food wasted (in grams), and personal financial expenses were analyzed for any changes from pre- to posttrial. With regard to the small group of participants, and the robustness of the Student t test, such parametric analyses were applied to explore the pre-post changes.

The interviews were analyzed thematically as suggested by Braun and Clarke [24]: transcribing and familiarizing with the data, generating initial codes for the data, identifying and reviewing themes by collated codes, naming themes, and producing the report. During the final stage, rich extracts were chosen for illustration of themes, and finally, the analyses were checked according to the original research question.

Ethics Approval

This trial and its data collection and storage plan have been approved by the Norwegian Agency for Shared Services in Education and Research on April 3, 2021 (id number 832471). All included participants signed an informed consent before participation in this trial.

Results

Overview

The group of 6 recruited students had a mean age of 24.7 (SD 2.9) years and represented 6 different study programs (nursing, information technology, teaching, digital media and design, data science, and economy and administration), and were equally distributed with regard to gender. All participants lived in a single-person housing unit, and reported to exercise a mean number of 2.7 (SD 1.5) sessions per week. As many as 5 of the 6 participants reported to have previously tried some initiatives to reduce food waste, and 5 participants reported to have tried apps to register and analyze their diet.

Part 1: Expectations About Participating in a Project Exploring the Effect of Apps Aiming to Reduce Food Waste, Contribute to a Healthier Diet, and Save Money on Foods

Personal Needs Before Global Needs

The students were first asked about their motivation for attending this project. Most students indicated the need to reduce personal expenses for food as the most important motive to engage in reduction of food waste. One student talked about her routine of always turning to the desk with last-minute offers in the grocery store, because there often are affordable offers. Having her friend doing the same thing kind of normalized that behavior to her. The promise of saving money by using an app and the recommendations from relatives and friends about all the cheap food made available through an app were important motives reported by most students. But few had continued to use the apps, because of less positive experiences.

It’s mainly about the economy. How much can you save by reducing personal food waste, or...Well, for some, saving money is more motivating than reducing food waste due to environmental issues. [Male student, 25 years]

...you get a lot of bakery goods, and I know I’m not going to be eating all those wheat buns. And then...I don’t know, well, they end up in the freezer and then you eat them some other time you’d fancy some bakery goods. But this is the main reason I do not use those apps any more. They sort of..., well, yes, you do save a lot of money on those eight wheat buns, but you weren’t going to buy eight wheat buns in the first place. [Female student, 22 years]

Other than the experiences of being offered bakery goods for snacks rather than foods for main meals, the short time slots and competition to be in reach of the offers were experienced as a large limitation to engage further. The experiences from being primarily offered snacks further drew attention to the personal health perspective when joining such app initiatives. One student told about her initial positive experiences on using apps to reduce food waste, as this made her save a lot of money. But as her awareness on personal health and reasonable body weight regulation increased, she started looking for other apps.

Everything starts from myself, like what I want first. I just want...I don’t like my body to feel out of control, so that’s why I try to control myself, and to be controlling it, I need some tools. [Female student, 27 years]

This female student was very aware of the global issue with food shortages, and was raised with a view of food as something to praise. The student really wanted to explore new foods, but yet determined not to produce unnecessary waste caused by personal pickiness. One way to accommodate these contradictions was to use an app where food stores could offer cheaper last-minute foods. The student first found this as a nice way to try new foods, while concurrently helping the stores reduce food waste and have income for these last-minute offers. However, as the student increased her awareness of healthy foods, the first positive experiences vanished with several...
Global Awareness Challenges Personal Pleasure

When the students were asked what they thought could be a meaningful personal contribution to reduce food waste, they all responded with suggestions related to personal cooking and shopping behavior. They mentioned that they made sure leftovers from cooking and meals were reused and not thrown away in the litter. They argued to plan the meals, to know about and wisely use what is present in the refrigerator, and to save any leftover from meals for later use. Attention to what is bought for the household, by knowing what is already in the refrigerator and what is actually needed, was another suggestion made by most students. One student reflected over her awareness of food waste from the personal household:

Well, I live alone, which means that all I put into my refrigerator must be consumed by me...or at least I must in some practical way make sure it is consumed. And then you have these fantastic, green recyclable bin-bags; where you see exactly the volume of food you trash. [Female student, 22 years]

One student also argued that moderation would be an important move to reduce food waste in a global perspective—simply not to overconsume food. The overconsumption by single individuals does not only challenge personal health, but also the global availability of natural resources. Implicit in the reflections by these students is also a premise of purchasing only what you as a single individual or personal household would need and what you know you would be able to consume. Referring to the latter, one student reflected on this, finding the global consideration to be a personal limitation:

I also want to try a new food, a new type of food; just for the experience. And maybe it just might taste better. But it may sometimes cost me more. Because, you know, if I try a new pie, and then if I don’t like it, then probably I’m going...not going to eat it. [Female student, 27 years]

Artificial Intelligence, and Not Too Detailed, Please

All but 2 had already tried different types of apps to reduce food waste, or apps to increase insight into personal diet and health. While the former was primarily motivated by potential personal economic savings, the latter was by different reasons. Still, while the health motives varied from sport performance, body weight control, to illness control, they all agreed that detailed nutritional information was not in their interest, or could induce issues with food:

No, I mean...I think it brings too much stress. I cannot bear to be that detailed. Really, I want to live a normal, balanced life. [Male student, 25 years]

One student had also wanted to find an app to gain control over her personal financial expenses. Here too, details, advanced analyses and functions were not needed, specifically if these additions meant charges for use. As such, she chose to use a simple MS Excel program to log her incomes and expenses. Her system, including logs of economy and logs of nutritional intake, with the aim to keep low food waste, resulted in the use of multiple systems that needed to be operated manually.

That’s when I searched for the applications that could help me to gain control, and control is not only about health or finance, but also my lifestyle and my time. Because if I do something manually, it will be really time consuming. Like, it’s automatic. I don’t have to type in things; that save time and is more convenient. [Female student, 27 years]

The idea that apps should be intelligent and demand less work and manual operations was mentioned by most students. Further, an app should not be too advanced with too many functions or information, but rather provide an easy overview of financial expenses, energy intake, or food waste. Such overviews could be comparisons on a weekly or monthly basis, to see if one keeps track of low food waste or financial savings. Both the perspective of time use and the burden experienced by manually operating the apps were mentioned. Just as important was the preparatory work one has to do to provide information to the app, such as if one has to weigh the food consumed for dietary calculations, or the food not consumed for food waste calculations. Several mentioned the idea of taking pictures of items, or scanning a barcode, and that this should provide the app with enough information to do the necessary registration and calculations. Additionally, an app that could aid as an extended source of memory and creativity was held as desirable. It should remember what you already have at home when you are in the grocery store, should suggest menus based on your food stock, and should automatically calculate the nutritional content in what you cook and consume.

Part 2: Experiences From Using Apps to Reduce Food Waste, Improve Diet, and Gain Financial Control

Main Experience

After a period of 2 months, none of the students felt the apps had helped them in reducing their food waste noticeably. However, most felt their awareness of food waste had improved, and that there had been an economic impact from better planning (e.g., knowing about your food stock before going to the grocery store, avoiding impulsive food shopping, and by reusing leftover foods).

Big Brother

The awareness of food waste, both at the individual level and at the wholesaler and producer levels, was reported to be brought into everyday attention simply by joining this project. But the functions provided by the apps were also reported as effective tools. The experience from viewing repeated offers in the TGTG app increased the understanding of the volume of food wasted at the producer and wholesaler levels. Also, the registration of foods in the TotalCtrl app augmented the attention of food in personal stock.

I feel that I have a larger responsibility in reducing food waste after being made aware of how much food is wasted from the different wholesalers. I could easily be waiting a few more minutes at the store after picking up my pre-booked bag if I notice there are
The students further mentioned the pre- and postregistration period to be eye-openers not only to personal food waste, but also to the economic potential and personal health.

It could be incidental, but it is likely that when you register your diet, and the registrations say pizza and burgers for four days in a row... (--) You become more aware of it, when you see it like that, written in words. You end up thinking: this is not good for you. [Male student, 29 years, on experiences from pre- and postfood registration]

Nevertheless, the scenario of being recruited to a study and feeling monitored may cause a Hawthorne effect, in which the participants are very aware of their behavior and of the intention of the study. As such, it may be difficult to say if the efforts made (eg, reducing food waste) are an effect from app use or from being observed and monitored.

It’s a bit like...when you know you are being observed, then you want to perform, and as such I think I have consumed healthier food. (--) But I think the app is there for the better. It will be kept in my phone. I definitely will...continue to re-use food leftovers in other meals. I have learned new things during this period. [Female student, 23 years, on experiences from TotalCtrl]

And as far as I understood that during the period we used the app, I actually had much better control over the fridge and everything that was there. [Male student, 22 years, on experiences from TotalCtrl]

Considering that most students wanted to continue using the apps after the study, it seems logical to say that the apps are helpful tools. This means that consumers first need to be recruited for app use to realize the potential within them, and then to find routines to continue using them during hectic periods rather than to fall back to old behaviors.

It’s mostly about personal motivation. That...kind of, the busier you are, the more likely such new things fade out. If you have short time and need to cook dinner quickly, then you’ll just reach for something simple on your way home. You just forget about it in a hectic everyday life. [Male student, 22 years]

**Food Waste: The Consumer or The Producer Perspective**

One of the main objectives reported by the students about joining a study aiming to reduce food waste was to experience economic benefits. While a student said she had noticed that her receipts were getting shorter by using the apps, few said they had experienced any favorable economic effect. Most reported first to be fascinated by the cheap offers made with the TGTG, but to experience increased personal food waste and uneconomical spending in the long run. To be effective at reducing food waste, students argued the apps had to facilitate choices from several wholesalers in the living area and not only kiosks and bakeries, to not be confined to limited pickup times, and to possess a personal willingness to eat what is offered rather than according to a planned diet or personal likings.

I’m very picky when it comes to food that is due date or approaching expiration date, and a bit picky with food in general, and if you never know what you’re getting in a bag like that then...much is thrown in the litter anyway. [Male student, 29 years, on experiences from TGTG]

Sometimes I cannot consume the foods because of my diet. So, I have to give it away. But if I cannot find someone to give it away to, I have to throw it away. So, the apps sometimes also increased my food waste. [Female student, 27 years, on experiences from TGTG]

**It’s definitely cheap, but I feel like I’m...wasting money when I do not want to eat what I get.** [Male student, 25 years, on experiences from TGTG]

Most students argued that the TGTG moved the issue with food waste from the wholesale to the consumer level, as the offers were mostly about bakery goods in larger amounts than a person would repeatedly be willing to buy and eat. As such, most had discontinued the use of TGTG other than on occasions where they actually wanted some sweets.

I don’t know...it may not be according to the idea with the concept, but rather than giving away magic bags [bags with unknown content to the consumer], they could list the items available online. The consumers can then pick...four items in a bag to an affordable price, rather than having 10 items in a bag and end up throwing half of them. [Male student, 29 years, on experiences from TGTG]

But while most found the TGTG concept more concerned about the producers’ interests and was neither an affordable economic solution nor promoting more healthy foods or less personal food waste, 1 student had many positive experiences and personal solutions to what others identified as problems. Rather than becoming annoyed by the large volume of bakery goods offered, she made sure the leftovers were stored in the freezer or given to friends. Furthermore, she had gained an experienced knowledge on what wholesalers to engage with, to find affordable offers with decent foods. She saved money on foods by engaging with the TGTG, and that it gave her opportunities to also have fresh food, like the bread of the day, by being willing to wait until the end of the day. She had continued using the TGTG based on the positive experiences, not only due to the feeling of really helping in reducing local food waste, but also motivated by personal interests.

Previously I ate very much according to routines and habits: like I always ate the same for breakfast. But...
now, when I suddenly end up with fish pudding in my bag, and I never used to have this previously, I come thinking: “Oh, ok, so this will be what I eat today”. So...I don’t know, but this makes me feel I actually eat more varied now. [Female student, 22 years, on experiences from TGTG]

Compared with the TGTG app, the TotalCtrl app also included other functions, and provided the participants with an increased awareness of foods traits. Although they found the manual registration unnecessary, inconvenient, and time consuming, this step alerted them regarding expiry dates of foods and motivated them to better utilize foods within the household. The digital overview of the food stock and the provision of recipes within the app inspired some to buy less by impulse, to plan for optimal utilization of foods within the food stock, to keep an eye on expiry dates of the food stock, and to do more cooking. As such, providing accountability increased the potential for reducing food waste.

You come to think about it more often. I haven’t reflected on it in a similar way previously, although I’ve been good at utilizing food I have available. But now, I more consciously think “I can use this left-over in other meals/meals too”. [Female student, 23 years, on experiences from TotalCtrl]

I feel like I’ve done more cooking in a way. When you get the recipes, and get some inspiration from it, you feel like doing it. [Female student, 23 years, on experiences from TotalCtrl]

The students talked positively about the functionality in the TotalCtrl app, providing an overview of the food stock, the inspiration provided by menu suggestions, and the ease in transferring recipes to a shopping list. But this ironically also meant more cues for additional food shopping, which would be in contrast to reducing food waste.

If I have milk in surplus that is due date, I’ve tried to find recipes based on milk. This makes me realize a need for other ingredients which I need to buy at the grocery store, and if I’m first going to the grocery store, then I could in reality buy something else and that I would not need the milk at all. [Female student, 22 years, on experiences from TotalCtrl]

**Version 1.0**

The experiences of the students in using the 2 different apps point to the many beneficial effects on awareness, accountability, positive experiences of reward by saving money or attaining cheap food, and personal contribution to reduce global food waste.

It was really nice, with many recipes and related stuff. And that you can, with a simple click, just add all the ingredients from a recipe to your shopping list, it was really smart. [Male student, 29 years, on experiences from TotalCtrl]

I’ve experienced some eye openers. I have not thought of these things previously...like if a thing is due date. (-) Now, living alone, I need to keep an eye on these things, and this project has contributed to increased awareness. Yes, now I check due dates maybe once per week, so that I’m able to make plans. [Female student, 23 years, on experiences from TotalCtrl]

However, several shortcomings and a potential for improvements of the apps were identified. The lack of consumer focus by the TGTG, mainly about reducing food waste at the producer level, was mentioned by most. The TotalCtrl, by contrast, was better suited for the consumer needs and included more functions. But one clear limitation was the lack of prize information, and as such, no function could help consumers in getting control over the budget or expenses. Furthermore, a small database and a slow development and update process were mentioned. The function with the barcode scanning first brought excitement, being automatic and quick, but later caused frustrations. These experiences also resulted in some ideas for improvement.

The app is so...manually. When I tried to scan an item, the database was not big enough and it did not recognize the item, so therefor I had to type it in again, and then I also had to type in about expiration date, and sometimes you pick up an orange, and the...the item don’t have any given expiration date, right? [Female student, 27 years, on experiences from TotalCtrl]

It did not give me any good overview. I think it took too much time to register (manually) in the app-fridge. And then I had to make sure I updated it...like if I ate something, then I had to update that it’s no longer in the fridge. Just like that – it just became too much work, by something that should be very simple. [Female student, 22 years, on experiences from TotalCtrl]

I think maybe what could have made the function [barcode scanning] even better, would be that the scans I make of new items, like a box of macaroni, will automatically enter a database. Then when the next person scans this same barcode, there will appear notice that I know something about it. Yes, so everyone in a way helps to expand the data base with different items. [Male student, 29 years, on experiences from TotalCtrl]

If you have registered what you have in the fridge and in the freezer, and if you find a recipe in the app, then it automatically knows that you have four items from the recipe in the fridge, so that it does not add them to the shopping list, for example. [Male student, 29 years, on experiences from TotalCtrl]

There are still some challenges that are difficult to resolve when it comes to the app initiatives for reducing personal food waste. Potentially this can be solved by adding a reminder function that notifies if food items have not been in use after being placed in the food stock.

I thought the app would be smart and estimate time left for an item for me, but it did not. Like, I bought one kilo of avocados and left them in the fridge, and I did not remember about them, and they got rotten. So, I don’t think its really helpful in the case of...
reducing food waste. [Female student, 27 years, on experiences from TotalCtrl]

Effects From Use of Digital Apps

There was no statistically significant change in the healthy diet index score in the group, with a mean change of –0.24 (SD 0.43; \( P = 0.24 \)) from pre- to posttrial (Figure 2A). The individual changes point toward some different personal experiences (Figure 2B), but overall with small effects. There were few students consuming fish, at least on a regular basis, and among the 3 students reporting regular intake of fruits and vegetables, portions of 1-3 per day were most typical. While 2 participants were concerned about doing their own cooking, the sample in general was characterized by high consumption of take-away foods.

There was no significant reduction in food waste in the whole group of students (Figure 3A): mean change 0.81 (SD 1.5) kg (\( P = 0.13 \)). One student specifically experienced a large positive effect on food waste reduction during the trial, but the remaining students revealed negligible effects (Figure 3B).

There were no statistically significant differences in food expenses from before to after the app trials (Figure 4A): mean change 47.5 (SD 416.9) NOK or US $4.8 (SD US $42.5; \( P = 0.39 \)). The lack of change was seen as a result from half increasing their spending and half decreasing their spending (Figure 4B).

Figure 2. The healthy diet index (HDI). Panel A illustrates the group mean (StD) total score in HDI (ranging from 0-5, with higher scoring indicating more healthy diets) before (pre) and after (post) trials with the two digital apps; and panel B illustrates the individual changes in HDI per student. Stud: student.

Figure 3. The mean food waste before and after app-trials. Panel A illustrates the group mean (StD) total food waste before (pre) and after (post) trials with the two digital apps; and panel B illustrates the individual changes per student. Stud: student.
Discussion

Principal Findings
This pilot intervention study evaluated the experiences of using smartphone apps designed to reduce food waste and financial food spending, and whether such apps could result in measurable changes, including an improved diet quality, among students. The main findings were that the apps increased awareness on food waste, but that they neither reduced food waste or financial expenses on food, nor improved healthy eating. Experiences from using the apps point toward a need to increase automatic operations and reminder functions, and increased attention to the needs of the personal consumer.

As much as students are aware of global climate issues, and truly engage in improving these, the immediate need to safeguard personal health and financial situation seems to overshadow the commitment to the environment. This does not imply an ignorance of the global perspective, rather they need to cope with their own situation before finding the capacity to focus on a broader perspective. With apps promoted to embrace both perspectives, there is a low barrier to engage. However, as long as the apps are more concerned about the producers’ interests than the consumers’ interests, the engagement and interest from the consumer may be short lived.

The affordable offers in these less-food-waste apps may actually conquer the objective of gaining control over personal health, which may be seen as a consequence when apps are primarily designed to match the interests of the producers and wholesalers. Young adults, such as students, are in situations that may cause more awareness about the relationship between behavior and health. This may simply be trying to live on their own for the first time, establishing a personal lifestyle behavior, or because moving to new places means large changes in (food) culture. If there is an increased awareness on how foods impact our health, commercial initiatives on reducing food waste may actually be counterproductive, specifically as long as the apps are predominantly designed for the producers’ interests.

One important finding from this study is what emerges as the main determinant for efforts in reducing food waste, whether it is on the personal level or the producer’s level. Although concerns on the environmental impact of food waste are real, the motivation and willingness to engage depend on the experienced economic outcomes. While the apps are designed from the producer’s perspective, that is, reducing food waste in store by offering last-minute offers, thus ensuring some income for the producer, the food waste in a wider perspective is not reduced. The customer may first be motivated by the initiative from these apps; users can contribute to less food waste while having edibles at a reduced price. However, when the edibles are foods they originally did not want or need, they realize that personal money is spent on unnecessary expenses and food waste is simply replaced from the producer level to the consumer level. Less food waste does not seem to be realized based on pure idealism, but must include an individual profit impacting individual resources if the parts are to engage.

Comparison With Prior Work
Our findings, pointing to a need for personal reward, have previously been highlighted as important for successful behavioral changes and from app use specifically [17]. The experience of personal reward, being financial or other forms of profit (e.g., attaining goods or improving health) after making personal efforts, is specifically reinforcing for the motivation to engage in a specific behavior. Self-monitoring is regarded as one of the most effective measures for behavioral change, as it brings alertness on effects from personal behavior, thereby enhancing commitment [17,25]. The feeling of reward is easily attainable when the efforts have been registered and measured, and such apps may aid in performing self-monitoring.

The students in this study had different experiences from the 2 apps in the trials, but most agreed that manual work and complex tasks reduced their interest to engage with the app. The lack of long-term compliance in the use of apps has previously been highlighted, and too much manual work was mentioned as one important limitation [26]. Some also mentioned the desire for more personalized content, like an opportunity to register specific dietary considerations to have more personalized offers and content in the apps. Besides the preference for automatic functions and personalized content, there was the need for reminders (e.g., for the content in food stock getting close to the expiry date). These findings confirm previous literature reviews on the necessary functions of apps [17]. The apps did increase the awareness on global food waste, self-monitoring of food consumption, food waste registration, insight into the potential for health improvements, economical savings, and personal responsibility for reducing food waste. This points to the
potential for many personal and global beneficial outcomes, although the interests for engagement with such apps first need to be triggered. Underlying previous findings, education about consequences of wasting food and experiencing a joint commitment from the society may be important triggers [11]. But as previously reported, busy periods, such as those during examinations, experienced by students mean less motivation to engage, if reducing food waste means extra personal efforts (eg, manual work in the apps, needing to visit the stores at specific times to have the affordable offers, or cooking) [11,12].

Limitations
The strengths of this pilot study are the use of weighed food and waste records before and after the trials, and the precise registrations of expenses by registration of all receipts. Further ensuring the credibility and generalization of the current findings is the inclusion of students of both sexes, from different study programs, and with different experiences in food registration and food waste engagement. The study also contributes with data on the content, usability, and efficacy of commercial apps, thus informing professionals in making more targeting apps [22].

Limiting the generalizability of our findings are the small group of participants and the use of only 2 apps. Nevertheless, referring to a previous review of available apps designed to reduce food waste, only 11 were identified, and findings on user satisfaction were in line with those currently reported [17]. Importantly, the financial reward that the students received from participating in this study may have shaped the outcome of this study; rewards such as financial savings are important in motivating individuals to achieve reduction in food waste. Still, financial initiatives are commonly used as recruitment strategy in studies, and students are specifically concerned about their restricted economy, which naturally results in the preoccupation of or priority of saving money. Finally, of specific importance relating to the lack of quantifiable effects from this trial is the fact that students were facing their examination period during the posttrial measurements. Hence, most students said they did not have time to engage with app offers and recommendations, or do cooking or think of economical savings, and as such ate much take-away and on-the-go foods.

Conclusion
Our findings suggest that apps designed to reduce food waste must combine the personal interests by the consumer (ie, economy, health, not too complex or detailed functions, and less manual operations) with the interest of the producers/wholesaler (economy). A frequent update on foods within the app database, inclusion of new providers, and maintenance and development of operating functions are important efforts from the app providers. Embracing these needs and perspective may better contribute to a total, global enhanced utilization of edible resources, and as such reduces food waste. Further prospective studies need to be conducted, preferably with different population samples, to examine whether apps designed to reduce food waste truly do have any beneficial effects.
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Abstract

Background: Addiction is a worldwide problem with major health complications. Despite intensive treatment, relapse rates remain high. The prevalence of cognitive impairment is high in patients with substance use disorders (SUDs) and is associated with treatment dropout and relapse. Evidence indicates that cognitive function training in persons with SUDs may support treatment. Therefore, the use of web-based tools to test and train cognitive functions is of increasing interest.

Objective: The goal of this study was to determine the feasibility and acceptability of a serious gaming smartphone app to test and train cognitive functions in addition to the treatment of SUDs.

Methods: A prospective observational study was conducted with 229 patients seeking addiction treatment. The patients were offered 2 smartphone apps in addition to regular care: MyCognition Quotient (MyCQ) assessed cognitive functions and AquaSnap trained these functions. The feasibility was determined based on acceptance rates. The acceptability of the smartphone apps was qualitatively analyzed based on the answers to a questionnaire. Patient characteristics were compared between patients who played and did not play smartphone games. Explorative correlation analyses were performed between the playing time and cognitive assessment scores.

Results: Of the 229 patients who were offered the apps, 110 completed the MyCQ assessment, and 59 started playing AquaSnap, yielding acceptance rates of 48.0% and 25.8%, respectively. The group that completed the MyCQ assessment was significantly more educated than the group that did not download the apps ($\chi^2=7.3; P=.03$). The education level did not differ significantly between the group that played AquaSnap and the group that did not ($P=.06$). There were relatively more women in the AquaSnap playing group than in the nonplaying group ($\chi^2=6.5; P=.01$). The groups did not differ in terms of age, substance use, treatment setting, mood, or quality of life. With respect to acceptability, 83% (38/46) of the patients who filled out the questionnaire enjoyed taking the MyCQ measurement, whereas 41% (14/34) enjoyed playing the AquaSnap game. Furthermore, 76% (35/46) and 68% (23/34) rated the apps MyCQ and AquaSnap, respectively, as easy. More playing minutes was associated with decreased working memory reaction time and executive functioning accuracy.

Conclusions: Our study showed that the use of a smartphone app for cognitive assessment in patients with SUDs who are interested and highly educated is feasible and acceptable for the subgroup that was asked to fill out a perception questionnaire. However, the use of a smartphone app for cognitive training was less feasible for this group of patients. Improvement of the training application and enhancement of the motivation of clients are needed. Despite these limitations, the present results provide...
support for future research investigating the use of smartphone apps for cognitive assessment and training in relation to the treatment of SUDs.

*(JMIR Form Res 2022;6(9):e34159) doi:10.2196/34159*
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**Introduction**

**Background**

Worldwide, approximately 269 million people used drugs in 2018 (World Drug Report 2020, United Nations Office on Drugs and Crime), and among them, an estimated 35.6 million people had substance use disorders (SUDs). Approximately 12.5%, that is, 4.5 million people with SUDs received treatment. A common intervention is psychological therapy, such as cognitive behavioral therapy, motivational interviewing, and contingency management [1,2], often in combination with medications. Although there is evidence that these interventions are effective [1,2], relapse rates remain high [3], and approximately half of the patients treated for SUDs relapse within 1 year after treatment [4]. Dropout is a predictor of relapse [5], with nearly one-third of the patients dropping out of psychosocial SUDs treatment [6]. One of the risk factors for dropout from treatment is the presence of cognitive deficits [7]. Moreover, cognitive impairment is associated with an increased chance of addiction relapse [8,9], even after recovery from SUDs [10]. Bruijn et al [11] showed that cognitive impairment was present in 31% of patients with SUDs who presented for treatment. Substance use can impair executive functioning, such as decision-making, flexibility, planning, and inhibition [12], and in addition, weaker executive functions have been related to the development of addictive disorders (eg. [13,14]). Depending on the substance abused, specific cognitive functions may be affected [12,15,16]. Moreover, different cognitive impairments predict relapse, and training could be aimed at improving those cognitive functions [10].

Early detection of cognitive impairment in addiction care is of clinical importance, because cognitive training can be provided in time to optimize addiction treatment. A combination of behavioral therapy and cognitive training may improve treatment outcomes [17]. Preliminary evidence shows promising results for cognitive training in addiction treatment [18]. A recent review article supported the usefulness of structured cognitive training programs in addition to conventional addiction treatment to improve cognitive performance in patients with SUDs; however, a limited number of studies have also evaluated SUD clinical outcomes, such as substance reduction or relapse prevention [9]. Improved cognitive functioning can lead to better social inclusion and support [19].

The content, methods, and applications of cognitive assessments vary widely, and the requirement for specialist supervision is time consuming and expensive. In the search for cheaper and more efficient methods, mobile apps are of increasing interest. Mobile apps have good accessibility and low costs and can be used to monitor and potentially improve mental health [20].

Previous research in adolescents who abused alcohol showed a significant improvement in behavioral control in adolescents who were trained with a serious game based on a stop-signal paradigm [21]. In addition, improvement in frontal cognitive functioning after training with a serious game was found in patients undergoing alcohol rehabilitation [22]. Another study in male Veterans with alcohol use disorder suggests that serious games that emphasize relapse prevention intervention techniques have positive effects on self-reported ratings of alcohol dependence, alcohol craving, and self-efficacy [23]. In a study of patients dependent on heroin, undergoing methadone maintenance treatment, a serious game was used in the treatment program, but because of the small sample size, it was uncertain whether the improvement at follow-up was due to the cognitive intervention [24].

**Objectives**

A web-based tool that can be run on a smartphone, MyCognition Quotient (MyCQ), was developed to quickly and easily assess the broad cognitive status of patients. The app was validated in patients with obsessive-compulsive disorder, schizophrenia, and major depressive disorder [25]. MyCQ is used in unison with a web-based training application AquaSnap, where it tracks progress and determines which cognitive domains require the most training. Recently, the beneficial effects of the training application AquaSnap on the perception of subjective cognitive functioning were found in a group of patients with breast cancer [26]. It is of great value to investigate whether these 2 applications are useful in patients with SUDs. As advised by the National Institute of Health Research, this study focused on the feasibility of such a study [27]. As these smartphone apps have not yet been studied for the treatment of addiction, their compliance and acceptability are not known. Therefore, this study examined the feasibility and acceptability of these apps in a group of patients with SUDs in an addiction treatment setting. The association between playing time and cognitive functioning was explored in patients who used the cognitive training application.

**Methods**

**Ethics Approval**

This study was categorized as not subject to the Medical Research Involving Humans Subjects Act (Wet Medisch-wetenschappelijk Onderzoek met mensen) by the Medical Ethics Committee of the Amsterdam University Medical Centers. Informed consent was obtained from all participants before the start of the study, and the study was performed in accordance with the Declaration of Helsinki.
Study Settings and Design

In a prospective study, the feasibility of implementing serious games in addition to addiction care was investigated. The target population was patients seeking treatment in an addiction-treatment center, Jellinek, Amsterdam, comprising an outpatient and inpatient facility, including a detoxification facility. Treatment was voluntary, and the patients and participants could stop treatment at any time. Convenience sampling was used to recruit patients.

Participants

Participants were recruited between April 2019 and June 2020. Patients starting cognitive behavioral therapy or acceptance and commitment therapy at the detoxification, inpatient, or outpatient units were informed regarding the study through leaflets and presentations. Interested patients could participate in the study if they fulfilled the criteria of substance use or gambling disorder according to the Diagnostic and Statistical Manual of Mental Disorders—Fifth Edition, were aged between 18 and 75 years, could read Dutch or English, and were capable of using a smartphone. Patients were excluded if they were addicted to gaming or gambling on their smartphones or the internet.

Measures

Patient Characteristics

Demographic and clinical characteristics of the participants were collected (age, gender, highest level of education, substance use, and current addiction treatment):

- Measurements in the Addictions for Triage and Evaluation [28] was administered to collect information on substance use and SUDs in the past month and lifetime.
- The 21-item Depression Anxiety Stress Scale (DASS) was used to measure depression, anxiety, and stress [29-31]. The DASS-21 is a self-report questionnaire consisting of 21 items, with 7 items per subscale: depression, anxiety, and stress. Patients were asked to score every item on a scale from 0 (did not apply to me at all) to 3 (applied to me very much). Sum scores were computed by summing the scores on the items per scale and multiplying them by a factor of 2. Sum scores for the total DASS range between 0 and 120, and those for each of the subscales may range between 0 and 42.
- The Manchester Short Assessment of Quality of Life (MANSA) questionnaire was administered to measure quality of life [32]. The questionnaire contained 12 questions about satisfaction with life as a whole, including occupational status (eg, job and sheltered employment), financial situation, number and quality of friendships, leisure activities, accommodation, personal safety, people with whom the patient lives (or living alone), sex life, relationship with family, physical health, and mental health. Satisfaction was rated on a 7-point scale (1=negative extreme; 7=positive extreme).

Intervention

In this study, 2 smartphone apps developed by MyCognition were used. These apps are available on the web and can be used at home without the help of a trained supervisor. Figure 1 [33] shows a screenshot of these apps.

![Figure 1](https://formative.jmir.org/2022/9/e34159)

The app MyCQ assesses cognitive functioning in 5 domains: attention, processing speed, working memory, episodic memory, and executive function. Every subtest starts with a practice trial. Attention is measured using a choice reaction time test, asking the participant to tap the screen when a red dot appears. The processing speed is measured by tapping the screen when a stimulus appears. Working memory is tested using a 2-back task, where participants have to respond when a stimulus matches a picture 2 steps earlier in the sequence. Visual memory is tested by displaying a series of pictures to be remembered. Hereafter, the participant presses a button if they recognize the picture in a new list. Executive functioning is tested with a
trail-making task in which the participant has to alternately connect letters with numbers. Latency (reaction time) and accuracy (percentage correct) scores are recorded for each domain.

The second app (AquaSnap) is a videogame that improves cognitive functions and targets the 5 cognitive domains assessed by MyCQ. The training program adapts to the individual MyCQ assessment scores and AquaSnap training performance. The app consists of 7 games that each train one or more cognitive domains. In the games, the player is a submarine that dives underwater and can discover different parts of the ocean. Taking the best pictures of fish and completing missions provides the player experience and currency, which can be used to discover new areas. A detailed description can be found in the study by Domen et al [25].

Outcome Measures

Feasibility of Engagement

In this study, the apps were considered feasible if 24.8% (57/229) of the recruited patients completed the MyCQ assessment and, of these, 60% (34/57) managed to play AquaSnap for a minimum of 15 minutes [34,35].

Acceptability of the Apps

A questionnaire was administered to assess the acceptability of the 2 smartphone apps. Questions about ease of use and likeability were rated on a 5-point Likert scale, where 1=totally disagree, 2=disagree, 3=neither agree nor disagree, 4=agree, and 5=totally agree.

The use of the apps was assumed to be acceptable if at least 30% (14/46 and 10/34, respectively) of the participants who filled out the questionnaire rated the apps positively in terms of ease of use and likeability, that is, if they rated it with a score of 4 (agree) or 5 (totally agree) on a 5-point Likert scale [35].

Procedure

Participants were instructed to download the apps MyCQ and AquaSnap from the App or Play Store on their smartphone—with an information leaflet and email sent to them. Logging into the app required a log-in code that was provided by the therapist. If participants had difficulties downloading the app, the therapist helped them with it in a treatment session. All participants were allocated a participant number to be used for the app during its download, and no participant-related identifiers were captured in electronic data files. Electronic data from the smartphone app were synchronized to a password-protected cloud database. The playing time of AquaSnap and the performance of the MyCQ tests were tracked for 6 weeks. In a separate password-protected electronic data file, participant numbers were connected to electronic patient file numbers to be able to contact the participants during the study period. The participants were instructed to start with the MyCQ assessment because the AquaSnap game adapted to the MyCQ test results. Every week, if little or no activity was observed, the participant was called and, if reached, motivated to use the apps. It was advised to play the AquaSnap game for 15 minutes daily, as in previous studies, longer playing times were advised, but shorter times were played [26,36,37]. To stimulate playing the game, the participants who had played AquaSnap for >225 minutes received a €15 (US $15.30) bol.com gift card. To assess acceptability, the completion of at least one MyCQ assessment and a minimum playing time of 15 minutes on AquaSnap was set to ensure that participants had some experience in answering a questionnaire about the use of the apps. In total, 41.8% (46/110) of participants who completed an assessment and 58% (34/59) who played AquaSnap were asked to answer a questionnaire about the use of the apps, which earned them a €10 (US $10.20) gift voucher. The participants were free to stop playing the game at any moment. Because the primary aim was to assess feasibility and acceptability, no additional minimum time, besides the 15-minute limit, was used in the exploratory analyses for the effects of playing AquaSnap on cognition. Assessments of MyCQ, DASS, MANSA, and Measurements in the Addictions for Triage and Evaluation were performed at the start of the treatment and after 6 weeks.

Analyses

Data were analyzed using SPSS Statistics (version 26; IBM Corp), and the statistical significance was set at .05. The group of participants who performed at least one assessment on their smartphone and the group of participants who did not use the apps at all were compared at baseline based on age, gender, education level, substance use, DASS, MANSA, and treatment type. A t test (2-tailed) was performed for continuous variables and a chi-square test for categorical variables (or Mann-Whitney U test or Fisher exact test, respectively, as appropriate). Within the group of participants who performed at least one MyCQ assessment, the same comparisons were made between participants who played AquaSnap for at least 15 minutes and those who did not. Mann-Whitney U tests were performed to compare the baseline MyCQ scores among the groups. For the MyCQ, we considered both latency (milliseconds) and accuracy (% true) for each of the 5 cognitive domains; therefore, the P value was set at .05/2=.03.

The acceptability of the smartphone apps was qualitatively analyzed based on the answers to the questionnaires. Exploratory Spearman correlation analyses were performed between the number of playing minutes on AquaSnap and the change in scores between the first and second MyCQ measurements. For latency, the change scores were calculated by subtracting the latency (speed) in milliseconds at follow-up from the latency in milliseconds at the start. For accuracy, the change scores were calculated by subtracting the accuracy in % true at the start from the % true at the follow-up.

Results

Overview

A total of 229 patients (151/229, 65.9% men) seeking addiction treatment for SUD were interested in participating in the study and received a log-in code to use the MyCQ and AquaSnap apps. The mean patient age was 42 (SD 12.7; range 19.4-74.8) years. The patient characteristics are presented in Table 1.
<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Total</th>
<th>MyCQ</th>
<th>Non-MyCQ</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>152 (66.4)</td>
<td>75 (68.2)</td>
<td>77 (64.7)</td>
<td>.58</td>
<td>Chi-square</td>
</tr>
<tr>
<td>Female</td>
<td>77 (33.6)</td>
<td>35 (31.8)</td>
<td>42 (35.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>42.0 (12.7)</td>
<td>43.7 (12.9)</td>
<td>40.4 (12.3)</td>
<td>.06</td>
<td>Mann-Whitney</td>
<td></td>
</tr>
<tr>
<td><strong>Level of education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>20 (11.5)</td>
<td>5 (5.7)</td>
<td>15 (17.2)</td>
<td>.03&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Chi-square</td>
</tr>
<tr>
<td>Average</td>
<td>63 (36.2)</td>
<td>30 (34.5)</td>
<td>33 (37.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>91 (52.3)</td>
<td>52 (59.8)</td>
<td>39 (44.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Major substance, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol</td>
<td>101 (46.5)</td>
<td>53 (50.5)</td>
<td>48 (42.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cannabis</td>
<td>47 (21.7)</td>
<td>20 (19)</td>
<td>27 (24.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cocaine</td>
<td>24 (11.1)</td>
<td>10 (9.5)</td>
<td>14 (12.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nicotine</td>
<td>15 (6.9)</td>
<td>8 (7.6)</td>
<td>7 (6.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stimulants</td>
<td>9 (4.1)</td>
<td>2 (1.9)</td>
<td>7 (6.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sedatives</td>
<td>7 (3.2)</td>
<td>2 (1.9)</td>
<td>5 (4.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>6 (2.8)</td>
<td>5 (4.8)</td>
<td>1 (0.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gambling</td>
<td>8 (3.7)</td>
<td>5 (4.8)</td>
<td>3 (2.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Treatment setting, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Policlinic</td>
<td>96 (55.2)</td>
<td>51 (58.6)</td>
<td>45 (51.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daycare</td>
<td>41 (23.6)</td>
<td>17 (19.5)</td>
<td>24 (27.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinic</td>
<td>37 (21.3)</td>
<td>19 (21.8)</td>
<td>18 (20.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>DASS-t0&lt;sup&gt;d&lt;/sup&gt;, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>15.8 (11.2)</td>
<td>17.4 (11.7)</td>
<td>14.2 (10.4)</td>
<td>.08</td>
<td>t test (2-tailed)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>10.4 (9.1)</td>
<td>10.6 (9.6)</td>
<td>10.2 (8.5)</td>
<td>.82</td>
<td></td>
</tr>
<tr>
<td>Stress</td>
<td>15.9 (8.8)</td>
<td>16.5 (8.7)</td>
<td>15.2 (8.9)</td>
<td>.35</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>42.0 (25.8)</td>
<td>44.5 (26.9)</td>
<td>39.6 (24.7)</td>
<td>.25</td>
<td></td>
</tr>
<tr>
<td><strong>MANSA-t0&lt;sup&gt;e&lt;/sup&gt;, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>51.8 (13.3)</td>
<td>51.6 (12.9)</td>
<td>52.1 (13.7)</td>
<td>.85</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Between-group comparisons.
<sup>b</sup>Because of missing data, the n included is mentioned separately.
<sup>c</sup>Significant at .05 level
<sup>d</sup>DASS-t0: Depression Anxiety Stress Scale scores at baseline.
<sup>e</sup>MANSA-t0: Manchester Short Assessment of Quality of Life scores at baseline.

**Feasibility of Engagement**

Of the 229 recruited patients, 110 completed the MyCQ assessment, providing an acceptance rate of 48%. Of these 110 MyCQ completers, 59 (53.6%) started playing AquaSnap, which was 25.8% (59/229) of the originally recruited patients.

**Comparison of the Participants Who Performed at Least One Assessment With Those Who Did Not Download the Apps**

Of the patients who received a log-in code, 48% (110/229) downloaded the MyCQ app and completed at least one assessment. The group of 110 persons who completed the assessment did not differ in age, gender distribution, substance use, treatment setting, DASS, or MANSA scores from the 119 persons who did not download the apps (Table 1). The group
that completed the assessment was significantly more educated than the group that did not download the apps ($\chi^2 = 7.3; P = .03$).

**Comparison Within the MyCQ User Group Between AquaSnap Players and Nonplayers**

In total, 59 participants played AquaSnap for a minimum of 15 (mean 194, SD 265, range 15-1032) minutes. They did not differ from the 51 participants who did not play AquaSnap in terms of age, substance use, treatment setting, DASS, or MANSA scores (Table 2). There were significantly more women (25/59, 42%) in the AquaSnap group than in the non-AquaSnap group (10/51, 20%; $\chi^2 = 6.5; P = .01$). The educational level did not differ significantly between the AquaSnap and non-AquaSnap groups ($\chi^2_2 = 5.6; P = .06$). Baseline MyCQ scores did not differ between AquaSnap players and nonplayers (Table 3), except for episodic memory accuracy ($U = 1086; P = .01$), which was better for AquaSnap players than for nonplayers.

**Table 2.** Patient characteristics of the participants who used the MyCognition Quotient app and per those who used and did not use the AquaSnap app.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Total</th>
<th>AquaSnap</th>
<th>Non-AquaSnap</th>
<th>$P$ value$^a$</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>110$^b$ (100)</td>
<td>59 (100)</td>
<td>51 (100)</td>
<td>.01</td>
<td>Chi-square</td>
</tr>
<tr>
<td>Female</td>
<td>75 (68.2)</td>
<td>34 (57.6)</td>
<td>41 (80.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>43.7 (12.9)</td>
<td>44.8 (12.4)</td>
<td>42.6 (13.5)</td>
<td>.27</td>
<td>Mann-Whitney</td>
</tr>
<tr>
<td>Average</td>
<td>87 (100)</td>
<td>46 (100)</td>
<td>41 (100)</td>
<td>.06</td>
<td>Chi-square</td>
</tr>
<tr>
<td>High</td>
<td>5 (5.7)</td>
<td>4 (8.7)</td>
<td>1 (2.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Level of education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>52 (39.8)</td>
<td>57 (100)</td>
<td>48 (100)</td>
<td>.29</td>
<td>Chi-square</td>
</tr>
<tr>
<td>Average</td>
<td>21 (51.2)</td>
<td>5 (10.4)</td>
<td>3 (6.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>105 (100)</td>
<td>53 (50.5)</td>
<td>29 (50.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Major substance, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol</td>
<td>20 (19)</td>
<td>12 (21.1)</td>
<td>8 (16.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cannabis</td>
<td>53 (50.5)</td>
<td>29 (50.9)</td>
<td>24 (50)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cocaine</td>
<td>24 (50)</td>
<td>12 (21.1)</td>
<td>8 (16.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em><em>DASS-t0</em>, mean (SD)</em>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>51 (58.6)</td>
<td>30 (65.2)</td>
<td>21 (51.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td>17 (19.5)</td>
<td>8 (17.4)</td>
<td>9 (22)</td>
<td>.25</td>
<td>Mann-Whitney</td>
</tr>
<tr>
<td>Stress</td>
<td>19 (21.8)</td>
<td>8 (17.4)</td>
<td>11 (26.8)</td>
<td>.70</td>
<td>Mann-Whitney</td>
</tr>
<tr>
<td>Total</td>
<td>44.5 (26.9)</td>
<td>46 (27.1)</td>
<td>42.4 (26.7)</td>
<td>.58</td>
<td>Mann-Whitney</td>
</tr>
<tr>
<td><em><em>MANSA-t0</em>, mean (SD)</em>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>69 (100)</td>
<td>40 (100)</td>
<td>29 (100)</td>
<td>.35</td>
<td>Mann-Whitney</td>
</tr>
<tr>
<td>Anxiety</td>
<td>51.6 (12.9)</td>
<td>50.4 (12.6)</td>
<td>53.3 (13.5)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$Between-group comparisons.

$^b$Because of missing data, the n included is mentioned separately.

$^c$DASS-t0: Depression Anxiety Stress Scale scores at baseline.

$^d$MANSA-t0: Manchester Short Assessment of Quality of Life scores at baseline.
Table 3. Mann-Whitney U test results for the comparison of baseline MyCognition Quotient (MyCQ) scores between participants who used and did not use AquaSnap.

<table>
<thead>
<tr>
<th>MyCQ assessment</th>
<th>AquaSnap (n=59, mean (SD))</th>
<th>Non-AquaSnap (n=50, mean (SD))</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attention latency&lt;sup&gt;b&lt;/sup&gt;</td>
<td>516 (106)</td>
<td>515 (139)</td>
<td>.89</td>
</tr>
<tr>
<td>Attention accuracy&lt;sup&gt;c&lt;/sup&gt;</td>
<td>95 (10)</td>
<td>93 (17)</td>
<td>.69</td>
</tr>
<tr>
<td>Processing speed latency</td>
<td>362 (70)</td>
<td>356 (75)</td>
<td>.94</td>
</tr>
<tr>
<td>Processing speed accuracy</td>
<td>96 (5)</td>
<td>93 (17)</td>
<td>.22</td>
</tr>
<tr>
<td>Working memory latency</td>
<td>1312 (403)</td>
<td>1283 (444)</td>
<td>.58</td>
</tr>
<tr>
<td>Working memory accuracy</td>
<td>89 (14)</td>
<td>87 (15)</td>
<td>.41</td>
</tr>
<tr>
<td>Episodic memory latency</td>
<td>1128 (205)</td>
<td>1202 (428)</td>
<td>.56</td>
</tr>
<tr>
<td>Episodic memory accuracy</td>
<td>92 (7)</td>
<td>89 (8)</td>
<td>.01&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Executive functioning latency</td>
<td>1417 (1298)</td>
<td>1716 (1535)</td>
<td>.16</td>
</tr>
<tr>
<td>Executive functioning accuracy</td>
<td>91 (14)</td>
<td>89 (16)</td>
<td>.21</td>
</tr>
</tbody>
</table>

<sup>a</sup>Owing to missing data for the subtest attention, n was 54 and 47, respectively.
<sup>b</sup>Latency in milliseconds.
<sup>c</sup>Accuracy in % true.
<sup>d</sup>This correlation was significant at the .03 level.

Acceptability of the Apps

Of the 110 participants who performed the MyCQ assessment, 46 (41.8%) were asked to complete a questionnaire on the acceptability of the MyCQ assessment (Table 4). Of the 46 participants who completed the assessment, 38 (83%) enjoyed taking it, whereas only 3 (7%) disliked it. The majority (35/46, 76%) rated the app as easy. Furthermore, 74% (34/46) believed that the app provided insight into their brain functions. Half (23/46, 50%) of the participants who completed the questionnaire did not believe that the MyCQ assessments contributed to their addiction treatment and did not continue taking the measurements after finishing their treatment.

Table 4. Frequencies (%) perception questionnaire regarding serious gaming apps.

<table>
<thead>
<tr>
<th>MyCQ&lt;sup&gt;b&lt;/sup&gt; assessment (n=46)</th>
<th>Ratings&lt;sup&gt;a&lt;/sup&gt;, n (%)</th>
<th>Value, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Did you like the MyCQ task?</td>
<td>1 (2)</td>
<td>10 (22)</td>
</tr>
<tr>
<td>2. Did the MyCQ task contribute to your addiction treatment?</td>
<td>13 (28)</td>
<td>10 (22)</td>
</tr>
<tr>
<td>3. Did the MyCQ task provide insight into your brain functions?</td>
<td>4 (9)</td>
<td>3 (7)</td>
</tr>
<tr>
<td>4. Would you continue with MyCQ after your treatment?</td>
<td>15 (33)</td>
<td>10 (22)</td>
</tr>
<tr>
<td>5. Was MyCQ easy in use?</td>
<td>1 (2)</td>
<td>6 (13)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AquaSnap (n=34)</th>
<th>Ratings&lt;sup&gt;a&lt;/sup&gt;, n (%)</th>
<th>Value, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Did you like the AquaSnap game?</td>
<td>1 (3)</td>
<td>8 (24)</td>
</tr>
<tr>
<td>2. Do you think your brain functions are improved by playing AquaSnap?</td>
<td>4 (12)</td>
<td>7 (21)</td>
</tr>
<tr>
<td>3. Did AquaSnap contribute to your addiction treatment?</td>
<td>9 (27)</td>
<td>5 (15)</td>
</tr>
<tr>
<td>4. Did playing AquaSnap help you better manage your addiction?</td>
<td>11 (32)</td>
<td>11 (32)</td>
</tr>
<tr>
<td>5. Do you think the chance to relapse have diminished through AquaSnap?</td>
<td>13 (38)</td>
<td>7 (21)</td>
</tr>
<tr>
<td>6. Would you continue with AquaSnap after your treatment?</td>
<td>11 (32)</td>
<td>5 (15)</td>
</tr>
<tr>
<td>7. Did you find AquaSnap easy in use?</td>
<td>1 (3)</td>
<td>6 (18)</td>
</tr>
</tbody>
</table>

<sup>a</sup>1=totally disagree, 2=disagree, 3=neither agree nor disagree, 4=agree, and 5=totally agree.
<sup>b</sup>MyCQ: MyCognition Quotient.
Of the 59 participants who played AquaSnap for at least 15 minutes, 34 (58%) completed a questionnaire on the acceptability of the AquaSnap app. Almost half (16/34, 47%) of the participants believed that playing the game improved their brain functions. The majority (23/34, 68%) rated the app as easy. Furthermore, 41% (14/34) of the participants enjoyed playing the game, whereas 35% (12/34) did not like it. Moreover, 35% (12/34) of the participants who completed the questionnaire believed that playing AquaSnap contributed to their addiction treatment, and 30% (10/34) stated that they would continue playing the game after finishing the treatment. The app’s ratings positively correlated with the number of minutes played (Table 5).

Table 5. Spearman ρ correlations between the number of playing minutes with AquaSnap and AquaSnap ratings (n=34).

<table>
<thead>
<tr>
<th>AquaSnap questionsa</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>ρ</td>
<td>0.8</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>−0.02</td>
</tr>
<tr>
<td>P value (2-tailed)</td>
<td>&lt;.001</td>
<td>.002</td>
<td>.001</td>
<td>.008</td>
<td>.005</td>
<td>.004</td>
<td>.93</td>
</tr>
</tbody>
</table>

aSee Table 4.

### Explorative Analyses Effectiveness AquaSnap

The MyCQ assessment scores and AquaSnap playing time were inspected for outliers using box plots. In total, 4 MyCQ data points were missing for the cognitive domain attention, and 2 were missing for processing speed, most likely because of technical failure.

The number of minutes played with AquaSnap correlated with the change in working memory latency time between the first and second MyCQ assessments; more playing minutes were associated with a decrease in working memory reaction time (Spearman ρ=0.4; P=.01). An increase in AquaSnap playing minutes was associated with a decrease in executive functioning accuracy between the first and second MyCQ assessments (Spearman ρ=−0.3; P=.02). No other significant correlations were observed between the first and second assessments (Table 6).

Table 6. Spearman ρ correlations between the number of playing minutes with AquaSnap and change scoresb between the first (T1) and second (T2) MyCognition Quotient (MyCQ) assessments.

<table>
<thead>
<tr>
<th>Attention latency</th>
<th>Attention accuracy</th>
<th>Processing speed latency</th>
<th>Processing speed accuracy</th>
<th>Working memory latency</th>
<th>Working memory accuracy</th>
<th>Episodic memory latency</th>
<th>Episodic memory accuracy</th>
<th>Executive functioning latency</th>
<th>Executive functioning accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>42</td>
<td>42</td>
<td>44</td>
<td>44</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>ρ</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>−0.1</td>
<td>0.4b</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>−0.2</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.05</td>
<td>&lt;.05</td>
<td>&gt;.05</td>
<td>&lt;.05</td>
<td>&lt;.05</td>
<td>&lt;.05</td>
<td>&lt;.05</td>
<td>&lt;.05</td>
<td>&gt;.05</td>
</tr>
</tbody>
</table>

aLatency (speed in milliseconds) change scores T1 minus T2; accuracy (% true) change scores T2 minus T1.

bCorrelation is significant at the .03 level (2-tailed).

### Discussion

**Principal Findings**

This study investigated the feasibility and acceptability of 2 serious gaming smartphone apps in a group of patients with a SUD in an addiction treatment setting. Both the MyCQ assessment and AquaSnap cognitive training apps were offered in addition to regular addiction care. This study showed that the use of MyCQ is feasible among patients with SUDs who are interested and highly educated. Approximately half of the interested patients actually used MyCQ. However, the feasibility of using the AquaSnap training app was lower with only 25.8% (59/229) of the initially interested patients. This percentage is lower than that in a recent study of patients with SUD on the feasibility of a smartphone attention bias app. Zhang et al [35] investigated the use of an attention bias modification app on a smartphone in 40 inpatients with SUD (predominantly opioid use disorder) and found 75% acceptance and 63% adherence rates. It is important to note that the study by Zhang et al [35] was conducted in a group of inpatients admitted for rehabilitation and lasted only a week. This is in contrast to this study, in which both inpatients and outpatients were included, who were followed up for 6 weeks. Moreover, participation in this study was entirely voluntary, and participants could stop at any time; therefore, adherence is expected to be higher when implemented as a regular part of treatment.

Highly educated patients were more likely to start using MyCQ. This finding can be partly explained by the fact that highly educated patients are more familiar with scientific research [38]. In addition, highly educated people have better executive functions [39], suggesting that they are better at organizing, staying focused, and exerting self-control [40]. These characteristics promote participation in voluntary studies such as this one. More women than men played the AquaSnap training app. This may indicate volunteer bias [41], although we found no such bias in initial participation in the MyCQ assessment.

Regarding acceptability, our study showed mixed results. The MyCQ assessment can be defined as acceptable for the group we found no such bias in initial participation in the MyCQ assessment.
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likable, respectively. Although the AquaSnap game was rated as easy by 68% (23/34) of the participants, only 41% (14/34) enjoyed playing the game. A large majority (34/46, 74%) believed that MyCQ provided insight into their brain functions, whereas only half (16/34, 47%) of the participants believed that playing AquaSnap improved their brain functions. Only 15% (5/34) believed that playing the AquaSnap helped them manage their addiction, which is much lower than the 36% found in the study by Zhang et al [35]. One reason may be that the game used in this study (clicking photographs of fishes) was perceived as less relevant to the addiction problem than the game used in a study by Zhang et al [35] (pushing away substance-related pictures).

The AquaSnap app rating was positively correlated with the number of minutes played (Spearman \( \rho \) ranging from 0.5 to 0.7; \( P < .05 \)). It is possible that the participants played more because they liked the game better, but it could also be that they liked the game better because they played more.

Exploratory analysis showed that more playing minutes on AquaSnap was related to shorter reaction times in the domain of working memory but more errors in the domain of executive functioning, as measured by the MyCQ assessment. These associations could be due to factors other than playing the game, such as changes in substance use or the length of substance abstinence. Moreover, the divergent validity of working memory and executive functioning tasks in MyCQ was found to be limited [25]. Therefore, these results should be interpreted with caution.

**Strengths and Limitations**

A strength of this study is that it had a naturalistic design and was conducted within regular addiction care, with the feasibility of using a smartphone app investigated in both outpatient and inpatient addiction settings. Patients can play serious games in their own environments at times of their choice. Thus, the ecological validity of this study was high. Participation was low threshold, it took little effort to use the apps, and there were no use restrictions, which increased the number of participants and thus the reliability of the data. Furthermore, this study evaluated the opinions of patients on 2 different smartphone apps, both pertaining to cognitive assessment and cognitive training, providing relevant information for clinical practice.

This study has some limitations. The disadvantage of using a naturalistic design is that there is no standardized implementation of the apps. The circumstances under which the apps were used may have differed, because participants could decide when and where they wanted to use the apps. Furthermore, in addition to the advantages of accessibility, the use of personal phones has several potential complications, such as differences in screen size and processing capacity and speed.

In this study, we defined the recruited population as patients interested in participating. However, we do not know exactly how much of the total population was informed about the study. We know that 41.9% (78/186) of the informed inpatients have participated, but data on this are lacking for the outpatient population. Nevertheless, the participants were comparable with the total population in this department in the year of recruitment in terms of age, primary SUD, gender, mood, and quality of life. In addition, there was high variability between the participants in terms of the time they spent playing AquaSnap. This hampered the interpretation of the results. Moreover, because participation was voluntary and not an integral part of usual care, adherence rates were low. It is already difficult to monitor addictive patients, because the overall no-shows and dropout rates are known to be high [7]. Another potential confounding factor that we did not measure was a potential difference in familiarity with mobile technology [42]. This may have induced a higher selection of participants with better technological skills, which may have resulted in a more positive evaluation of the apps due to the overinclusion of participants with higher technology readiness.

**Recommendations for Future Research**

Future research should include and evaluate the use of smartphone apps as an integral part of usual care. Thus, adherence can be monitored more closely, and there is a greater chance that more people with a lower education level will participate. In addition, patients should be encouraged to train more intensively. More intensive cognitive training has shown positive effects on working memory and alcohol consumption [43,44]. Although the acceptability of the MyCQ assessment was good, the acceptability of the training app AquaSnap was lower. For future research, this app should be made more attractive, or an alternative serious game should be chosen that is also more in line with the addiction problem in terms of content. One of our findings was that the group of patients who used the apps had a higher education level than the group that did not start using the apps. Thus, for feasibility in future studies, attention needs to be paid to engaging patients with different educational levels. Future research using, for example, focus groups could investigate the needs and interests of patients with SUD from different educational levels for these cognitive training interventions.

In addition, it is recommended that initial work be conducted to understand the characteristics of the specific target population and their ownership of smartphone devices [42] before implementation. In clinical practice, the use of the MyCQ app has potential, given the high prevalence of cognitive impairment in this group and the advice to screen for cognitive impairment early in treatment [11]. The fact that app assessment takes an assessor less time than the classic paper-and-pencil test may result in lower costs for cognitive assessment.

**Conclusions**

In conclusion, our study shows that the use of a smartphone app for cognitive assessment in patients with SUDs who are interested and highly educated is feasible, and for the subgroup who filled out the questionnaire, it was acceptable. However, our data also highlight that the use of a smartphone app for cognitive training via serious gaming is less feasible in this group of patients. Improvement of the app and motivation of clients to increase the use of serious games is needed. Despite these limitations, the present results provide support for future research investigating the use of smartphone apps for cognitive assessment and cognitive training in relation to the treatment...
of SUD because participation and acceptability rates were sufficient.

Acknowledgments
This research was funded by a VidiI grant (91713354) from the Dutch Scientific Organization (Nederlandse Organisatie voor Wetenschappelijk Onderzoek). The authors acknowledge the contributions of the addiction care therapists, Klaas van der Spek and Noa Wielage in recruiting participants and coordinating for the project.

Authors’ Contributions
AEG conceived the study. ESR, MvH, and NG were involved in data collection. ESR and NG contributed to the data entry and coding of the initial data. TS analyzed the data. TS wrote the manuscript with contributions from ESR, MvH, NG, and AEG. All the authors have read and approved the manuscript before submission.

Conflicts of Interest
None declared.

References

https://formative.jmir.org/2022/9/e34159 JMIR Form Res 2022 | vol. 6 | iss. 9 | e34159 | p.85 (page number not for citation purposes)


Chandrashekar P. Do mental health mobile apps work: evidence and recommendations for designing high-efficacy mental health mobile apps. Mhealth 2018;4:6 [FREE Full text] [doi: 10.21037/mhealth.2018.03.02] [Medline: 29682510]


MyCognition. Welldoing. URL: https://welldoing.myognition [accessed 2022-08-09]


https://formative.jmir.org/2022/9/e34159

Abbreviations

DASS: Depression Anxiety Stress Scale
MANSA: Manchester Short Assessment of Quality of Life
MyCQ: MyCognition Quotient
SUD: substance use disorder

©Thelma Schilt, Elvira Sharine Ruijter, Nikky Godeschalk, Marit van Haaster, Anna E Goudriaan. Originally published in JMIR Formative Research (https://formative.jmir.org), 06.09.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
Transdiagnostic Internet-Delivered Cognitive Behavioral Therapy for Symptoms of Postpartum Anxiety and Depression: Feasibility Randomized Controlled Trial

Victoria Suchan¹, PhD; Vanessa Peynenburg¹, MA; David Thiessen², BSc; Marcie Nugent¹, MSW; Blake Dear³, PhD; Nickolai Titov³, PhD; Heather Hadjistavropoulos¹, PhD

¹Department of Psychology, University of Regina, Regina, SK, Canada
²Department of Mathematics and Statistics, University of Regina, Regina, SK, Canada
³eCentre Clinic, Department of Psychology, Macquarie University, Sydney, Australia

Corresponding Author:
Heather Hadjistavropoulos, PhD
Department of Psychology
University of Regina
3737 Wascana Parkway
Regina, SK, S4S 0A2
Canada
Phone: 1 306 585 5133
Email: hadjista@uregina.ca

Abstract

Background: Postpartum depression (PPD) and postpartum anxiety (PPA) are often comorbid and are associated with significant personal and economic costs. Fewer than half of the mothers experiencing PPD or PPA symptoms receive face-to-face treatment, suggesting a need for alternative delivery formats such as internet-delivered cognitive behavioral therapy (ICBT).

Objective: This pilot study aimed to examine the impact of a therapist-assisted, transdiagnostic ICBT program on symptoms of PPD and PPA, as there is only one previous study on transdiagnostic ICBT with this population, which did not include therapist assistance.

Methods: Clients endorsing the symptoms of PPD or PPA (N=63) were randomized to an 8-week transdiagnostic ICBT course (Wellbeing Course for New Moms) or to treatment as usual (TAU). Clients completed measures of depression, anxiety, stress, postnatal bonding, and relationship satisfaction, as well as measures of treatment satisfaction and therapeutic alliance, before treatment, after treatment, and at the 1-month follow-up. Outcome measures were also completed at the 6-month follow-up for clients who completed the ICBT course.

Results: Both the ICBT and TAU groups experienced statistically significant improvements over time. The ICBT group experienced larger improvements after treatment and at the 1-month follow-up on more measures than the TAU group, with medium between-group Cohen d effects on primary outcome measures for anxiety (Cohen d=0.65, 95% CI 0.13-1.17), PPD (Cohen d=0.52, 95% CI 0.01-1.04), and depression (Cohen d=0.56, 95% CI 0.05-1.08), and on secondary outcome measures of overall distress (Cohen d=0.69, 95% CI 0.17-1.21), anxiety (Cohen d=0.59, 95% CI 0.07-1.11), and stress (Cohen d=0.76, 95% CI 0.23-1.28). Time-by-group interactions for proportional reductions between groups over time were only significant after treatment and at the 1-month follow-up for the primary anxiety measure (P=.006). This study was underpowered for detecting small or medium effects. Overall, clients perceived the treatment as credible, and 95% (21/22) of the clients were satisfied with the treatment content and therapist support.

Conclusions: Findings from this pilot study provide preliminary support for transdiagnostic ICBT in treating PPD and PPA symptoms to improve access to psychological treatments.

Trial Registration: ClinicalTrials.gov NCT04012580; https://clinicaltrials.gov/ct2/show/NCT04012580

(JMIR Form Res 2022;6(9):e37216) doi:10.2196/37216
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Introduction

Background

In the period following childbirth, women are at an increased risk of experiencing depression and anxiety [1], with up to 20% of women experiencing clinical levels of symptoms [2]. To date, the vast majority of postpartum mental health research has focused on postpartum depression (PPD), leaving postpartum anxiety (PPA) poorly understood and underresearched, despite the high levels of comorbidity between these concerns [3]. The detrimental impacts associated with untreated PPD and PPA, such as impairments in mother-infant bonding [4] and infant development [5] and high economic costs [6], underscore the importance of efficacious treatment options. Cognitive behavioral therapy (CBT) has the largest evidence base for treating symptoms of PPD and PPA [7], and historically, researchers have taken a disorder-specific approach to treatment wherein they focus on a singular disorder in their trials (e.g., PPD). Unfortunately, even with effective treatment options available, less than half of the new mothers experiencing symptoms seek treatment [8] because of a myriad of barriers (e.g., childcare difficulties, time concerns, stigma, and transportation difficulties [9]). To address the gap between those who require and receive treatment, it is worthwhile to consider alternative treatment modalities such as internet-delivered CBT (ICBT).

ICBT for PPA and PPD Symptoms

In ICBT, clients work through structured web-based psychoeducational and therapeutic materials similar to what would be covered in face-to-face CBT [10]. ICBT is an effective treatment for a range of mood and anxiety disorders, yielding similar effects to face-to-face CBT [11]. The delivery of ICBT can vary across several dimensions, including the type of therapist guidance (self-guided vs therapist-assisted) and specificity of content (disorder-specific vs transdiagnostic). In a meta-analysis of ICBT for nonpostpartum clients, therapist-assisted programs were superior to self-guided programs [12]. Although a growing body of literature exists demonstrating the effectiveness of ICBT in treating symptoms of anxiety [13] and depression [14] in pregnant women, as well as depression in the postpartum period [8,15,16], there is much less research on PPA. There is only one known ICBT study that specifically recruited postpartum women experiencing anxiety [17]; unfortunately, in the treatment group, only 2 treatment participants accessed all modules, and only 17% completed posttreatment questionnaires. Although this study provides helpful information, its limitations suggest that these results should be interpreted with caution.

The other notable gap in the literature is that the research on PPA and PPD symptoms has historically been disorder specific in nature (i.e., recruiting women with, and providing interventions specifically for, PPA or PPD); however, the high rates of comorbidity between PPD and PPA symptoms [3] suggest that transdiagnostic ICBT may be particularly beneficial in addressing comorbid concerns efficiently. To date, only 1 study has used a transdiagnostic ICBT framework to address the symptoms of PPD or PPA [18]. The MUMentum Postnatal program was adapted from an existing ICBT program for adults with anxiety and depression. Adaptations included shortening the number of lessons and course duration, modifying psychoeducation throughout to be specifically relevant to postpartum concerns, and providing additional postpartum-relevant resources to accompany each lesson. The program comprised 3 core lessons tailored to new mothers. The program was intended to be completed over a span of 4 weeks and was entirely self-guided, with therapists only contacting new mothers if there were significant elevations in symptoms or suicidality. New mothers (N=87) were randomly assigned to receive either the MUMentum Postnatal program or treatment as usual (TAU). After treatment and at follow-up, new mothers assigned to the treatment group experienced larger improvements in the measures of anxiety, depression, and distress than the new mothers who received TAU. Furthermore, there were moderate but significant differences in measures of bonding and quality of life in favor of the MUMentum Postnatal program over TAU. Adherence rates were high, with 75% of the new mothers completing all 3 lessons, and new mothers were satisfied with the treatment overall. This trial provides preliminary evidence for the efficacy and acceptability of self-guided transdiagnostic ICBT for PPD and PPA. Additional research examining the inclusion of therapist assistance in transdiagnostic ICBT for PPD and PPA is warranted, given the finding that programs with therapist assistance often facilitate greater symptom reduction than self-guided programs [12].

Objectives

The aim of this pilot study, which was planned before the abovementioned study was published, was to examine the efficacy of a therapist-assisted transdiagnostic program (i.e, the Wellbeing Course for New Moms) for new mothers experiencing symptoms of PPD or PPA when delivered by a clinic specializing in the provision of ICBT and providing services on a continuous basis funded by the government. Examining the program in a routine care setting allows for greater generalizability of findings outside the initial research setting in which a program is developed [19,20]. Specifically, this study compared the effects of the Wellbeing Course for New Moms with TAU in reducing symptoms of anxiety and depression and improving new mothers’ rated stress, bonding with their infants, and relationship satisfaction. We took an approach similar to that of Loughnan et al [18], in that a pre-existing ICBT program was modified for new mothers, in this case, by adding an additional supplementary resource. The MUMentum Postnatal and Wellbeing Course for New Moms programs differ in terms of length (4 weeks vs 8 weeks), number of lessons (3 lessons vs 5 lessons), therapist support (unguided vs therapist guided), and specific outcome measures (e.g, for distress). Another objective of this study was to examine new mothers’ satisfaction with the course. The results of this study can also serve as a replication of the findings of the MUMentum Postnatal program [18], which is important for establishing the generalizability of ICBT for new mothers in different settings [21]. It was hypothesized that new mothers who received the Wellbeing Course for New Moms would show greater improvements in anxiety, depression, stress, bonding with their infants, and relationship satisfaction and that, overall, new mothers would
rate the intervention as acceptable. Given the dearth of research examining transdiagnostic ICBT tailored to new mothers, this pilot study offers important insights into how web-based interventions can help address the mental health needs of new mothers.

**Methods**

**Study Context and Design**

This pilot study was conducted through the Online Therapy Unit at the University of Regina. The Online Therapy Unit is a publicly funded specialized clinic that offers free ICBT to residents of Saskatchewan experiencing symptoms of anxiety or depression. The clients were randomized to receive the *Wellbeing Course for New Moms* or to TAU.

**Ethics Approval**

Ethics approval was obtained from the University of Regina Ethics Board (approval number: 2019-077), and the trial was registered at ClinicalTrials.gov (NCT04012580). Participants provided consent at various points during the study, including completing a consent form before filling out the web-based screening, providing verbal consent during the telephone screening, and before initiating the *Wellbeing Course for New Moms*.

**Participants and Recruitment**

Clients were recruited through web-based advertisements, presentations to health care professionals, and printed promotional materials over a span of 6 months (September 2019 to March 2020). Clients began by visiting the Online Therapy Unit website, where they completed a web-based consent form, initial eligibility questions, and a web-based screening questionnaire. To be eligible for this study, potential clients had to (1) be aged ≥18 years, (2) be female, (3) have given birth and have a child aged <1 year, (4) have a score ≥10 on the Edinburgh Postnatal Depression Scale (EPDS; [22]) or score ≥9 on the 7-item Generalized Anxiety Disorder (GAD-7) questionnaire [23], (5) be a resident of Saskatchewan, (6) be comfortable using internet, and (8) be willing to provide a medical contact as an emergency contact. Potential clients were excluded if they did not meet the abovementioned inclusion criteria or if they (1) were hospitalized in the prior year for mental health concerns or suicidality; (2) had unmanaged alcohol or drug use, mania, or psychosis; or (3) started a new psychotropic medication within the past month.

Clients who met the initial eligibility criteria completed a telephone intake interview with a doctoral student in clinical psychology (VS) or a master’s level social worker (KA). Immediately after being accepted into the trial, clients were randomly assigned to ICBT or TAU. Before recruitment for this study, the primary investigator (VS) generated a random allocation sequence using a randomized website and specified a 1:1 ratio in blocks of 50. The sequence was produced in the form of a Microsoft Excel file, which was then uploaded directly to the website hosting the web-based screening (REDCap [Research Electronic Data Capture]; Vanderbilt University). After this point, the researchers were unable to view the allocation sequence. Randomization was performed after participants were deemed eligible for this study to limit the possibility of bias in conducting the telephone screen in the event that the randomization group was known. At the end of the telephone screen, the screener informed participants of their allocation.

**Intervention**

The *Wellbeing Course for New Moms* is a transdiagnostic course based on the principles of CBT. It was adapted from the *Wellbeing Course* [24] to reflect the common concerns faced by new mothers. Clients accessed the course through the Online Therapy Unit web platform. The content of any messages and questionnaire responses were encrypted using Advanced Encryption Standard encryption with 256-bit key length. Clients completed 5 web-based lessons spanning over the course of 8 weeks, with weekly support from a therapist. The lessons resemble a Microsoft PowerPoint presentation, which participants can read through independently and move through at their own pace. Lesson 1 (1 week) provides psychoeducation about anxiety and depression in general and in postpartum populations; description of symptoms; and explanation of the relationship between unhelpful thoughts, physical symptoms, and unhelpful behaviors. Lesson 2 (2 weeks) provides information on unhelpful thoughts in relation to the CBT model and strategies for monitoring and challenging thoughts. Lesson 3 (1 week) comprises psychoeducation on physical symptoms in relation to the CBT model and strategies for managing both under- and overarousal (eg, controlled breathing). Lesson 4 (2 weeks) focuses on information related to unhelpful behaviors in relation to the CBT model and guidelines about behavioral activation and graded exposure. The fifth and final lesson (2 weeks) includes information about relapse prevention, normalization, and creation of relapse prevention plans. Each lesson includes case stories and do-it-yourself guides that were modified to be relevant to new mothers to promote the practice of strategies from the course, as well as additional resources that could be accessed at any point throughout the course (ie, assertiveness, managing beliefs, communication, mental skills, managing panic attacks, managing posttraumatic stress disorder, sleep hygiene, problem-solving and worry time, and balancing new motherhood). A new resource (ie, balancing new motherhood) was created for the purpose of this study to specifically provide information about PPD and PPA, as well as common struggles that new mothers face (eg, limited sleep, new roles, isolation, and low self-esteem). The resource was created by one of the authors (VS) and then revised before use based on feedback from the coauthor (HH), 2 psychologists with young children, and 8 mothers recruited from the community.

**Therapist Support**

All clients assigned to ICBT received weekly therapist support from a master-level, registered social worker trained in the provision of ICBT. The therapist contacted clients on the same day each week throughout the 8-week course using secure emails on the Online Therapy Unit’s platform. In this way, communication between the client and therapist was asynchronous, meaning that the sender’s message may not be
read until several days later by the receiver. Each therapist message was personalized but included several important elements: warmth and concern, feedback on symptom measures, highlighting key skills, answering client questions about the lessons, acknowledging any stated areas of difficulty, providing encouragement reinforcing progress, managing risk, and reminding clients about course instructions (see the study by Hadjistavropoulos et al [25] for more details). Phone calls were made to clients in specific cases (ie, heightened risk of suicide, significant increase in symptoms of anxiety or depression, or to clarify client concerns). The clients also received automated messages as reminders of new lessons or questionnaires to complete. Clients received an average of 9.89 (SD 1.03) messages and 1.93 (SD 1.96) phone calls from their therapists and sent an average of 4.32 (SD 5.23) messages.

**Measures**

Outcome measures were administered before treatment, after treatment, and at the 1-month follow-up. Clients who were assigned to ICBT also completed the outcome measures at the 6-month follow-up. The measures took approximately 15 minutes to complete.

**Primary Measures**

**EPDS Questionnaire**

The EPDS [22] is a psychometrically sound 10-item self-report questionnaire that assesses symptoms of depression and anxiety in new mothers. Total scores on the EPDS range from 0 to 30, with higher scores representing more severe symptoms. Consistent with previous research [17], a cutoff of ≥10 was considered suggestive of clinical levels of depressive symptoms. The α range for the EPDS in the current trial was .86 to .97.

**GAD-7 Measure**

The GAD-7 [23] is a psychometrically sound 7-item measure that assesses symptoms of generalized anxiety and has been validated in perinatal samples [26]. Total scores range from 0 to 21, with higher scores indicating more severe symptoms of generalized anxiety. A cutoff score of 9 was used, consistent with previous trials of ICBT for PPD and PPA [18]. The α range for the GAD-7 in this trial was .75 to .92.

**9-Item Patient Health Questionnaire**

The 9-item Patient Health Questionnaire (PHQ-9; [27]) is a psychometrically sound 9-item measure that assesses depressive symptoms and has been validated in postpartum populations [28]. Total scores range from 0 to 27, with higher scores indicating more severe depressive symptoms. The α range for the PHQ-9 in this trial was .67 to .90.

**Secondary Measures**

**Depression and Anxiety Stress Scale**

The 21-item Depression and Anxiety Stress Scale (DASS-21; [29]) is a psychometrically sound measure that comprises 21 items assessing 3 subscales: depression, stress, and anxiety. The range for total scores on the DASS-21 is 0 to 63, and the range for each subscale is 0 to 21, with higher scores indicating more severe symptoms. The α range for the DASS-21 in this trial was .89 to .94.

**Postnatal Bonding Questionnaire**

The Postnatal Bonding Questionnaire (PBQ; [30]) is a psychometrically sound 25-item self-report questionnaire that assesses mothers’ difficulties with bonding, rejection and anger, anxiety about care, and the risk of abuse regarding their infant. Total scores range from 0 to 125, with higher scores indicating more difficulties with postnatal bonding. The α range for the PBQ in this trial was .72 to .91.

**7-Item Dyadic Adjustment Scale**

The 7-item Dyadic Adjustment Scale (DAS-7; [31]) is a psychometrically sound 7-item measure that assesses perceived relationship quality. Total scores on the DAS-7 range from 0 to 36, with higher scores indicating greater perceived relationship quality. The α range for DAS-7 in this trial was .73 to .91.

**Treatment Satisfaction, Credibility, and Working Alliance**

**Treatment Satisfaction Questionnaire**

The Treatment Satisfaction Questionnaire (TSQ; [32]) was created by the eCentre Clinic and has been used in several ICBT studies [32]. Clients completed the TSQ after treatment regarding their satisfaction with the Wellbeing Course for New Moms. The TSQ comprises 6 questions to assess satisfaction with the treatment (very dissatisfied to very satisfied), satisfaction with the quality of the lessons and do-it-yourself guides (very dissatisfied to very satisfied), confidence in recommending the treatment to a friend (yes or no), whether the treatment was worth their time (yes or no), how participating in treatment affected their confidence to manage symptoms (greatly reduced to greatly increased), and how participating in treatment affected their motivation to seek future treatment if needed (greatly reduced to greatly increased).

**Adverse Effects Questionnaire**

After the treatment, clients were asked to indicate whether they experienced any negative effects, new psychological symptoms, or unwanted events (eg, family member death or loss of a job) during the course. If clients answered yes to these questions, they were asked to explain further. Clients were also asked to indicate whether that event negatively affected their participation, engagement, or benefit from the program.

**Credibility and Expectancy Questionnaire**

The Credibility and Expectancy Questionnaire (CEQ; [33]) comprises 6 items to assess beliefs about treatment credibility and expectancy. It was administered before treatment to both groups and after treatment to the ICBT treatment group. Total scores for each of the 2 factors (ie, credibility and expectancy) ranged from 3 to 27. The α range was .60 to .88 for the credibility scale and .70 to .84 for the expectancy scale of the CEQ.

**Working Alliance Inventory-Short Revised**

The Working Alliance Inventory-Short Revised [34] was administered to the ICBT treatment group after treatment. It comprises 12 items to assess the therapeutic relationship and 3 subscales that examine the bond between therapist and client,
agreement on goals, and agreement on tasks in therapy. Items on each of the 3 subscales can be summed to create a total subscale score ranging from 4 to 20. The 3 subscales can be summed to create a total working alliance score ranging from 20 to 60. The $\alpha$ range for the Working Alliance Inventory-Short Revised in this trial was .72 to .90.

**Health Service Use: Service Utilization Questionnaire**

All clients were asked whether they used a number of different services during the previous 8-week period at the posttreatment and 1-month follow-up (ie, medical physician, psychologist or other mental health care worker, support group, psychotropic medications, naturopathic medicine, naturopathic or homeopathic procedures, or other treatments for PPD or PPA) time points. Clients in the ICBT treatment group also received these questions at the 6-month follow-up.

**Statistical Analysis**

Descriptive statistics were calculated for demographic and clinical characteristics to summarize the sample and check for pretreatment differences between the conditions. Changes in outcome measures over time were modeled using generalized estimating equations (GEEs; [35]). For all GEE models, we used an exchangeable working correlation and robust “sandwich” estimates of SEs. Gamma distributions were used to accommodate the observed skewed responses. We used a log-link function, which leads to regression coefficients and hypothesis tests assuming that changes are proportional to pretreatment measures. Modeling changes as proportional reductions from pretreatment has been recommended to provide a better model fit and reduce measurement error.

To compare improvements from before treatment to after treatment and at the 1-month follow-up, we calculated proportional improvements from the pretreatment time point and within-group and between-group Cohen $d$ effect sizes. Proportional improvements and within-group Cohen $d$ effect sizes are also reported for the ICBT treatment group at the 6-month follow-up. Hypothesis tests of differences in improvements between groups were performed using Wald tests on the estimated time × group interaction coefficients from the GEE models.

Questionnaire completion rates were high in both groups at all observation times (Figure 1). However, ignoring missing cases can lead to an overestimation of treatment effects [36]. Therefore, we used multiple imputation to replace missing outcome measures, controlling for pretreatment symptom severity and course completion rates. In the TAU, course completion was not available; rather, we controlled for pretreatment symptom severity and whether the client accessed other mental health supports (ie, general practitioner, mental health worker, or other support groups), treating the mental health support access as a proxy measure for course engagement.
Results

Demographic and Clinical Characteristics

Over the 6-month recruitment period, 83 individuals applied to the Wellbeing Course for New Moms. Of these 83 individuals, 20 (24%) applications were considered unsuccessful for the following reasons: loss of contact (n=11, 55%), client’s choice (n=3, 15%), minimal symptoms of anxiety and depression (n=3, 15%), elevated suicidal ideation (n=1, 5%), referred to different ICBT course (n=1), or participating in another ICBT course (n=1). The remaining 63 clients were randomized to either transdiagnostic ICBT (n=30, 48%) or TAU (n=33, 52%). In the ICBT group, 3% (1/30) of clients did not start the course, and 3% (1/30) of clients formally withdrew. In the TAU group, 3% (1/33) of clients formally withdrew before completing the pretreatment questionnaires. Completion of posttreatment questionnaires (ICBT: 25/28, 89%; TAU: 29/32, 91%), 1-month follow-up questionnaires (ICBT: 24/28, 86%; TAU: 29/32, 91%), 6-month follow-up questionnaires (ICBT: 22/28, 79%; TAU: 29/32, 91%), and treatment (started after 1-month follow-up questionnaires) (ICBT: 26/28, 91%; TAU: 29/32, 91%).
questionnaires (ICBT: 24/28, 86%; TAU: 30/32, 94%), and 6-month follow-up questionnaires (ICBT: 22/28, 79%; TAU: not administered) was high. Figure 1 provides a more detailed description of the client flow.

The average age of the clients was 30.83 (SD 4.29) years. Most clients were White (51/60, 85%), married or in a common law relationship (56/60, 93%), and on maternity or parental leave (45/60, 75%). Furthermore, most clients indicated some level of postsecondary education (50/60, 83%). The average age of the clients’ infants was 4.63 (SD 3.61) months, and 60% (36/60) of the clients reported having other children. The most common type of reported birth was vaginal (40/60, 67%), followed by unplanned cesarean (12/60, 20%) or planned cesarean (8/60, 13%) sections. Additional demographic information is presented in Table 1. No statistically significant differences were found in any demographic characteristics between the ICBT treatment and TAU groups ($P=0.13$–$0.99$).

At intake, clients’ average scores on the EPDS fell within the range of probable depression (mean 14.98, SD 4.54) and within the moderate range for both the GAD-7 (mean 12.47, SD 5.27) and PHQ-9 (mean 11.33, SD 5.17). The mean scores on the PBQ and DAS-7 were 18.03 (SD 11.67) and 23.88 (SD 4.88), respectively. The only significant group difference that emerged was on the DAS-7 ($t_{56}=2.98$; $P=0.01$), whereby clients in the TAU group reported greater relationship satisfaction.
Table 1. Descriptive statistics for demographic variables (N=60).

<table>
<thead>
<tr>
<th>Variables</th>
<th>All participants</th>
<th>ICBT&lt;sup&gt;a&lt;/sup&gt; (n=28)</th>
<th>TAU&lt;sup&gt;b&lt;/sup&gt; (n=32)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>30.83 (4.29)</td>
<td>31.18 (4.31)</td>
<td>30.53 (4.32)</td>
</tr>
<tr>
<td>Infant’s age (months), mean (SD)</td>
<td>4.63 (3.12)</td>
<td>4.96 (2.93)</td>
<td>4.34 (3.13)</td>
</tr>
<tr>
<td><strong>Type of birth, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vaginal</td>
<td>40 (67)</td>
<td>20 (71)</td>
<td>20 (63)</td>
</tr>
<tr>
<td>Planned cesarean section</td>
<td>8 (13)</td>
<td>4 (14)</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Unplanned cesarean section</td>
<td>12 (20)</td>
<td>4 (14)</td>
<td>8 (25)</td>
</tr>
<tr>
<td><strong>Obstetric complications, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>39 (65)</td>
<td>17 (61)</td>
<td>22 (69)</td>
</tr>
<tr>
<td>Yes</td>
<td>21 (35)</td>
<td>11 (39)</td>
<td>10 (31)</td>
</tr>
<tr>
<td><strong>Breastfeeding status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breastfeeding exclusively</td>
<td>32 (53)</td>
<td>14 (50)</td>
<td>18 (56)</td>
</tr>
<tr>
<td>Breastfed initially, now using formula</td>
<td>14 (23)</td>
<td>9 (32)</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Breastfeeding and formula</td>
<td>8 (13)</td>
<td>3 (11)</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Formula exclusively since birth</td>
<td>6 (10)</td>
<td>2 (7)</td>
<td>4 (13)</td>
</tr>
<tr>
<td><strong>Number of children, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>24 (40)</td>
<td>11 (39)</td>
<td>13 (41)</td>
</tr>
<tr>
<td>2</td>
<td>21 (35)</td>
<td>6 (21)</td>
<td>15 (47)</td>
</tr>
<tr>
<td>3</td>
<td>8 (13)</td>
<td>7 (25)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>≥4</td>
<td>7 (12)</td>
<td>4 (14)</td>
<td>3 (9)</td>
</tr>
<tr>
<td><strong>Current episode onset, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before becoming pregnant</td>
<td>16 (27)</td>
<td>9 (32)</td>
<td>7 (22)</td>
</tr>
<tr>
<td>During pregnancy</td>
<td>15 (25)</td>
<td>8 (29)</td>
<td>7 (22)</td>
</tr>
<tr>
<td>Within 1 month after birth</td>
<td>17 (28)</td>
<td>5 (18)</td>
<td>12 (38)</td>
</tr>
<tr>
<td>2-4 months after birth</td>
<td>5 (8)</td>
<td>3 (11)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>5-7 months after birth</td>
<td>7 (12)</td>
<td>3 (11)</td>
<td>4 (13)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>51 (85)</td>
<td>21 (75)</td>
<td>30 (94)</td>
</tr>
<tr>
<td>Aboriginal (First Nations, Métis)</td>
<td>5 (8)</td>
<td>5 (18)</td>
<td>0</td>
</tr>
<tr>
<td>Other</td>
<td>4 (7)</td>
<td>2 (7)</td>
<td>2 (6)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working</td>
<td>3 (5)</td>
<td>1 (4)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Student</td>
<td>3 (5)</td>
<td>2 (7)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>On maternity leave</td>
<td>45 (75)</td>
<td>21 (75)</td>
<td>24 (75)</td>
</tr>
<tr>
<td>Not working or on disability</td>
<td>9 (15)</td>
<td>4 (14)</td>
<td>5 (16)</td>
</tr>
<tr>
<td><strong>Family’s annual income (US $), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10,000-24,999</td>
<td>1 (2)</td>
<td>0</td>
<td>1 (3)</td>
</tr>
<tr>
<td>25,000-49,000</td>
<td>7 (12)</td>
<td>4 (14)</td>
<td>3 (9)</td>
</tr>
<tr>
<td>50,000-74,000</td>
<td>7 (12)</td>
<td>2 (7)</td>
<td>5 (16)</td>
</tr>
<tr>
<td>75,000-99,000</td>
<td>11 (18)</td>
<td>6 (21)</td>
<td>5 (16)</td>
</tr>
<tr>
<td>100,000-149,000</td>
<td>20 (33)</td>
<td>9 (32)</td>
<td>11 (34)</td>
</tr>
<tr>
<td>≥150,000</td>
<td>10 (17)</td>
<td>6 (21)</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Prefer not to disclose or do not know</td>
<td>4 (7)</td>
<td>1 (4)</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Variables</td>
<td>All participants</td>
<td>ICBT&lt;sup&gt;a&lt;/sup&gt; (n=28)</td>
<td>TAU&lt;sup&gt;b&lt;/sup&gt; (n=32)</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>------------------</td>
<td>--------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school diploma</td>
<td>11 (18)</td>
<td>5 (18)</td>
<td>6 (19)</td>
</tr>
<tr>
<td>College or some university</td>
<td>21 (35)</td>
<td>7 (25)</td>
<td>14 (44)</td>
</tr>
<tr>
<td>Undergraduate degree</td>
<td>20 (33)</td>
<td>8 (29)</td>
<td>12 (38)</td>
</tr>
<tr>
<td>Professional degree (eg, MD)</td>
<td>4 (7)</td>
<td>4 (14)</td>
<td>0</td>
</tr>
<tr>
<td>Graduate degree (eg, MA or PhD)</td>
<td>4 (7)</td>
<td>4 (14)</td>
<td>0</td>
</tr>
<tr>
<td><strong>Relationship status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or common law</td>
<td>56 (93)</td>
<td>26 (93)</td>
<td>30 (94)</td>
</tr>
<tr>
<td>In a relationship</td>
<td>2 (3)</td>
<td>1 (4)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Separated or single</td>
<td>2 (3)</td>
<td>1 (4)</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Location, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large city (&gt;200,000)</td>
<td>24 (40)</td>
<td>11 (39)</td>
<td>13 (41)</td>
</tr>
<tr>
<td>Small city (10,000-200,000)</td>
<td>16 (27)</td>
<td>5 (18)</td>
<td>11 (34)</td>
</tr>
<tr>
<td>Town or village or farm</td>
<td>20 (33)</td>
<td>13 (43)</td>
<td>8 (25)</td>
</tr>
<tr>
<td><strong>On psychological medication, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>24 (40)</td>
<td>13 (46)</td>
<td>11 (34)</td>
</tr>
<tr>
<td>No</td>
<td>36 (60)</td>
<td>15 (54)</td>
<td>21 (66)</td>
</tr>
<tr>
<td><strong>Service use after treatment&lt;sup&gt;c&lt;/sup&gt; (n=51), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical physician</td>
<td>14 (27)</td>
<td>4 (18)</td>
<td>10 (35)</td>
</tr>
<tr>
<td>Psychologist or mental health worker</td>
<td>14 (27)</td>
<td>5 (23)</td>
<td>9 (31)</td>
</tr>
<tr>
<td>Support group</td>
<td>9 (18)</td>
<td>5 (23)</td>
<td>4 (14)</td>
</tr>
<tr>
<td>Initiation of psychological medication</td>
<td>10 (20)</td>
<td>3 (14)</td>
<td>7 (24)</td>
</tr>
<tr>
<td>Naturopathic or homeopathic procedure</td>
<td>4 (8)</td>
<td>3 (14)</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Service use at the 1-month follow-up&lt;sup&gt;c&lt;/sup&gt; (n=54), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical physician</td>
<td>9 (17)</td>
<td>3 (13)</td>
<td>6 (20)</td>
</tr>
<tr>
<td>Psychologist or mental health worker</td>
<td>17 (32)</td>
<td>8 (33)</td>
<td>9 (30)</td>
</tr>
<tr>
<td>Support group</td>
<td>4 (7)</td>
<td>2 (7)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Initiation of psychological medication</td>
<td>9 (17)</td>
<td>4 (17)</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Naturopathic or homeopathic procedure</td>
<td>8 (15)</td>
<td>4 (17)</td>
<td>4 (13)</td>
</tr>
<tr>
<td><strong>Service use at the 6-month follow-up&lt;sup&gt;c&lt;/sup&gt; (n=22), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical physician</td>
<td>1 (5)</td>
<td>1 (5)</td>
<td>—&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Psychologist or mental health worker</td>
<td>5 (23)</td>
<td>5 (23)</td>
<td>—</td>
</tr>
<tr>
<td>Support group</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Initiation of psychological medication</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Naturopathic or homeopathic procedure</td>
<td>1 (5)</td>
<td>1 (5)</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>ICBT: internet-delivered cognitive behavioral therapy.
<sup>b</sup>TAU: treatment as usual.
<sup>c</sup>Service use includes any visits for mental health over the previous 8 weeks.
<sup>d</sup>Not available.

**Primary Outcomes**

Table 2 includes the means, SDs, and proportional reductions for the EPDS, GAD-7, and PHQ-9 for the groups from before treatment to after treatment and at the 1- and 6-month follow-ups. GEE analyses revealed that the ICBT treatment group experienced large improvements at all time points on the EPDS (proportional reductions 34%–46%; Cohen <i>d</i>=0.98-1.47),
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GAD-7 (proportional reductions 51%-63%; Cohen $d=1.41$-$2.03$), and PHQ-9 (proportional reductions 41%-56%; Cohen $d=0.89$-$1.37$). The TAU group experienced medium improvements after treatment and at the 1-month follow-up on the EPDS (proportional reductions 20%-25%; Cohen $d=0.62$-$0.72$), GAD-7 (proportional reductions 18%-30%; Cohen $d=0.40$-$0.64$), and PHQ-9 (proportional reductions 27%-31%; Cohen $d=0.66$-$0.68$). As indicated in Table 3, there were medium between-group effect sizes both after treatment and at the 1-month follow-up on all primary measures (Cohen $d=0.52$-$0.65$), with the ICBT treatment group having better outcomes. Hypothesis tests on time×group interactions showed that the differences in proportional improvements were only statistically significant on the GAD-7 ($P=.006$), with the ICBT treatment group having larger improvements. Tests were not significant on the EPDS ($P=.20$) or PHQ-9 ($P=.16$). Clients in the ICBT treatment group experienced further improvements on the EPDS (proportional reductions 32%-56%; Cohen $d=0.88$-$2.06$), GAD-7 (proportional reductions 53%-71%; Cohen $d=1.39$-$2.68$), and PHQ-9 (proportional reductions 41%-67%; Cohen $d=0.79$-$1.95$) at the 6-month follow-up.
Table 2. Estimated marginal means, SDs, and percentage changes for primary and secondary outcomes by group.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Estimated marginal means (SD)</th>
<th>Percentage changes from pretreatment questionnaires</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pretreatment</td>
<td>Posttreatment</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1-month follow-up</td>
<td></td>
</tr>
<tr>
<td>Primary outcomes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPDSa</td>
<td>14.47 (4.27)</td>
<td>9.54 (5.59)</td>
</tr>
<tr>
<td></td>
<td>15.44 (4.79)</td>
<td>12.35 (5.04)</td>
</tr>
<tr>
<td>ICBTb</td>
<td>13.36 (5.00)</td>
<td>6.51 (4.56)</td>
</tr>
<tr>
<td></td>
<td>11.69 (5.46)</td>
<td>9.58 (4.80)</td>
</tr>
<tr>
<td>GAD-7c</td>
<td>10.68 (5.11)</td>
<td>6.29 (4.64)</td>
</tr>
<tr>
<td></td>
<td>11.91 (5.24)</td>
<td>8.73 (3.94)</td>
</tr>
<tr>
<td>Secondary outcomes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DASS-216 total</td>
<td>24.14 (10.44)</td>
<td>13.03 (9.80)</td>
</tr>
<tr>
<td></td>
<td>26.25 (12.85)</td>
<td>20.24 (10.73)</td>
</tr>
<tr>
<td>DASS-21 Depression</td>
<td>6.83 (5.11)</td>
<td>4.08 (3.59)</td>
</tr>
<tr>
<td></td>
<td>7.57 (5.22)</td>
<td>5.62 (4.48)</td>
</tr>
<tr>
<td>DASS-21 Anxiety</td>
<td>6.08 (3.41)</td>
<td>2.61 (3.49)</td>
</tr>
<tr>
<td></td>
<td>6.57 (5.17)</td>
<td>4.94 (4.21)</td>
</tr>
<tr>
<td>DASS-21 Stress</td>
<td>11.25 (4.02)</td>
<td>6.61 (3.92)</td>
</tr>
<tr>
<td></td>
<td>12.13 (4.79)</td>
<td>9.68 (4.07)</td>
</tr>
<tr>
<td>PBQh</td>
<td>17.25 (10.38)</td>
<td>12.05 (6.97)</td>
</tr>
<tr>
<td></td>
<td>18.72 (12.82)</td>
<td>14.27 (10.03)</td>
</tr>
<tr>
<td>DAS-jI</td>
<td>21.96 (3.72)</td>
<td>23.37 (3.85)</td>
</tr>
<tr>
<td></td>
<td>25.55 (5.21)</td>
<td>25.09 (5.41)</td>
</tr>
</tbody>
</table>

---

aEPDS: Edinburgh Postnatal Depression Scale.
bICBT: internet-delivered cognitive behavior therapy.
cTAU: treatment as usual.
dNot available.
eGAD-7: 7-item Generalized Anxiety Disorder.
fPHQ-9: 9-item Patient Health Questionnaire.
gDASS-21: 21-item Depression and Anxiety Stress Scale.
hPBQ: Postnatal Bonding Questionnaire.
iDAS-7: 7-item Dyadic Adjustment Scale.
<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Within-group effect sizes from pretreatment questionnaires (95% CI)</th>
<th>Between-group effect sizes from pretreatment questionnaires (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Posttreatment</td>
<td>1-month follow-up</td>
</tr>
<tr>
<td><strong>Primary outcomes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPDS&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBT&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.98 (0.42 to 1.53)</td>
<td>1.30 (0.73 to 1.88)</td>
</tr>
<tr>
<td>TAU&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.62 (0.12 to 1.12)</td>
<td>0.72 (0.22 to 1.23)</td>
</tr>
<tr>
<td>GAD-7&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBT</td>
<td>1.41 (0.83 to 2.00)</td>
<td>1.67 (1.06 to 2.27)</td>
</tr>
<tr>
<td>TAU</td>
<td>0.40 (–0.09 to 0.90)</td>
<td>0.64 (0.13 to 1.14)</td>
</tr>
<tr>
<td>PHQ-9&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBT</td>
<td>0.89 (0.34 to 1.44)</td>
<td>1.19 (0.62 to 1.76)</td>
</tr>
<tr>
<td>TAU</td>
<td>0.68 (0.17 to 1.18)</td>
<td>0.66 (0.16 to 1.16)</td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DASS-21&lt;sup&gt;g&lt;/sup&gt; total</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBT</td>
<td>1.08 (0.52 to 1.64)</td>
<td>1.29 (0.72 to 1.87)</td>
</tr>
<tr>
<td>TAU</td>
<td>0.50 (0.00 to 1.00)</td>
<td>0.66 (0.15 to 1.16)</td>
</tr>
<tr>
<td>DASS-21 Depression</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBT</td>
<td>0.62 (0.08 to 1.15)</td>
<td>0.68 (0.14 to 1.22)</td>
</tr>
<tr>
<td>TAU</td>
<td>0.40 (–0.10 to 0.89)</td>
<td>0.30 (–0.19 to 0.79)</td>
</tr>
<tr>
<td>DASS-21 Anxiety</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBT</td>
<td>0.99 (0.44 to 1.55)</td>
<td>1.14 (0.57 to 1.70)</td>
</tr>
<tr>
<td>TAU</td>
<td>0.34 (–0.15 to 0.84)</td>
<td>0.60 (0.10 to 1.10)</td>
</tr>
<tr>
<td>DASS-21 Stress</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBT</td>
<td>1.15 (0.59 to 1.72)</td>
<td>1.42 (0.84 to 2.01)</td>
</tr>
<tr>
<td>TAU</td>
<td>0.54 (0.04 to 1.04)</td>
<td>0.73 (0.22 to 1.23)</td>
</tr>
<tr>
<td>PBQ&lt;sup&gt;h&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBT</td>
<td>0.58 (0.05 to 1.11)</td>
<td>0.81 (0.27 to 1.36)</td>
</tr>
<tr>
<td>TAU</td>
<td>0.38 (–0.11 to 0.88)</td>
<td>0.57 (0.07 to 1.07)</td>
</tr>
<tr>
<td>DAS-7&lt;sup&gt;i&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBT</td>
<td>0.37 (–0.16 to 0.90)</td>
<td>0.21 (–0.32 to 0.73)</td>
</tr>
<tr>
<td>TAU</td>
<td>–0.09 (–0.58 to 0.40)</td>
<td>0.04 (–0.45 to 0.53)</td>
</tr>
</tbody>
</table>

<sup>a</sup>EPDS: Edinburgh Postnatal Depression Scale.
<sup>b</sup>ICBT: internet-delivered cognitive behavior therapy.
<sup>c</sup>TAU: treatment as usual.
<sup>d</sup>N/A: not applicable.
<sup>e</sup>GAD-7: 7-item Generalized Anxiety Disorder.
<sup>f</sup>PHQ-9: 9-item Patient Health Questionnaire.
<sup>g</sup>DASS-21: 21-item Depression and Anxiety Stress Scale.
<sup>h</sup>PBQ: Postnatal Bonding Questionnaire.
<sup>i</sup>DAS-7: 7-item Dyadic Adjustment Scale.
Secondary Outcomes

Means, SDs, and proportional reductions for all the secondary measures are shown in Table 2. The ICBT treatment group showed large improvements on the total DASS-21 and on the DASS-21 Anxiety and Stress subscales, large to medium improvements on the DASS-21 Depression subscale and the PBQ, and small improvements on the DAS-7 after treatment and at the 1- and 6-month follow-ups (Table 2). The TAU group had medium improvements on the DASS-21 and DASS-21 Stress subscale, medium to small improvements on the DASS-21 Anxiety subscale and the PBQ, small improvements on the DASS-21 Depression subscale, and negligible changes on the DAS-7. Between-group Cohen $d$ effect sizes were medium on the DASS-21, DASS-21 Anxiety subscale, and DASS-21 Stress subscale; medium to small on the DAS-7; and small on the DASS-21 Depression subscale and the PBQ (Table 3). The between-group Cohen $d$ effect sizes favored the ICBT treatment group on all measures except the DAS-7, where the TAU group had better scores after treatment and at the 1-month follow-up. However, interpretation of the DAS-7 is complicated by the fact that the groups had significantly different averages before treatment.

Hypothesis tests on the time×group interactions showed that the differences in proportional improvements were statistically significant for the DASS-21 ($P=.04$), DASS-21 Stress subscale ($P=.03$), and the DAS-7 after treatment ($P=.04$) but not at the 1-month follow-up. Differences in proportional reductions were not significant after treatment or at the 1-month follow-up on the DASS-21 Anxiety subscale, DASS-21 Depression subscale, or the PBQ.

Service Use

Service use after treatment and at the 1-month and 6-month follow-ups is summarized in Table 1. Between-group comparisons found no significant differences in health service use ($P=.18-.99$). Comparisons were not possible at the 6-month follow-up as only treatment clients answered these questions.

Treatment Adherence, Acceptability, and Satisfaction

Table 4 includes details about treatment adherence, acceptability, and satisfaction. In the ICBT treatment group, 75% (21/28) of the participants completed at least four of the five lessons, and 50% (14/28) of the participants completed all 5 lessons. Before treatment, the mean score on the credibility factor of the CEQ was 21.22 (SD 3.38), and the mean score on the expectancy factor was 17.07 (SD 3.77), with no significant differences between the ICBT treatment and TAU groups ($P=.59$ and $P=.44$ on the credibility and expectancy factors, respectively). Clients in the ICBT treatment group demonstrated a significant increase in treatment credibility scores after treatment (mean 23.58, SD 3.02; $t_{21}=2.66; P<.05$).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention use, mean (SD; range)</td>
<td></td>
</tr>
<tr>
<td>Number of log-ins</td>
<td>22.25 (13.81; 5-73)</td>
</tr>
<tr>
<td>Messages sent to the therapist</td>
<td>5.32 (5.23; 0-29)</td>
</tr>
<tr>
<td>Messages received from the therapist</td>
<td>9.89 (1.03; 8-12)</td>
</tr>
<tr>
<td>Number of phone calls from the therapist</td>
<td>1.93 (1.96; 0-6)</td>
</tr>
<tr>
<td>Furthest lesson accessed</td>
<td>4.57 (0.78; 2-5)</td>
</tr>
<tr>
<td>Working alliance (WAI-SR$^a$; mean [SD; range])</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>47.77 (8.65; 22.00-58.00)</td>
</tr>
<tr>
<td>Goal subscale</td>
<td>15.36 (3.74; 5.00-20.00)</td>
</tr>
<tr>
<td>Task subscale</td>
<td>16.27 (2.00; 11.00-20.00)</td>
</tr>
<tr>
<td>Bond subscale</td>
<td>16.14 (3.67; 6.00-20.00)</td>
</tr>
<tr>
<td>Treatment satisfaction, n (%)</td>
<td></td>
</tr>
<tr>
<td>Would recommend the course to a friend</td>
<td>22 (100)</td>
</tr>
<tr>
<td>The course was worth their time</td>
<td>22 (100)</td>
</tr>
<tr>
<td>Satisfied or very satisfied with the treatment</td>
<td>21 (95)</td>
</tr>
<tr>
<td>Satisfied or very satisfied with course materials</td>
<td>20 (91)</td>
</tr>
<tr>
<td>Increased or greatly increased confidence in managing symptoms</td>
<td>21 (95)</td>
</tr>
<tr>
<td>Increased or greatly increased motivation to seek additional treatment if needed in the future</td>
<td>17 (77)</td>
</tr>
</tbody>
</table>

$^a$WAI-SR: Working Alliance Inventory-Short Revised.
Discussion

Principal Findings

In this study, 63 new mothers were randomized to receive either the Wellbeing Course for New Moms (ICBT) or TAU (ie, continued access to their standard care providers). Medium between-group Cohen’s $d$ effects were observed in favor of the ICBT condition on most measures of anxiety and depression after treatment and at the follow-ups, with the exception of the depression subscale of the DASS-21. However, when examining the time-by-group interaction comparing differences in proportional reductions from before treatment between ICBT and TAU, the differences were only significant for the GAD-7 both after treatment and at the 1-month follow-up. Owing to the small sample size, this study was underpowered to detect significant differences in recovery rates between the treatment and TAU conditions, which may help explain the difference in findings based on effect sizes compared with time-by-group interactions of the proportional reductions. Improvements on all primary (EPDS, GAD-7, and PHQ-9) and most secondary measures (DASS-21 and PBQ) were maintained at the 6-month follow-up in the ICBT group. Finally, clients were satisfied with the ICBT course, perceived it as credible, and expressed high levels of alliance with their therapists.

The symptom improvement demonstrated in this sample is consistent with the treatment responses found in the face-to-face CBT literature. Meta-analyses have found statistically significant effects of CBT in the treatment of PPD, and improvements were maintained at the 6-month follow-up [37,38]. Although no known individual CBT studies have specifically investigated PPA, studies that report on comorbid anxiety symptoms [39,40] report that CBT is also effective in improving PPA symptoms.

In terms of other ICBT trials, the MUMentum Postnatal program [18] is the only other published trial of transdiagnostic ICBT for the symptoms of PPD and PPA. In that trial, large between-group differences were found in favor of ICBT over TAU on measures of anxiety, depression, and distress after treatment and at follow-up. In this trial, medium between-group effects were found in favor of ICBT on all primary outcome measures (EPDS, PHQ-9, and GAD-7). Despite medium between-group effects, the differences in proportional improvements were only significant for the GAD-7 both after treatment and at the 1-month follow-up. Two notable differences between the trials included the proportion of clients who were referred by a medical or mental health professional (60% in this trial vs 6% in the study by Loughnan et al [18]) and the proportion of patients taking medication before treatment (40% in this trial vs 8% in the study by Loughnan et al [18]), although differences may have emerged because of the exclusion criteria for each study. Most clients in the study by Loughnan et al [18] self-referred to the program, suggesting that they may have been more motivated to complete the treatment, potentially resulting in better outcomes. Furthermore, the MUMentum Postnatal program contained more psychoeducation relevant to new mothers throughout the program (as opposed to a stand-alone resource) and is a briefer, more condensed treatment than the Wellbeing Course for New Moms, which may be more appropriate for this population, given the time constraints of caring for a new infant.

Strengths

Given the scarcity of published trials examining ICBT for PPA and PPD symptoms, this pilot study makes an important contribution to the literature [41]. A strength of this study is that it examined a transdiagnostic intervention as opposed to a disorder-specific intervention, which allows new mothers to address comorbid symptoms simultaneously instead of requiring separate ICBT courses. Furthermore, this trial provided helpful information about the trajectory of PPA and PPD symptoms among new mothers who were assigned to the TAU group. Specifically, new mothers in the TAU group reported significant improvements across primary measures, suggesting that symptoms of PPA and PPD may decrease in the absence of ICBT or perhaps that knowledge of upcoming treatment can facilitate symptom change.

Limitations and Future Directions

Despite the contributions of this pilot study to the literature on ICBT for symptoms of PPA and PPD, this study had several limitations that should be considered when interpreting the results. Owing to the timing of the trial, approximately half of the clients were enrolled in the Wellbeing Course for New Moms during the COVID-19 pandemic; of note, research indicates that the COVID-19 pandemic has led to a substantial increase in the rates of PPD and PPA [42]. Clients commented on some of the challenges of engaging with ICBT during the pandemic and noted that opportunities to practice strategies (eg, pleasant activity scheduling or graded exposure) may have been limited by public health recommendations for physical distancing and self-isolation. It will be important to assess whether the findings from this study are replicated after the pandemic. An additional limitation of this pilot study was its small sample size, which meant that it was not reliably powered to detect small to medium between-group effects. Furthermore, the small sample size limited the types of analyses that could be conducted and prevented us from being able to determine moderators of symptom change (eg, relationship satisfaction, symptom severity and onset, use of medication, and access to other mental health supports). Future trials of the Wellbeing Course for New Moms should include larger sample sizes to ensure sufficient power for additional analyses. In future trials, it would be interesting to explore the extent to which individuals with PPA or PPD use additional resources. Finally, this study relied on self-report symptom measures as opposed to engaging participants in structured clinical interviews to ascertain information about their symptoms. Although this is not uncommon in the ICBT literature, it resulted in a lack of clarity regarding the participants’ diagnostic status.

Conclusions

This pilot study is the first known study of therapist-assisted, transdiagnostic ICBT designed to target symptoms of PPD and PPA. We found that the treatment resulted in larger improvements in depression, anxiety, and overall distress relative to a TAU condition when examining between-group effect sizes. However, the time-by-group interaction was
significant only for the GAD-7 both after treatment and at the 1-month follow-up. Improvements in primary outcomes in the ICBT group were maintained at the 6-month follow-up. This study provides initial evidence for transdiagnostic ICBT as a potentially accessible, effective, and acceptable treatment for symptoms of PPD and PPA.
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Abstract

Background: The use of digital technologies and software allows for new opportunities to communicate and engage with research participants over time. When software is coupled with automation, we can engage with research participants in a reliable and affordable manner. Research Electronic Data Capture (REDCap), a browser-based software, has the capability to send automated text messages. This feature can be used to automate delivery of tailored intervention content to research participants in interventions, offering the potential to reduce costs and improve accessibility and scalability.

Objective: This study aimed to describe the development and use of 2 REDCap databases to deliver automated intervention content and communication to index participants and their partners (dyads) in a 2-arm, 24-month weight management trial, Partner2Lose.

Methods: Partner2Lose randomized individuals with overweight or obesity and cohabitating with a partner to a weight management intervention alone or with their partner. Two databases were developed to correspond to 2 study phases: one for weight loss initiation and one for weight loss maintenance and reminders. The weight loss initiation database was programmed to send participants (in both arms) and their partners (partner-assisted arm) tailored text messages during months 1-6 of the intervention to reinforce class content and support goal achievement. The weight maintenance and reminder database was programmed to send maintenance-related text messages to each participant (both arms) and their partners (partner-assisted arm) during months 7-18. It was also programmed to send text messages to all participants and partners over the course of the 24-month trial to remind them of group classes, dietary recall and physical activity tracking for assessments, and measurement visits. All text messages were delivered via Twilio and were unidirectional.
Results: Five cohorts, comprising 231 couples, were consented and randomized in the Partner2Lose trial. The databases will send 53,518 automated, tailored text messages during the trial, significantly reducing the need for staff to send and manage intervention content over 24 months. The cost of text messaging will be approximately US $450. Thus far, there is a 0.004% known error rate in text message delivery.

Conclusions: Our trial automated the delivery of tailored intervention content and communication using REDCap. The approach described provides a framework that can be used in future behavioral health interventions to create an accessible, reliable, and affordable method for intervention delivery and engagement that requires minimal trial-specific resources and personnel time.

Trial Registration: ClinicalTrials.gov NCT03801174; https://clinicaltrials.gov/ct2/show/NCT03801174?term=NCT03801174

(JMIR Form Res 2022;6(9):e38262) doi:10.2196/38262
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Introduction
The use of digital technologies, such as smartphones, allows for new opportunities to consistently communicate and engage with research participants. With 85% of the adult US population now owning a smartphone [1], researchers can regularly send and receive data from participants in their everyday environment. This is particularly beneficial for researchers conducting behavioral health trials, as mobile technologies facilitate reaching participants in their day-to-day environments. This allows for cues to action or requests for information to reach participants when a specific behavior change is needed to achieve the desired outcome [2]. Further, when software are coupled with automation, researchers can engage with participants over a long period of time in an efficient and affordable manner [3,4]. This creates the opportunity for interventions to be scaled and reach populations across geographies.

The use of automated software to augment intervention content delivery offers several benefits. First, it can drastically reduce the need for personnel time. Using study staff to manually deliver intervention content to participants requires consistent staff effort. However, if software are leveraged, automated intervention content delivery can often reduce the amount of personnel time needed after initial programming [5]. Further, software can allow for intervention content to be tailored, which has shown to be an effective strategy for behavioral interventions [6,7]. The timing of delivery and information requests can be tailored to characteristics of the individual or population, such as an individual’s behavior change goals, daily habits, or stage of behavior change, and in doing so, making the intervention content more relevant to the recipient [2]. For example, the frequency of contact can be programmed to be greater during the weight loss initiation stage and lower during the weight loss maintenance stage [8]. Similarly, the messaging content can be programmed to be different dependent on individualized goals, such as eating more fruits and vegetables or walking daily. This engagement can be expanded to support persons as well. Moreover, because software can maintain a record of the message delivery schedule, fidelity increases with automation. Thus, developing affordable and widely accessible strategies to communicate and engage with participants over time can improve intervention delivery.

Research Electronic Data Capture (REDCap), a browser-based software developed by Vanderbilt University for clinical research data collection and management, is increasingly available to academic institutions across the United States and in other countries, with over 5900 institutional partners in 145 countries [9,10]. REDCap has the capability to send automated text messages. Previous literature has described REDCap’s ability to send automated communication, specifically in the context of automated medication reminders [11], symptom monitoring [12], postprocedure communication [13,14], and data collection surveys via text message over time [15]. It also has been previously used to support intervention workflow and content delivery [16-18]. However, the current literature does not include an in-depth report of REDCap being used to automate tailored intervention content and communication to research participants in a behavioral health clinical trial with longitudinal outcomes. Further, we are not aware of literature describing this approach to impart common or differentiated information between and within dyads. Given REDCap’s broad use amongst academic institutions, and its affordability to research teams at institutions with licenses, it is an ideal platform to use for automating intervention communication in this context.

In this methods paper, we present a case study and lessons learned in which we use REDCap to deliver automated text messages to participants and their partners (dyads) in a weight management trial, Partner2Lose [19]. Our goal was to create an affordable, accessible method to communicate with research participants over time.

Methods
Study Design and Overview
Details of the Partner2Lose protocol have been published [19]. In brief, Partner2Lose was a parallel, 2-arm randomized controlled trial that carried out a comparative evaluation of a partner-assisted intervention and a participant-only intervention for weight management. The primary outcome was participant weight at 24 months. To be eligible to enroll, participants must have (1) been cohabitating with a partner, (2) had a BMI of 27-29.9 kg/m^2 and one obesity-related comorbidity or a BMI of ≥30 kg/m^2, and (3) had a desire to lose weight. Partners had
to have a BMI $\geq 18.5$ kg/m$^2$ to participate. Additional inclusion and exclusion criteria can be found in the previously published protocol.

Enrollment for Partner2Lose started in January 2019. Five cohorts of 45-50 couples were sequentially recruited and randomized to the participant-only arm or partner-assisted arm. The intervention included 6 months of weight loss initiation and 12 months of weight maintenance, followed by a 6-month period of no intervention. In the partner-assisted arm, partners participated in the intervention alongside the index participant and received communication skills training. Data collection will be completed in March 2023.

Index participants in both study arms received the nutrition, physical activity, and weight management intervention, a standard reduced-calorie weight management approach established in previous trials [20,21]. The weight loss initiation phase consisted of group classes every 2 weeks co-led by a registered dietitian and exercise physiologist and focused on unique dietary and physical activity education topics. At each class, participants were asked to select a goal topic from a menu of 3-4 of them (see examples in Table 1) related to the class education topics. Participants provided their goal selection to a research staff member after the group meeting. These goal selections were used to inform tailored text messages to participants.

Partners in the partner-assisted arm also received communication and support skills training [22,23]. Partners attended half of the group meetings, where they received the same nutrition and activity education as index participants. The participants and their partners were asked to select a partner support plan to support the participants’ goal from a prespecified list of options (see Table 1). Partners provided their support plan selection to a research staff member after the group meeting. These support plans were used to inform tailored text messages to partners.

During month 7, participants transitioned to the weight loss maintenance phase, where participants started to receive telephone support from the registered dietitian. During each of the 8 calls that were delivered, participants reflected on satisfaction with outcomes of weight loss and formed relapse prevention, self-monitoring, and social support plans. Partners in the partner-assisted joined 5 telephone calls during this period.
Table 1. Class schedule and associated goal selections for the Partner2Lose weight loss initiation phase.

<table>
<thead>
<tr>
<th>Class schedule</th>
<th>Associated goals for participants</th>
<th>Associated support plan for partners</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1: Introduction to a low-calorie diet</td>
<td>- Serving sizes</td>
<td>- Do it together</td>
</tr>
<tr>
<td></td>
<td>- Meals and snacks</td>
<td>- Provide gentle reminders</td>
</tr>
<tr>
<td></td>
<td>- Calorie meal plan</td>
<td>- Praise your partner</td>
</tr>
<tr>
<td></td>
<td>- Fiber</td>
<td>- Remember the long game</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Check-in with your partner</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Be mindful of how your choices affect your partner’s goals</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Talk with your partner to develop a support plan at home</td>
</tr>
<tr>
<td>Class 2: Interpreting food labels and setting SMART (specific, measurable, attainable, relevant, and timebound) goals</td>
<td>- Planning</td>
<td>- Do it together</td>
</tr>
<tr>
<td></td>
<td>- Measuring</td>
<td>- Provide gentle reminders</td>
</tr>
<tr>
<td></td>
<td>- Tracking</td>
<td>- Praise your partner</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Remember the long game</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Check in with your partner</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Be mindful of how your choices affect your partner’s goals</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Talk with your partner to develop a support plan at home</td>
</tr>
<tr>
<td>Class 3: Tracking diet and activity</td>
<td>- Shopping list</td>
<td>- Do it together</td>
</tr>
<tr>
<td></td>
<td>- Healthy snacks</td>
<td>- Provide gentle reminders</td>
</tr>
<tr>
<td></td>
<td>- Whole grains</td>
<td>- Praise your partner</td>
</tr>
<tr>
<td></td>
<td>- Produce</td>
<td>- Remember the long game</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Check in with your partner</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Be mindful of how your choices affect your partner’s goals</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Talk with your partner to develop a support plan at home</td>
</tr>
<tr>
<td>Class 4: Grocery shopping</td>
<td>- Meals</td>
<td>- Do it together</td>
</tr>
<tr>
<td></td>
<td>- Snacks</td>
<td>- Provide gentle reminders</td>
</tr>
<tr>
<td></td>
<td>- Grocery lists</td>
<td>- Praise your partner</td>
</tr>
<tr>
<td></td>
<td>- Recipes</td>
<td>- Remember the long game</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Check in with your partner</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Be mindful of how your choices affect your partner’s goals</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Talk with your partner to develop a support plan at home</td>
</tr>
<tr>
<td>Class 5: Meal planning</td>
<td>- Dairy</td>
<td>- Do it together</td>
</tr>
<tr>
<td></td>
<td>- Meat</td>
<td>- Provide gentle reminders</td>
</tr>
<tr>
<td></td>
<td>- Preparation</td>
<td>- Praise your partner</td>
</tr>
<tr>
<td></td>
<td>- Healthy recipes</td>
<td>- Remember the long game</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Check in with your partner</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Be mindful of how your choices affect your partner’s goals</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Talk with your partner to develop a support plan at home</td>
</tr>
<tr>
<td>Class 6: Healthy cooking and modifying recipes</td>
<td>- Restaurant menus</td>
<td>- Do it together</td>
</tr>
<tr>
<td></td>
<td>- Modifications</td>
<td>- Provide gentle reminders</td>
</tr>
<tr>
<td></td>
<td>- Planning</td>
<td>- Praise your partner</td>
</tr>
<tr>
<td></td>
<td>- Meals for home</td>
<td>- Remember the long game</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Check in with your partner</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Be mindful of how your choices affect your partner’s goals</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Talk with your partner to develop a support plan at home</td>
</tr>
<tr>
<td>Class 7: Dining out</td>
<td>- Restaurant menus</td>
<td>- Do it together</td>
</tr>
<tr>
<td></td>
<td>- Modifications</td>
<td>- Provide gentle reminders</td>
</tr>
<tr>
<td></td>
<td>- Planning</td>
<td>- Praise your partner</td>
</tr>
<tr>
<td></td>
<td>- Meals for home</td>
<td>- Remember the long game</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Check in with your partner</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Be mindful of how your choices affect your partner’s goals</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Talk with your partner to develop a support plan at home</td>
</tr>
<tr>
<td>Class schedule</td>
<td>Associated goals for participants</td>
<td>Associated support plan for partners</td>
</tr>
<tr>
<td>-------------------------------------</td>
<td>-----------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Class 8: Dining out advanced practice</td>
<td>• Substitutions</td>
<td>• Do it together</td>
</tr>
<tr>
<td></td>
<td>• Portion size</td>
<td>• Provide gentle reminders</td>
</tr>
<tr>
<td></td>
<td>• Temptations</td>
<td>• Praise your partner</td>
</tr>
<tr>
<td></td>
<td>• On the side</td>
<td>• Remember the long game</td>
</tr>
<tr>
<td>Class 9: Physical activity</td>
<td>• Planning</td>
<td>• Check in with your partner</td>
</tr>
<tr>
<td></td>
<td>• Daily activity</td>
<td>• Be mindful of how your choices affect your partner’s goals</td>
</tr>
<tr>
<td></td>
<td>• Try something new</td>
<td>• Talk with your partner to develop a support plan at home</td>
</tr>
<tr>
<td>Class 10: Eating more fruits and vegetables</td>
<td>• Meals</td>
<td>• Do it together</td>
</tr>
<tr>
<td></td>
<td>• Snacks</td>
<td>• Provide gentle reminders</td>
</tr>
<tr>
<td></td>
<td>• New produce</td>
<td>• Praise your partner</td>
</tr>
<tr>
<td></td>
<td>• Preparation</td>
<td>• Remember the long game</td>
</tr>
<tr>
<td>Class 11: Mindful eating</td>
<td>• Distractions</td>
<td>• Check in with your partner</td>
</tr>
<tr>
<td></td>
<td>• Triggers</td>
<td>• Be mindful of how your choices affect your partner’s goals</td>
</tr>
<tr>
<td></td>
<td>• Strategies</td>
<td>• Talk with your partner to develop a support plan at home</td>
</tr>
<tr>
<td>Class 12: Emotional eating</td>
<td>• Emotions</td>
<td>• Do it together</td>
</tr>
<tr>
<td></td>
<td>• Triggers</td>
<td>• Provide gentle reminders</td>
</tr>
<tr>
<td></td>
<td>• High-risk foods</td>
<td>• Praise your partner</td>
</tr>
<tr>
<td></td>
<td>• Coping strategies</td>
<td>• Remember the long game</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Check in with your partner</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Be mindful of how your choices affect your partner’s goals</td>
</tr>
</tbody>
</table>

Software Used to Schedule and Deliver Text Messages

To maximize the opportunity for scalability, it is beneficial to automate components of the intervention where appropriate. To that end, we used REDCap to automate the delivery of text message communications to participants and their partners for the duration of the intervention. Specifically, 2 databases were developed, which ran in parallel: a weight loss initiation database and a weight maintenance and reminder database. The choice to develop 2 databases was to simplify the database building processes, as the databases were used for different purposes and thus had different programming requirements (described below).

The weight loss initiation database was used to reinforce class contents and support goal achievement during the weight loss initiation phase (months 1-6). The weight maintenance and reminder database was used to deliver a battery of automated reminders throughout the 24-month study period. It was also used to deliver automated text messages that concentrated on behavioral maintenance principles (e.g., relapse prevention) during the weight maintenance phase (months 7-18). Both REDCap databases stored text message contents and

None determined.
participant-level information, including role (ie, participant or partner), record ID, and cell phone number.

To specify text message content, conditions, and schedule, we used a feature in REDCap, known as “Automated Survey Invitations” (Figure 1). This feature allows messages to be sent, via email or text message, at a designated time (eg, immediately, in 2 hours, or in 14 days) after a set of prespecified conditions are met. Conditions are specified from data fields in the respective REDCap database, such as participant role. An example condition for the goal database would be “[participant role=partner].” Under this condition, the messages would only be sent to someone if their documented role in REDCap was “partner.” Conditions used for the databases are described in greater detail below.

Figure 1. Automated Survey Invitations in REDCap used to send text messages related to goals in Partner2Lose.

The default for the Automated Survey Invitation feature in REDCap is for the messages to include a hyperlink to a survey for the recipient to complete. For this study, however, text messages were unidirectional and were not intended to solicit a response; hence, we did not want to send a hyperlink to a survey in our text message. Therefore, we used an open HTML comment to eliminate the hyperlinked survey feature in the body of the Automated Survey Invitation to make the system deliver a plain text message.

To deliver the text messages to participants, we used a third-party communication application integrated within REDCap, known as Twilio (Twilio Inc). Twilio is a cloud communication platform that uses web services application programming interfaces (APIs) to make and receive phone calls and text messages. To do so, a Twilio account, 34-digit string identifier (SID), authentication token (Auth Token), and purchased phone number are required. One Twilio phone number can be used for the duration of the study and for all participants. The Account SID and Auth Token act as the Twilio account’s username and password and are used to inform Twilio from which account the API requests are derived. As such, we created a Twilio account to retrieve an Account SID and Auth Token, which we entered into our REDCap databases. We disabled the “Request Inspector” feature on our Twilio account to ensure that the server did not store participant information. Disabling this feature is a requirement by our institution to remain HIPAA (Health Insurance Portability and Accountability Act)-compliant.

Development of Text Message Conditions

Weight Loss Initiation Database: Automated and Tailored Biweekly Messaging From Baseline to 6 Months

The weight loss initiation database was programmed to send participants (both arms) and their partners (partner-assisted arm) tailored text messages in 2-week increments during the first 6 months of the intervention to reinforce class content and support goal achievement. As described previously, participants and their partners were prompted to choose a goal and support plan, respectively, following each group class and to provide their selections to a study team member. Participants’ selections, along with which class they attended (class number), were entered into REDCap by a study team member. Participants’ selections were piped into text messages, when relevant, to individualize text message content (see Table 2 for example).
**Figure 2.** Partner2Lose weight loss initiation database.

<table>
<thead>
<tr>
<th>Instrument name</th>
<th>Fields</th>
<th>View</th>
<th>Enabled as Survey</th>
<th>Instrument actions</th>
<th>Survey-related options</th>
</tr>
</thead>
<tbody>
<tr>
<td>person_info_and_messages</td>
<td>318</td>
<td></td>
<td></td>
<td>Choose action</td>
<td>6 Survey settings</td>
</tr>
<tr>
<td>P2I Po Sms Sender Class 01</td>
<td>1</td>
<td></td>
<td></td>
<td>Choose action</td>
<td>6 Survey settings</td>
</tr>
<tr>
<td>P2I Po Sms Sender Class 02</td>
<td>1</td>
<td></td>
<td></td>
<td>Choose action</td>
<td>6 Survey settings</td>
</tr>
<tr>
<td>P2I Po Sms Sender Class 03</td>
<td>1</td>
<td></td>
<td></td>
<td>Choose action</td>
<td>6 Survey settings</td>
</tr>
<tr>
<td>P2I Po Sms Sender Class 04</td>
<td>1</td>
<td></td>
<td></td>
<td>Choose action</td>
<td>6 Survey settings</td>
</tr>
<tr>
<td>P2I Po Sms Sender Class 05</td>
<td>1</td>
<td></td>
<td></td>
<td>Modify</td>
<td>6 Survey settings</td>
</tr>
<tr>
<td>P2I Po Sms Sender Class 06</td>
<td>1</td>
<td></td>
<td></td>
<td>Modify</td>
<td>6 Survey settings</td>
</tr>
<tr>
<td>P2I Po Sms Sender Class 07</td>
<td>1</td>
<td></td>
<td></td>
<td>Modify</td>
<td>6 Survey settings</td>
</tr>
<tr>
<td>P2I Po Sms Sender Class 08</td>
<td>1</td>
<td></td>
<td></td>
<td>Modify</td>
<td>6 Survey settings</td>
</tr>
<tr>
<td>P2I Po Sms Sender Class 09</td>
<td>1</td>
<td></td>
<td></td>
<td>Modify</td>
<td>6 Survey settings</td>
</tr>
<tr>
<td>P2I Po Sms Sender Class 10</td>
<td>1</td>
<td></td>
<td></td>
<td>Modify</td>
<td>6 Survey settings</td>
</tr>
<tr>
<td>P2I Po Sms Sender Class 11</td>
<td>1</td>
<td></td>
<td></td>
<td>Modify</td>
<td>6 Survey settings</td>
</tr>
<tr>
<td>P2I Po Sms Sender Class 12</td>
<td>1</td>
<td></td>
<td></td>
<td>Modify</td>
<td>6 Survey settings</td>
</tr>
<tr>
<td>P2I Po Sms Sender Class 13</td>
<td>1</td>
<td></td>
<td></td>
<td>Modify</td>
<td>6 Survey settings</td>
</tr>
</tbody>
</table>

- **Automated Invitations**: Choose an event below for which to set up or modify automated survey invitations.
### Table 2. Text message algorithm example for class 2: interpreting food labels and setting SMART (specific, measurable, attainable, relevant, and timebound) goals.

<table>
<thead>
<tr>
<th>Participant role</th>
<th>Class schedule</th>
<th>Goal selection</th>
<th>Text message battery</th>
</tr>
</thead>
</table>
| Participant in participant-only arm | Class 2: Interpreting food labels and setting SMART goals | • Participant goal: meals and snacks  
• Partner goal: not applicable | • Day 2: Your goal for the next two weeks focuses on: Meals and snacks [populated from goal chosen in Table 1 from a menu of 3–4 options]  
• Day 4: Remember to look at the nutrition facts label and stick to 1 serving to stay within your calorie budget  
• Day 6: Keep an eye on added sugars  
• Day 8: Remember to work on the goal you set for: Meals and snacks [populated from goal chosen in Table 1 from a menu of 3–4 options]  
• Day 10: How much fiber have you been consuming? Fiber helps us stay full longer. Try for at least 25g/day  
• Day 12: Try comparing the serving sizes of food using volume (cup measures) vs. weight (food scale). How do they compare? |
| Participant in partner-assisted arm | Class 2: Interpreting food labels and setting SMART goals | • Participant goal: meals and snacks  
• Partner goal: praise your partner | • Day 2: Text 1: Your goal for the next two weeks focuses on: Meals and snacks. Text 2: Your partner’s support plan is: Praise your partner  
• Day 4: Support tip: When trying to problem-solve together: state the issue, say why it’s important, discuss possible solutions, and try a solution.  
• Day 6: Keep an eye on added sugars.  
• Day 8: Text 1: Check in with your partner about whether their support plan is helping you reach the goal you set for: Meals and snacks. Text 2: Check in with your partner about how their support plan is going, which is: Praise your partner  
• Day 10: Support tip: When making decisions with your partner, remember to talk about what each person needs out of the solution.  
• Day 12: Try comparing the serving sizes of food using volume (cup measures) vs. weight (food scale). How do they compare? |
| Partner in partner-assisted arm   | Class 2: Interpreting food labels and setting SMART goals | • Participant goal: meals and snacks  
• Partner goal: praise your partner | • Day 2: Text 1: Your partner’s goal for the next two weeks focuses on: Meals and Snacks. Text 2: Your support plan is: Praise your partner  
• Day 4: Support tip: When trying to problem-solve together: state the issue, say why it’s important, discuss possible solutions, and try a solution.  
• Day 6: Keep an eye on added sugars  
• Day 8: Text 1: Check in with your partner about their goal, which focuses on: Meals and Snacks. Text 2: Check in with your partner about how you are doing with your support plan, which is: Praise your partner  
• Day 10: Support tip: When making decisions with your partner, remember to talk about what each person needs out of the solution.  
• Day 12: Try comparing the serving sizes of food using volume (cup measures) vs. weight (food scale). How do they compare? |

---

**Maintenance and Reminder Database: Automated Messaging From Baseline to 24 Months**

The weight maintenance and reminder database was programmed to send a total of 80 automated text messages to each participant (both arms) and 70 automated text messages to their partners (partner-assisted arm) over the 24-month study period. These text messages were used to remind participants and their partners of group classes, dietary recall and physical activity tracking for assessments, and measurement visits. They were also used to reinforce behavior maintenance principles during the weight loss maintenance phase of the study (months 7–18). A REDCap field was created for each possible text message at baseline. In each field, we specified the text message conditions and delivery schedule and piped in the corresponding text message content. Then, we set conditions to specify which participants should receive the text message. Conditions used in the 2-year database were the role and number of days since baseline (eg, [participant role=partner] AND [days since baseline=80]). To customize delivery dates for each cohort, we used an external date calculation module (date calculation fields, version 1.64) in REDCap. This individualization took into consideration the schedule of group meetings.

**Cost of Text Messaging**

Twilio has a pay-as-you-go payment structure and does not require an upfront fee to make an account. A monthly fee of US $1.00 for a Twilio phone number is required. Phone numbers...
can be selected on the basis of a local area code. At the time of this intervention, text messaging to domestic numbers costs US $0.0075 per text message.

**Intervention Fidelity**

REDCap automatically maintains a log display or comprehensive list of messages that are delivered or scheduled to be delivered (Figure 3). The log displays the date and time when the message was sent or is scheduled to be sent, as well as the participant’s cell phone number and record ID. The log also displays if there were any errors. The log can be viewed and downloaded at any time to monitor intervention fidelity. Intervention fidelity is further enhanced over long periods of time through automation and limiting the need for a person to send a message. Our study team looked at the log monthly to check for errors and confirm message delivery. If an error was seen, we investigated and resolved it.

**Figure 3.** Partner2Lose text message delivery log in Research Electronic Data Capture (REDCap).

**Ethics Approval**

Approval for Partner2Lose was obtained by the University of Wisconsin Health Sciences Institutional Review Board in December 2018 (protocol 2018-1400).

**Results**

A total of 1061 participants and partner dyads were screened to participate in Partner2Lose. Among these dyads, 3 participants were excluded from the study for not having a smartphone with a data or texting plan. No partners were excluded for this reason. Five cohorts comprising 231 couples were consented and randomized in the Partner2Lose trial. The initial build of the 2 databases took approximately 120 hours. Thereafter, the databases have required, on average, less than 15 minutes of maintenance each week.

As of February 22, 2022, the initiation and maintenance and reminder databases have sent 22,887 and 21,447 Automated Survey Invitations via text message, respectively. A total of 53,518 text messages are planned to be delivered by study completion (March 2023).

The cost to send these text messages via Twilio will be approximately US $450 for the full study duration. Of the 44,334 text messages that have been sent, 217 failed to deliver, equating to a 0.004% error rate. These errors appear to occur at random and consistently over time. REDCap did not provide more information regarding the messages that failed to deliver, which could indicate error on the participants’ side, which we were unable to identify. In one instance, though, study staff reported that participants said they received multiple repeated messages. This was a bug found within the REDCap logic, and we were able to quickly address the problem. Additional errors have not been noted within REDCap or from study participants thus far.

**Discussion**

**Principal Findings**

To effectively implement interventions in large populations, scalable intervention delivery approaches are needed. This study demonstrates a feasible approach to automate a significant component of participant communication and engagement over a 24-month behavioral weight management trial using a widely available software, REDCap.

The widespread use of mobile technology has expanded our opportunity to automate the delivery of intervention content without requiring face-to-face interactions and with minimal upkeep and maintenance by study staff [1]. Inasmuch, it reduces study burden and limits the need to travel to a study site. This is particularly useful for populations in rural areas or those who may work multiple jobs or have caregiving responsibilities. Text messaging is also cost effective, as indicated in our report and previous research [24], and unlike other digital interventions and strategies, it does not require a smartphone (with access to applications) or other devices, such as wearables, facilitating reach to sociodemographically diverse groups [1,25]. In fact, 97% of adults own a cellphone in the United States, with high rates across all race and ethnicity, household income, and educational attainment groups [1].
There are other examples of automated, tailored interventions being delivered in behavioral health trials. These interventions have used other software tools that require individual development and may involve smartphone apps. One example is the Nourish study [26] that leverages a smartphone application and evidence-based behavior change principles to improve adherence to the DASH eating pattern among adults with hypertension. The Nourish intervention delivers tailored and personalized feedback that is based on dietary tracking and goal attainment. This feedback also takes into consideration personal characteristics of the participant, such as working full time, to inform the feedback provided. Given the increased number of variables being considered in the feedback algorithm, in addition to relying on an external application, REDCap likely would not be a feasible option for this study or others alike. These are important factors to consider when selecting a software platform.

We chose REDCap for this study owing to institutional investment in which it supports a wide variety of research needs, and REDCap’s wide adoption and collaborative, international network. We also only sought to leverage text messaging for intervention delivery owing to its simplicity and equity in use across diverse populations. Thus, results from this study can be more easily replicated.

The REDCap Consortium is an international community of software platform partners [10]. While each institution maintains its own version of the software, developed features are shared across the community. This allows for interoperability of data transfer across sites and best practices related to security and regulatory requirements. The initial costs of using software such as REDCap requires institutional investment; however, there is less of a need to rebuild custom software tools across the enterprise once the infrastructure exists, resulting in reduced long-term spending [27]. Using REDCap, or a similar platform, is also cost savings for individual study teams, as the scalability of automated processes is exponential and more affordable than manual processes that incur labor costs over time. For example, increasing a sample size from 100 to 10,000 would traditionally require a significant increase in labor costs and data tracking; however, software and automation can greatly reduce the per-participant cost.

Automating the participant communication component of our intervention delivery increased our ability to monitor and manage intervention fidelity. Specifically, using REDCap’s survey invitation log feature, we were able to identify messages delivered or scheduled to be delivered that had an error. This feature allowed us to make informed and responsive modifications such as reinitiating messages or stopping double messaging. It should be noted that our intervention did not ask or prompt participants to respond to text messages, so there could be delivery errors not identified by REDCap or our team. Nonetheless, the databases used in this study demonstrated a high rate of fidelity over time in message delivery as demonstrated by the very low error rate.

The tools and features in REDCap are regularly modified and updated to improve the platform’s functionality and effectiveness. As such, the workflow described in this paper would benefit from being adapted to leverage the tools and features available today. For example, if we were to implement automated text messaging in our next trial, we would use REDCap’s “Alerts and Notifications” feature to send the text messages via Twilio. This relatively newer feature provides an option to specify delivery conditions to tailor the text message content by each participant, however, does not require the text message to be connected to a survey in REDCap. The feature described to send text messages in this report, Automated Survey Invitations, would be more appropriate to send text messages or communications that solicit a survey response, such as an outcome survey or adverse event questionnaire. Nonetheless, both of these features have tracking logs, in which intervention delivery and survey completion can be tracked and maintained by the study team.

**Limitations**

We note several limitations to automating intervention content and communication using REDCap and Twilio, which should be considered before design and implementation. First, it requires participants to have a consistent mobile phone, which may limit the generalizability of the automated communication approach. Although mobile phone ownership is high and continues to grow in the United States [1], there is still a small percentage of individuals who do not own a mobile phone and thus cannot be reached using this approach. For example, 8% of adults aged 65 years or older do not own mobile phone and would be inaccessible via this modality [1].

Second, the phone number that is used to deliver the text messages via Twilio is a robot. Thus, if someone were to reply to the text message, there would not be a study team member monitoring the responses or be available to reply. This can be a safety concern if a participant is seeking medical advice from a study team member; however, to minimize this concern, we notified participants at the start of the trial that responses would not be monitored. Additionally, it is worth noting that participants received messages from the same phone number over the course of the study and were able to save the number so they would not think it was spam. Twilio has the capability for 2-way SMS text messaging; however, at the time of implementation, REDCap only had the capability of receiving text messages that met predefined criteria. For safety or technical concerns, we provided alternative contact modalities for the participants to reach the trial staff, including an email ID and a phone number. Third, although our data indicate that the error rate was small in this study, it is possible that errors went unidentified as our intervention did not prompt a response from participants. Moreover, if there is a programming error, it is likely to impact several study participants rather than a single participant. Fourth, given the use of text messaging, it was not possible to record if a participant read the intervention communication. Lastly, accounting for holidays and weather can be challenging, and automated messaging may occur when not desired by participants. In the future, this may be mitigated by asking participants communication preferences or tailoring text messages to times of the day that are best suited to them.

**Conclusions**

The proliferation of mobile phones coupled with research management software offers study teams the opportunity to integrate automation at scale into their intervention...
implementation and delivery. Our trial automated the delivery of intervention content and communications using REDCap for 5 cohorts of participants and their partners in a behavioral health trial with longitudinal outcomes. Our approach provides a framework that can be used in future behavioral health interventions to create an affordable, reliable and accessible method for intervention engagement.
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Abstract

Background: Exclusive breastfeeding (EBF) at 6 months of age in most low- and middle-income countries, including India, is surprisingly low. There is a relative lack of mobile health apps that specifically focus on leveraging the use of peer counselors (PCs) to support mothers as a means of increasing EBF practices in low- and middle-income countries.

Objective: This study aimed to design, develop, and test the usability of Breastfeeding Education Support Tool for Baby (BEST4Baby), a mobile health app specifically designed to support PCs in providing in-home breastfeeding counseling support to mothers in rural India on optimal breastfeeding practices.

Methods: A user-centered design process with an agile development methodology was used. The approach involved stakeholders and mothers who were trained to serve as PCs to guide BEST4Baby’s design and development, including the app’s content and features. PCs were engaged through focus groups with interactive wireframes. During the 24-month pilot study period, we conducted a feasibility test of the BEST4Baby app with 22 PCs who supported home visits with mothers residing in rural India. The intervention protocol required PCs to provide education and follow mothers using the BEST4Baby app, with 9 scheduled home visits from the late prenatal stage to 6 months post partum. BEST4Baby’s usability from the PCs’ perspective was assessed using the translated System Usability Scale (SUS).

Results: The findings of this study align with best practices in user-centered design (ie, understanding user experience, including context with iterative design with stakeholders) to address EBF barriers. This led to the cultural tailoring and contextual alignment of an evidence-based World Health Organization breastfeeding program with an iterative design and agile development of the BEST4Baby app. A total of 22 PCs tested and rated the BEST4Baby app as highly usable, with a mean SUS score of 85.3 (SD 9.1), placing it over the 95th percentile for SUS scores. The approach translated into a highly usable BEST4Baby app for use by PCs in breastfeeding counseling, which also statistically increased EBF practices.

Conclusions: The findings suggest that BEST4Baby was highly usable and accepted by mothers serving as PCs to support other mothers in their EBF practices and led to positive outcomes in the intervention group’s EBF rates. The pilot study demonstrated that using the specially designed BEST4Baby app was an important support tool for mothers to serve as PCs during the 9 home visits.

Trial Registration: Clinicaltrials.gov NCT03533725; https://clinicaltrials.gov/ct2/show/NCT03533725
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Introduction

Exclusive Breastfeeding

Exclusive breastfeeding (EBF), defined as the practice of giving an infant only breast milk for the first 6 months of life, has tremendous benefits for the mother-infant dyad. It protects the infant from infections, sudden infant death syndrome, dental malocclusions, and the development of obesity and diabetes later in life [1-4]. EBF offers protection for the mother from breast cancer, ovarian cancer, and postpartum depression and improves the birth spacing interval [1,3,4]. Of great significance, EBF has been shown to be most effective in reducing overall infant mortality [5], which could prevent an estimated 823,000 child deaths [2-4] and an annual economic loss of approximately US $302 billion. EBF practices can significantly contribute to improved outcomes in under resourced environments [6].

Low- and middle-income countries (LMICs) have the highest infant mortality rates (IMRs), and approximately 63% of infants aged <6 months are not exclusively breastfed [3]. This is especially important in India, which has reported an IMR of 30 per 1000 live births. India’s IMR exceeds that of several other LMICs in Asia, such as Uzbekistan (19 per 1000 live births), Bangladesh (25 per 1000 births), and Egypt (18 per 1000 live births). Despite the Indian government’s long-standing efforts to increase breastfeeding rates, EBF remains low. The National Family Health Survey 2015 to 2016 estimated that only 54.9% of infants aged <6 months are exclusively breastfed in India [7]. Furthermore, EBF rates are not homogenous in India and vary by region [8], with rates in Southern India reported to be 43.7% from infancy to the age of 5 months [8].

Socioecological Factors of EBF

Multiple socioecological factors affect EBF rates in India. The social determinants of health include a mother’s access to health care and health information, education, income, and area of residence [9], all of which affect the rates of EBF. The mother’s lack of knowledge on the importance of EBF to overall health, inappropriate breastfeeding techniques, and late initiation of breastfeeding are barriers at the individual level [10-13]. At the societal level, discarding colostrum, prelacteal feeding, lack of family support, lack of the mother’s autonomy in decision-making (eg, mother-in-law’s influence on breastfeeding practice), and poor counseling regarding key aspects of EBF are cited as significant barriers [9,12,13]. In South Asia, programs that used repeated exposures for counseling and education on breastfeeding practices during pregnancy and in the early postpartum period were more likely to be effective in improving breastfeeding rates. Short programs that contained irregular exposures, poor timing, and inadequate coverage of the target population were less likely to affect breastfeeding rates.

Breastfeeding Support System, the Role of Community Health Workers, and the Importance of Task-Shifting Breastfeeding Counseling In India

Task shifting is a delegation process in which tasks are moved from a highly specialized workforce to less specialized health workers, where appropriate. The Indian government has implemented and deployed different types of paid or incentivized community health workers (CHWs) as part of India’s health care delivery system to task shift various health care activities [14,15]. Among the 3 cadres of CHWs implemented, auxiliary nurse midwives (ANMs) are based at a subcenter and visit villages and provide care at the subcenter. ANMs are supported by Anganwadi workers, who work solely in their villages and focus on providing food supplements to young children, adolescent girls, and lactating women. Finally, Accredited Social Health Activists (ASHAs) are the largest cadre of CHWs. They have been deployed to supplement the work of ANMs and Anganwadi workers [15]. ASHAs provide health promotion, specifically regarding nutrition, sanitation and hygiene, preparedness for birth and safe delivery, immunization, breastfeeding, complementary feeding, and prevention of common infections. Although they provide a valuable contribution to supporting and promoting maternal and child health in their communities, ASHAs often feel rushed, tired, overworked, and underpaid [16].

Studies using CHWs have generally shown significant improvements in general maternal-infant care practices (eg, skin-to-skin care) and some areas of breastfeeding support, including initiation and complementary feeding [17,18]. Furthermore, establishing a network of CHWs who can educate, support, and make necessary referrals is linked to increasing EBF [19]. Although paid or incentivized and trained CHWs have been used for breastfeeding interventions in India, the use of mothers as unpaid peer counselors (PCs) for breastfeeding has not been explored.

Technology-Based Support for CHWs

Mobile technology for health interventions presents a strong opportunity for improving breastfeeding practices compared with usual care, including the cost-effectiveness of using CHWs such as ASHAs. Mobile health (mHealth) apps that rely on wireless access to the internet are common in India, where broad access is available, including in rural areas. Several mHealth interventions have been tested in rural areas in India to improve maternal-child health outcomes, including breastfeeding [17,18,20]. These mHealth intervention studies using CHWs [17], such as ASHAs [18], have reported improvements, including increases in job confidence [17], coordination [17], coverage [18], and quality of services in hard-to-reach areas [18]. Despite established evidence of the effectiveness of using CHWs to provide community-based counseling and education to improve EBF rates [9,21-25], the use of mHealth with task...
shifting to unpaid mothers as PCs in India has yet to be explored. Brief training with mothers with prior breastfeeding experiences to serve as PCs, using mHealth technology as suitable support tools, within rural Indian communities can further expand the types of available CHWs. They would further address the need for community-based peer support to promote breastfeeding in rural India [26]. Thus, Breastfeeding Education Support Tool for Baby (BEST4Baby) is a suitable medium for training and supporting unpaid PCs in providing in-home breastfeeding counseling support to mothers in rural India.

Methods

Overview

This paper describes the design, development (ie, content and technical), and testing of the mHealth app called the BEST4Baby to support a community-based task-shifting intervention that uses trained mothers as PCs to provide counseling and education to mothers to achieve an improved EBF rate in the Belagavi district of Karnataka, India. The investigators included partners at Thomas Jefferson University (TJU; Philadelphia, Pennsylvania, United States) and investigators at Jawaharlal Nehru Medical College of Karnataka Lingayat Education, Academy of Higher Education and Research (Belagavi, India), and Benten Technologies (Benten; Manassas, Virginia, United States).

The team leveraged a user-centered design (UCD) approach to design and develop the initial version of the BEST4Baby mHealth app. This approach was used to better understand the users, counseling tasks, and the environment by involving PCs and key stakeholders throughout the design process to create a positive user experience [27]. This process ensured that the BEST4Baby counseling program and the training materials, mobile app, and job-aid tools were acceptable and feasible in advance of pilot testing. The team also leveraged an agile development methodology for content and technology development. The agile development methodology emphasizes iterative development and integrates feedback from all key stakeholders in the development process to refine the BEST4Baby app over time, including the content and app [28]. All design and development processes were initially conducted in English to facilitate communication among all research team members during the study. Meetings were conducted web-based via UberConference and Zoom. Figure 1 illustrates the UCD process implemented alongside the agile development of the BEST4Baby mHealth app. The mHealth app was then pilot tested for usability with PCs to deliver effective EBF counseling to mothers at home.

BEST4Baby App Design

Overview

Formative qualitative research was conducted with a breastfeeding advisory panel and mothers with and without breastfeeding experience [19]. The members of the breastfeeding advisory panel included local clinicians and academics incorporating the medical disciplines of obstetrics and pediatrics, representatives of advocacy groups, a Karnataka State Ministry of Health official, the Reproductive and Child Health Officer, and the District Health Officer from Belgaum, India. The results of the qualitative research and analyses helped the team to create an initial product backlog for the BEST4Baby mHealth app. Microsoft PowerPoint was used as a design tool to iteratively create mock-ups for the BEST4Baby mHealth app. The design for the initial mock-ups was based on information derived from formative qualitative research and informed the app’s structure of number, timing, spacing of visits, and specific content that would be reviewed during the visits and incorporated cultural

Figure 1. The Breastfeeding Education Support Tool for Baby app design and development process. IDI: in-depth interview.
practices during various stages of breastfeeding. Initially, the BEST4Baby app focused on addressing the importance of identifying salient barriers to breastfeeding.

**Design Iterations**

The design versions for the BEST4Baby app included the (1) initial mock-up design, (2) revised mock-up design with integrated educational content, and (3) final interactive wireframes with content. The stakeholders were engaged in the feedback of the design mock-ups to ensure proper flow and integration with BEST4Baby PC training. Changes in the design included simplifying navigation options, removing one prenatal visit, and adding the potential to make unscheduled visits. The final design integrated all the educational content and was reviewed and approved by our research collaborators in India.

**Visit Session Design**

The BEST4Baby app design centered on the following concepts: (1) time (relatively short sessions), (2) content (small, bite-size units of information to be covered in each session), (3) curriculum (personalized content for each session as part of a curriculum), (4) form (all sessions presented in the same, consistent structure and format, as well as incorporating multimedia when appropriate), and (5) flexibility (different times and locations for each delivery). Mothers who served as PCs were the primary users of the app. After brief training, the PCs could use the mHealth app to master complex breastfeeding counseling topics by using many short, guided visit sessions with a built-in refresher training module for use in the field. Each visit session was designed to dynamically present content for PCs to share and counsel mothers based on their responses at each visit. The app was designed to provide just-in-time information without overloading mothers with too much information. With scheduled visits by PCs at various stages (before and after delivery), mothers were only presented with stage-appropriate content for that period. For example, visit 2 was 32 to 36 weeks ante partum and provided information on the importance of colostrum; visit 3, which occurs within 1 to 3 days after delivery, focuses on issues related to delivery, such as baby delivery questions (baby’s weight, birthting hospital, and delivery method), feeding questions, assessment of baby and mother’s health, and others. The app was also designed with assessments for PCs conducted at the beginning of each visit to identify potential problems. On the basis of the assessment results, PC counseling content was dynamically shown to address specific solutions for mothers.

**BEST4Baby Content Development**

**Overview**

In parallel with the app design, the educational content for the BEST4Baby mHealth intervention was developed with experts in the field. The educational content leveraged the formative research with mothers. It noted content that was successful and unsuccessful in promoting EBF [19], results from a prior study, and input from PCs to finalize the design. The educational content was based on a modified, culturally adapted World Health Organization breastfeeding counseling course. The content was created for training PCs and, as appropriate, for use during in-home and hospital visits to improve the mother’s knowledge regarding EBF and optimal feeding practices [30]. The content included videos comprising brief but common experiences prevalent in breastfeeding practices. The video content was tested for compatibility with Android and iOS devices.

**Behavioral Theories**

The design of the BEST4Baby educational content leveraged the Social Cognitive Theory (SCT) and the Theory of Planned Behavior (TPB) [31]. The SCT’s construct of self-efficacy was used to develop educational content using videos of other Indian mothers who were successful in various breastfeeding techniques. The TPB’s constructs of behavioral intentions and observational learning were incorporated into design components that addressed sociostructural factors that facilitate or hinder pursued behavior, such as the mother or mother-in-law’s influence on breastfeeding, prelacteal feeding, and complementary feeding. The TPB’s construct of behavioral intentions was incorporated into the BEST4Baby app design. The TPB constructs of attitude (eg, assessing initial and subsequent attitudes), subjective norms (eg, involving key individuals such as mothers-in-law), and perceived behavioral controls (eg, reinforcing a mother’s self-efficacy using an observational assessment, personalized counseling to their breastfeeding challenges, and videos to perform the behavior) were incorporated into the step-by-step counseling guide [31,32].

**Content Integration With App**

The educational content was integrated into the BEST4Baby app design as each component of the content was completed. After incorporating this design and content into an interactive wireframe, a focus group session was conducted with 7 PCs to demonstrate the mHealth app and obtain feedback. After the focus group, we administered the System Usability Scale (SUS) survey to evaluate the initial usability of the BEST4Baby app design, obtain final feedback on the design, and incorporate feedback before completing the technological development of the prototype. The SUS is a reliable scale widely used and validated to measure system usability, independent of the type of technology [33]. SUS has also been used in various languages and cultures, including in India [34,35]. It has become an industry standard, with reference in >600 publications [36].

**BEST4Baby Technological Development**

The Benten development team consulted TJU off site and the Indian team as product owners during the agile development. In addition, lessons learned from a prior mHealth intervention, called Community Level Interventions for pre-eclampsia [37] in India, provided knowledge on potential infrastructure challenges for the use of mobile technology in rural India.

**Overall Architecture**

The mHealth app was developed with cross-platform mobile technologies using MongoDB, Express, ReactJS, and NodeJS, which is a technology stack available for any Android or iOS device. The initial architecture included web-based and offline capabilities to address wireless coverage issues. The team also developed security features, such as strong password protection for authentication, access control, and secure transport of information via the Secure Sockets Layer, to ensure that the
mHealth app conformed to India’s regulations on the privacy and security of patient data. The prototype was also designed to capture data regarding app use to assist in the evaluation of the app. The content leveraged XML to encode the content and allowed for a dynamic, personalized presentation of breastfeeding counseling information based on the data captured for each mother during their visit. At the initial visit, detailed data of app use were captured, including GPS data, time spent by PCs in each content area, and individual responses from mothers during each counseling session.

**App Features**

The team created the BEST4Baby app to provide a systematic step-by-step guide [26,27] to control the quality of PC counseling at each visit and promote optimal breastfeeding practices in mothers. BEST4Baby’s unique features included (1) a step-by-step guide for each visit on proper breastfeeding counseling and education, (2) systematic breastfeeding assessments for mothers during the initial prenatal and postpartum period to shape beliefs and troubleshoot breastfeeding challenges, (3) time-sequenced prenatal and postpartum period education to deliver appropriate just-in-time breastfeeding information, and (4) personalized communication to address specific breastfeeding challenges of lactating mothers during the postpartum period. The PCs accessed the BEST4Baby app using a simplified log-in process. Once authenticated, a PC could view the educational content and conduct in-home visits in English or the local language (Figure 2). The BEST4Baby home page provides access to functionality, such as the (1) Mom List, which allows PCs to add to and track visits for each designated mother, including completed and pending visits; (2) Support List, which allows PCs to communicate with clinicians and technical support as needed; (3) Visit Content, which provides step-by-step guided counseling incorporated within the educational content, including multimedia and video clips, organized into 9 sessions corresponding to the visits by PCs to mothers (2 antenatal and 7 post partum); (4) Appointments, which allows PCs to view upcoming visits, schedule new appointments, and add them to the calendar; (5) Video, which provides PCs with a breastfeeding content library for viewing directly whenever needed during the visit.
Integration and Testing Preparation

After development, the Indian team translated the final content into the local language, Kannada. The translation was provided in Unicode for incorporation into the BEST4Baby app. The app was designed to display the content and interface components in English and Kannada. In preparation for the pilot study, the Indian team researched possible low-cost Android devices, which constitutes >90% of the market in India [38]. Different Android tablet devices were considered. A Samsung Android tablet was chosen as it was an affordable, common, easily accessible, and portable device that could fit in the BEST4Baby kit for PCs to carry to the pilot testing site. The kit had the following items: (1) a life-size newborn doll to demonstrate...
positioning. (2) a skin-colored sock to prepare a breast model for demonstrating proper latching. (3) a digital scale for weighing and assessing the growth of the infant, (4) a nipple plunger to mitigate the problem of an inverted nipple, and (5) a Samsung Android tablet with wireless and GPS capability preloaded with the BEST4Baby app and secured to allow for its sole use with the app. A total of 25 Samsung tablet devices were purchased for use by the PCs for the study implementation. Final testing was performed to ensure compatibility of the final BEST4Baby software with the device selected for the PCs.

Usability Testing

Study Participants

A total of 56 potential PCs were identified by staff from 5 local primary health centers in the Belagavi health district, facilitated through announcements and word of mouth [26]. Out of 56 PCs, 25 (45%) were selected for usability testing of the platform based on the inclusion criteria of (1) residing in the local community; (2) having breastfed within the past 5 years; (3) having at least 10 years of formal education; (4) having an available mobile phone; (5) being familiar with operating an Android phone; and (6) being able to read, write, and communicate in the local language.

Study Design

Usability refers to “the quality of a user’s experience when interacting with products or systems, including websites, software, devices, or applications” [39]. A sample size of 20 PCs was sufficient to achieve 80% power to detect a difference of 6.0 between the actual mean of 74.0 and the null-hypothesized mean of 68.0. The International Organization of Standardization 9241-11 considers usability to be a measure of the system’s technical effectiveness, efficiency, and satisfaction from the perspective of user experiences [40]. BEST4Baby usability was tested in a real-life setting within 6 clusters of the Global Research Network area located in Belagavi district (Karnataka, India). The pilot study involved pretesting for usability with 25 PCs and posttesting for usability with 22 PCs (88%; n=3, 12% dropped out from the study) recruited from the study areas.

Study Procedure

Following recruitment, all 25 PCs attended a 3-day training session, which included content on breastfeeding knowledge and skills, counseling techniques, and instruction on the BEST4Baby mHealth app. Each PC received an ID badge and a branded BEST4Baby mobile device containing the BEST4Baby mobile app. During the posttraining time point, each PC was assigned to 5 mothers in the intervention group, who resided in their community. PCs used the BEST4Baby app during home visits to mothers following a 9-visit schedule at >28 to 32 weeks ante partum, 32 to 36 weeks ante partum, postpartum days 1 to 3, postpartum day 7, postpartum day 15, postpartum 1 month, postpartum 2 months postpartum 4 months, and postpartum 6 months. As the PCs went to the visit sessions with the mothers, they manually entered and collected data using the BEST4Baby app on the assigned Samsung tablet. Data from the Samsung tablet automatically synchronizes to a server if the internet is available. The BEST4Baby app was also designed with the capability of an offline mode feature, which means that the educational content for the visits was stored on the Samsung tablet, and data could be collected and stored on the tablet without the need to access the internet or wireless service to address potential wireless coverage issues in a rural area. The offline mode allowed the data to be synchronized later to the server whenever the app could detect internet service availability. In addition, the app also had a feature to enable PCs to synchronize the data manually. At the end of the training, 25 PCs were asked to complete a SUS survey to assess the usability and acceptability of the BEST4Baby app. The SUS questionnaire was translated into the local language. The results from the SUS score were found to be highly usable, with an average score of 87.5 (SD 8.2; range 72.5-100).

Instruments

BEST4Baby’s usability was assessed using the SUS [33,36], a widely used validated scale that can be used with a variety of technologies and provides a single usability score [36]. The survey comprises a 10-item Likert scale for respondents (with 5-point anchors from strongly agree to strongly disagree). Scores for each item in the SUS survey are converted to a number, added together, and then multiplied by 2.5 to create a single SUS score between 0 and 100. A SUS score >68 is considered above average and supports acceptability for use [36]. Data regarding app use were automatically captured from the app and obtained from the server to assess user engagement with the BEST4Baby app.

Usability Data Analysis

Data were collected from the surveys, deidentified, and entered into a Microsoft Excel spreadsheet. After verifying the data, baseline demographics were assessed using descriptive statistics. Individual SUS scores were calculated for each participant, and a mean SUS score with SD was provided for postpilot survey results. App use data were obtained from the server after the pilot and analyzed using descriptive statistics.

Ethics Approval

Institutional review board approval was obtained from Karnataka Lingayat Education University (IRB registration number: 00008025), Jawaharlal Nehru Medical College in India, and TJU in the United States.

Results

Participant Characteristics

A total of 25 participants were recruited as PCs, of whom 3 (12%) did not complete the study, resulting in 22 (88%) participants who completed both the study and posttesting usability survey. The usability survey was translated into the local language before it was administered. The participants were all female, with a mean age of 30.18 (SD 4.43) years [26]. Half of the participants reported having at least 8 to 10 years of education, with the remainder having 11 to 16 years of education; all had prior experience of using a smartphone for an average of 14.95 months (Table 1).
Table 1. Demographics (N=22).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>30.18 (4.43)</td>
</tr>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>21-25</td>
<td>3 (14)</td>
</tr>
<tr>
<td>26-30</td>
<td>11 (50)</td>
</tr>
<tr>
<td>31-35</td>
<td>6 (27)</td>
</tr>
<tr>
<td>36-40</td>
<td>2 (9)</td>
</tr>
<tr>
<td><strong>Years of education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>8-10</td>
<td>11 (50)</td>
</tr>
<tr>
<td>11-16</td>
<td>11 (50)</td>
</tr>
<tr>
<td><strong>Smartphone experience (months), mean (SD)</strong></td>
<td>14.95 (21.33)</td>
</tr>
</tbody>
</table>

App Use Data

A total of 22 PCs completed the 9-visit schedule with mothers, with each PC serving 4 to 5 mothers. PCs also had the option of adding additional unscheduled visits (a feature that was optional and accessible in the app). Unscheduled visits were designed for the PCs to provide additional breastfeeding support if needed. The time that the PCs spent on the app with the mothers during each visit ranged from 6.6 to 39.6 minutes. The longest period was during the first visit, whereas the shortest was during the unscheduled visits. The average time spent by PCs on visits 1 to 5 was 29.1 minutes, whereas the average time for later visits (eg, visits 6-9) was 12.7 minutes (Table 2). After the first 6 visits, PCs spent an average of <12 minutes on the last 3 visits (2-, 4-, and 6-month visits post partum).

Unscheduled visits (ie, visits that were not originally planned) also had the shortest duration (<7 minutes). During each visit, PCs could revisit the educational content with mothers, which was provided previously (another optional feature of the app) based on individual needs. The most frequently revisited educational content topics included the importance of colostrum feeding, position and attachment, and proper burping after feeding. The content related to the importance of colostrum feeding, the many advantages of breastfeeding, and the dangers of artificial and prelacteal feeding were also revisited during visit 3 (Table 3). Content related to the demonstration of position and attachment, expression of breast milk, increased secretion of breast milk, and proper burping after a feed was revisited during visits 4 and 5 (Table 3).

Table 2. Visit duration.

<table>
<thead>
<tr>
<th>Visit name</th>
<th>Targeted visit time points</th>
<th>Average duration per visit</th>
<th>Duration per screen, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visit 1</td>
<td>28-32 weeks ante partum</td>
<td>39.6</td>
<td>1.41 (1.69)</td>
</tr>
<tr>
<td>Visit 2</td>
<td>32-36 weeks ante partum</td>
<td>24.0</td>
<td>1.09 (1.50)</td>
</tr>
<tr>
<td>Visit 3</td>
<td>Postpartum days 1-3</td>
<td>28.1</td>
<td>0.76 (0.82)</td>
</tr>
<tr>
<td>Visit 4</td>
<td>Postpartum day 7</td>
<td>28.5</td>
<td>0.81 (0.95)</td>
</tr>
<tr>
<td>Visit 5</td>
<td>Postpartum day 15</td>
<td>25.4</td>
<td>0.73 (0.89)</td>
</tr>
<tr>
<td>Visit 6</td>
<td>Postpartum 1 month</td>
<td>16.6</td>
<td>0.57 (0.50)</td>
</tr>
<tr>
<td>Visit 7</td>
<td>Postpartum 2 months</td>
<td>11.2</td>
<td>0.56 (0.37)</td>
</tr>
<tr>
<td>Visit 8</td>
<td>Postpartum 4 months</td>
<td>11.0</td>
<td>0.55 (0.40)</td>
</tr>
<tr>
<td>Visit 9</td>
<td>Postpartum 6 months</td>
<td>11.9</td>
<td>0.56 (0.40)</td>
</tr>
<tr>
<td>Unscheduled visits</td>
<td>As needed between visits</td>
<td>6.6</td>
<td>0.28 (0.37)</td>
</tr>
</tbody>
</table>
Table 3. Topics revisited and time frame of when it occurred.

<table>
<thead>
<tr>
<th>Content topic</th>
<th>Revisits, N</th>
<th>When it occurred</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flat or inverted nipples</td>
<td>3</td>
<td>Unscheduled visits</td>
</tr>
<tr>
<td>Breast engorgement</td>
<td>4</td>
<td>Unscheduled visits</td>
</tr>
<tr>
<td>Sore nipples</td>
<td>2</td>
<td>Unscheduled visits</td>
</tr>
<tr>
<td>Importance of colostrum feeding</td>
<td>95</td>
<td>Visit 3</td>
</tr>
<tr>
<td>Advantages of breastfeeding</td>
<td>32</td>
<td>Visit 3</td>
</tr>
<tr>
<td>Dangers of artificial feeding</td>
<td>23</td>
<td>Visit 3</td>
</tr>
<tr>
<td>Dangers of prelacteal feeding</td>
<td>24</td>
<td>Visit 3</td>
</tr>
<tr>
<td>Demonstrate position and attachment</td>
<td>111</td>
<td>Visits 4 and 5</td>
</tr>
<tr>
<td>Expression of breast milk</td>
<td>66</td>
<td>Visits 4 and 5</td>
</tr>
<tr>
<td>How to increase secretion of breast milk</td>
<td>58</td>
<td>Visits 4 and 5</td>
</tr>
<tr>
<td>Proper burping after a feed</td>
<td>116</td>
<td>Visits 4 and 5</td>
</tr>
</tbody>
</table>

Usability Analysis

The SUS scores for PCs ranged from 60 to 97.5, with a mean SUS score of 85.3 (SD 9.1). The mean SUS score, which was above the acceptable score [33], was considered above average by industry standards, indicating high usability. The average SUS score achieved by PCs places the BEST4Baby mHealth app above the 95th percentile in terms of usability [41]. All 22 participants strongly agreed with the following statements: “I would use this app frequently,” “I found the app easy to use,” and “It was easy to use the app during training.” In addition, 91% (20/22) of PCs strongly agreed with the statements that “The app features are well integrated” and “I can easily learn to use this app.” Most PCs strongly disagreed with the statements that “There was inconsistency in the app” and “I found the app too complex.” However, half of the PCs strongly agreed with “I needed to learn many things before I could use the app” (Table 4).

Table 4. Individual SUS\(^a\) item scores (N=22).

<table>
<thead>
<tr>
<th>SUS item</th>
<th>Statement (rank your impression from 1 to 5; 1=strongly disagree and 5=strongly agree)</th>
<th>Values, mean (SD)</th>
<th>5=strongly agree, n (%)</th>
<th>1=strongly disagree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>I would use this app frequently</td>
<td>5 (0)</td>
<td>22 (100)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>2</td>
<td>I found the app too complex</td>
<td>1.6 (0.8)</td>
<td>0 (0)</td>
<td>13 (59)</td>
</tr>
<tr>
<td>3</td>
<td>I found the app easy to use</td>
<td>5 (0)</td>
<td>22 (100)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>4</td>
<td>I need a technical person to use this app</td>
<td>2.3 (0.9)</td>
<td>0 (0)</td>
<td>4 (18)</td>
</tr>
<tr>
<td>5</td>
<td>The app features are well integrated</td>
<td>4.9 (0.3)</td>
<td>20 (91)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>6</td>
<td>There was inconsistency in the app</td>
<td>1.4 (0.9)</td>
<td>1 (5)</td>
<td>17 (77)</td>
</tr>
<tr>
<td>7</td>
<td>I can easily learn to use this app</td>
<td>4.6 (1.2)</td>
<td>20 (91)</td>
<td>2 (9)</td>
</tr>
<tr>
<td>8</td>
<td>I found the app cumbersome to use</td>
<td>1.5 (1.1)</td>
<td>1 (5)</td>
<td>16 (73)</td>
</tr>
<tr>
<td>9</td>
<td>It was easy to use the app during training</td>
<td>5 (0)</td>
<td>22 (100)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>10</td>
<td>I needed to learn many things before I could use the app</td>
<td>3.6 (1.6)</td>
<td>11 (50)</td>
<td>4 (18)</td>
</tr>
</tbody>
</table>

\(^a\)SUS: System Usability Scale.

Discussion

Principal Findings

We piloted BEST4Baby with 22 PCs to design, develop, and test the usability of this mHealth app, specifically designed to support PCs in providing in-home breastfeeding counseling to mothers in rural areas. The results of this usability test suggest that BEST4Baby was highly usable and acceptable by PCs in supporting mothers on optimal breastfeeding practices. The BEST4Baby mHealth app was developed following industry best practices and standards for UCD and agile development for use by PCs to support EBF practices in India. Development used a UCD approach to better understand the user experience [27]. The UCD process led to the creation of a unique app design that yielded a high usability rating by the mothers as PCs, resulting in high EBF rates at 6 months.

Based on the findings, the research team developed unique content and app features to support PCs in delivering in-home breastfeeding counseling, including the design of just-in-time information and skill-building content for mothers just before they require the information, as well as the use of checklists to guide the assessments, which included dynamic content delivery.
for each session specific to the mother’s challenges or needs. With only 3 days of training on breastfeeding counseling, including the use of the BEST4Baby app, mothers serving as PCs were able to learn how to use the app to conduct visit sessions.

The BEST4Baby app was pilot tested in ecologically valid settings in the Belagavi district in India and was determined to be highly usable and acceptable by PCs in this study. PCs used the BEST4Baby mHealth app to support a 9-visit intervention. The app’s features, including calendar scheduling, reminders, and dynamically generated content, helped support mothers to serve as PCs to meet breastfeeding counseling visit schedules designed for the intervention. Initial visits lasted longer, whereas later visits were shorter (eg, an average of 29 minutes vs an average of <12 minutes). The most frequently revisited educational topics were related to the importance of colostrum feeding, position and attachment, and proper burping after feeding. In addition, the results related to content topics and when they were discussed were based on the specific needs to address each mother’s challenge during the visits. The findings from the PCs will help inform future modifications of the BEST4Baby software.

A unique aspect of our mHealth app was the step-by-step guide with breastfeeding assessment, which provided dynamic counseling content to support mothers and created an intuitive flow for each visit. A step-by-step guide is a crucial component for activating desired behavior, as applied in evidence-based digital health interventions for mental health and behavior change [42]. Using a step-by-step guide along with a calendar for the scheduling of visits, appointment reminders, breastfeeding assessments, provision of dynamic counseling content, and use of the training module for field practice and refreshers resulted in PCs reporting high usability in supporting mothers to exclusively breastfeed.

Another unique feature of the tested mobile app was the tracking system of the PCs’ adherence to the 9-visit protocol. User engagement can be a challenge when attempting to implement an mHealth intervention [43]. Future research could incorporate components such as gamification to ensure user adherence to the mobile app [44] and protocol content.

**Technical Challenges**

During pilot testing, the research team experienced several technical challenges. The first occurred during the deployment of the BEST4Baby app, including data synchronization with the cloud-based server. This was resolved by providing a manual synchronization button. Second, owing to synchronization issues across multiple devices, the research team and PCs could not log into different devices, preventing researchers from monitoring and tracking the progress of each PC in real-time. The team developed a work-around monitoring functionality by creating a weekly export report in Microsoft Excel to overcome this issue. The report provided weekly details so that each PC’s visit history, including completed visits for each mother, could be provided to the research team.

**Strengths**

Studies have shown high levels of perceived acceptability of mHealth-supported interventions among CHWs in low-resource settings and LMICs, including in India [45]. A recent meta-analysis of studies conducted in 6 countries suggested that mHealth may be associated with improved maternal breastfeeding attitudes, knowledge, initiation, and EBF duration [46]. However, to the best of our knowledge, BEST4Baby is among the first mHealth apps to test the use of mHealth among unpaid PCs with a limited amount of training in rural India to successfully promote and support optimal breastfeeding practices. To date, no assessment has been made on the use of mHealth to enhance breastfeeding PC programs in India.

**Limitations**

This study had certain limitations. First, only feedback from mothers who served as PCs was included in the initial design process, and the input of mothers served by the PCs was not sought. Second, usability and acceptability were collected at the beginning and end of the pilot for the PCs who had breastfeeding experiences within 5 years; however, the perspective on the usability of BEST4Baby from current breastfeeding mothers was not collected. Third, owing to our small sample size of PCs to evaluate feasibility (usability), the small sample size was not powered to evaluate the study’s external validity. Finally, we were also unable to explore the characteristics of PCs who reported below-average SUS scores because of our small sample size.

**Conclusions**

Our findings suggest that an mHealth tool such as the BEST4Baby app can effectively help train PCs in supporting and counseling mothers in rural India to exclusively breastfeed. This study contributes to the growing literature demonstrating the applicability of a UCD with an iterative agile development for creating an mHealth app that is most usable for mothers to serve as breastfeeding PCs. The BEST4Baby app was found to be easy to use in support of breastfeeding efforts and provides a framework for its use in future trials.
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Abstract

Background: Observational management strategies such as active surveillance and watchful waiting are considered to be acceptable approaches in patients with low-risk localized prostate cancer and a safe alternative to aggressive treatment. During observational management, treatment is postponed until the disease progresses, which often never occurs. However, approximately 90% of patients with a low-risk disease choose aggressive treatment owing to anxiety. Strategies to address anxiety are needed for optimal management of this population and to improve the quality of life of patients with low-risk localized prostate cancer. A review highlighted that mobile health (mHealth) in tandem with health coaching can support patients’ self-management of health behaviors and improve well-being.

Objective: This study aims to explore patients’ experiences with and perspectives on an intervention offering self-management support through the use of mHealth devices and health coaching to identify supportive features that enable patients to perform sustainable changes that improve well-being.

Methods: We used an interpretive description approach, combining semistructured interviews with 13 purposively selected patients with prostate cancer and participant observations of patient-coach interactions in coaching sessions. The interviews were transcribed and analyzed. The self-determination theory was used as a theoretical lens. Field notes and coaching notes from each session were used to orient data generation and confirm or challenge the analysis.

Results: Our analysis suggested that patients’ self-awareness and psychological identity influenced their experiences with and perspectives on the self-management support offered by mHealth and health coaching in clinical practice. The patients’ individual experiences and perspectives indicated that they placed themselves in a dynamic continuum of sustaining or repressing their identity, self-awareness, and individual qualities. Our analysis revealed 4 interacting themes, all related to the psychological identity of the patients.
Conclusions: For the group of patients with prostate cancer to experience well-being, we found it important for them to sustain their self-image when offered a self-management intervention. Motivation and autonomy were important aspects for the individual patients to sustain their self-image throughout the intervention. In contrast, demotivation and a sense of paternalism could result in fostering an experience of having to repress self-awareness.

(JMIR Form Res 2022;6(9):e34471) doi:10.2196/34471
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Introduction

Background
Prostate cancer (PCa) is the most common malignancy among men [1]. Most men with PCa have low-risk localized PCa, and the cancer is unlikely to become life threatening [2]. Aggressive treatment may provide little survival benefit for patients with low-risk localized PCa while increasing the risk of side effects, such as erectile dysfunction, urinary incontinence, fatigue, weight gain, and depression that may severely impact the quality of life [2]. Observational management strategies such as active surveillance (AS), which is used in a curative setting, and watchful waiting, which is used in a palliative setting, have been shown to be feasible in patients with low-risk localized PCa [3]. Low-risk localized PCa is seen as a chronic disease in which treatment is postponed until the disease progresses, which often never occurs [3]. The observational management strategy involves lifelong plasma prostate-specific antigen testing and, in some cases, repeated biopsies of the prostate [3]. Another important aspect of observational management is to encourage patients to live a healthy and active life because alcohol, smoking, and obesity are among the risk factors for cancer progression [4]. Although observational management appears to be a safe alternative to aggressive treatment, approximately 90% of patients with a low-risk disease choose aggressive treatment [5]. The Prostate Cancer Research International Active Surveillance (PRIAS) study by Bokhorst et al [5] revealed that approximately 13% of patients on AS choose to initiate active treatment for PCa owing to anxiety. Thus, as argued by Bokhorst et al [5], strategies to address anxiety are needed for optimal management and to improve health behaviors and quality of life in patients with low-risk localized PCa. Well-being includes having good mental health, high life satisfaction, a sense of meaning or purpose, and the ability to manage stress and anxiety [6]. Self-management strategies represent a promising approach for treating chronic conditions and improving well-being and quality of life [6].

Mobile health (mHealth) devices, such as smartphones, fitness trackers, and wearables, represent a new generation of tools with the potential to improve patient self-management [6]. mHealth provides reliable and safe management outside the clinical setting and facilitates the delivery of interventions (eg, instruction in behavioral change) [6]. Although the promise of mHealth seems appealing, some challenges were highlighted by Woods et al [7], who found that patients often have a significant barrier to using mHealth in everyday life. They found that health care professionals are requested to support patients in adopting technological devices to ease the integration of mHealth as part of self-management strategies [7]. A recent scoping review indicated that mHealth and health coaching work synergistically and enhance patients’ self-management [8].

Objectives
Health coaching is a patient-centered intervention in which a health coach guides a patient in making behavioral changes. This is typically achieved by encouraging patients’ active participation in self-management based on personal objectives and individual motivational readiness to change [9]. Palmer et al [10] defined health coaching as “a practice of health education and health promotion within a coaching context, to enhance the well-being of individuals, and to facilitate the achievement of their health-related goals.” Accordingly, combining mHealth and health coaching may be a promising approach to support self-management in patients with PCa in observational management. Enabling and empowering patients to assume a more active role in the management of their disease has been shown to increase their quality of life and lower distress [11,12]. Growing evidence suggests that self-management strategies can benefit patients [11,13]. Self-management can be defined as the initiatives undertaken by individuals to promote their health and well-being [14]. It includes the actions individuals take toward a healthy lifestyle: managing their lifelong disease, management of their emotional health and well-being, and prevention of further illness [11,14]. Although several studies point to self-management as a promising strategy for patients to manage their chronic cancer disease [11,14], others address a key issue that needs to be discussed: how health care professionals can support self-management in an evidence-based, structured way and how self-management support can be integrated into clinical practice [15]. Thus, the objective of this study was to explore patients’ experiences with and perspectives on an intervention offering self-management support through different mHealth devices and health coaching to investigate what supported them in making sustainable changes that improved their well-being.

Methods

Setting and Sampling
All participants were recruited from the urological outpatient clinic at Vejle Hospital, a part of the Lillebaelt Hospital, Vejle, Denmark. Participants were informed and invited to participate in the study at the urological outpatient clinic by their urologist. We included patients with PCa on AS or watchful waiting who could read and speak Danish. A total of 13 participants were recruited and divided into 2 groups: group 1 between June and
August 2017 and group 2 between April and August 2020 (Table 1). The participants were included using purposive sampling [16]. In addition, 4 female urological nurses were included in the study to coach the participants (Table 2). The nurses had completed a 2-day course in health coaching given by a certified health coach.

Table 1. Characteristics of the 13 participants including their mobile Health (mHealth) devices and tracked activity.

<table>
<thead>
<tr>
<th>Group number</th>
<th>Participant number</th>
<th>Recruitment period</th>
<th>Age (years)</th>
<th>Ethnicity</th>
<th>Employment status</th>
<th>Time since diagnosis (years)</th>
<th>mHealth devices</th>
<th>Tracked activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>June 2017 to August 2017</td>
<td>71</td>
<td>Danish</td>
<td>Retired</td>
<td>5</td>
<td>BTTN</td>
<td>Water intake</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>June 2017 to August 2017</td>
<td>70</td>
<td>Danish</td>
<td>Retired</td>
<td>5</td>
<td>BTTN</td>
<td>Water intake</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>June 2017 to August 2017</td>
<td>72</td>
<td>Danish</td>
<td>Retired</td>
<td>3</td>
<td>BTTN</td>
<td>Water intake</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>June 2017 to August 2017</td>
<td>68</td>
<td>Danish</td>
<td>Self-employed</td>
<td>1</td>
<td>BTTN</td>
<td>Water intake</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>June 2017 to August 2017</td>
<td>82</td>
<td>Danish</td>
<td>Retired</td>
<td>6</td>
<td>BTTN</td>
<td>Water intake</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>June 2017 to August 2017</td>
<td>70</td>
<td>Danish</td>
<td>Retired</td>
<td>3</td>
<td>BTTN</td>
<td>Water intake</td>
</tr>
<tr>
<td>1</td>
<td>7</td>
<td>June 2017 to August 2017</td>
<td>69</td>
<td>Danish</td>
<td>Employed</td>
<td>2</td>
<td>BTTN</td>
<td>Water intake</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>April 2020 to August 2020</td>
<td>80</td>
<td>Danish</td>
<td>Retired</td>
<td>2</td>
<td>Fitness tracker and music device</td>
<td>Steps and well-being</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>April 2020 to August 2020</td>
<td>81</td>
<td>Danish</td>
<td>Retired</td>
<td>5</td>
<td>Fitness tracker and music device</td>
<td>Steps and well-being</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>April 2020 to August 2020</td>
<td>75</td>
<td>Danish</td>
<td>Retired</td>
<td>2</td>
<td>Fitness tracker and music device</td>
<td>Steps and well-being</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>April 2020 to August 2020</td>
<td>78</td>
<td>Danish</td>
<td>Retired</td>
<td>3</td>
<td>Fitness tracker and music device</td>
<td>Steps and well-being</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>April 2020 to August 2020</td>
<td>72</td>
<td>Danish</td>
<td>Retired</td>
<td>3</td>
<td>Fitness tracker and music device</td>
<td>Steps and well-being</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>April 2020 to August 2020</td>
<td>75</td>
<td>Danish</td>
<td>Retired</td>
<td>3</td>
<td>Fitness tracker and music device</td>
<td>Steps and well-being</td>
</tr>
</tbody>
</table>

*BTTN: Bluetooth button with connection to the My Course app and the electronic patient journal.

Table 2. Characteristics of the 4 nurse coaches.

<table>
<thead>
<tr>
<th>Group number</th>
<th>Nurse number</th>
<th>Recruitment period</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>June 2017 to August 2017</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>June 2017 to August 2017</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>April 2020 to August 2020</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>April 2020 to August 2020</td>
</tr>
</tbody>
</table>

**Intervention**

All 13 patients participated in a 19-week program that included 8 individual coaching sessions: 4 face-to-face visits to the outpatient clinic, lasting between 45 and 60 minutes each, and 4 telephone calls of 30 minutes each (Figure 1). Participants met the same coach throughout the program. The program aimed to provide ongoing support and guidance for participants to set goals and sustainable objectives and make changes that improved overall health and well-being. In the first coaching session, the participants received an mHealth device that tracked the activity of interest. The tracked activities were related to overall health, well-being, or both. Those related to overall health were physical activity or water intake; they were chosen...
because they are simple to track and are important aspects of living a healthier life [6]. The tracked activities related to well-being were self-reflection on one’s life, which was chosen because self-reflection is important for good mental health and dealing with emotional challenges [6].

**Figure 1.** The 19-week coaching program.

After the first session, all coaching sessions started with the nurse coach and a participant jointly evaluating the data. In addition, difficulties with the mHealth devices were addressed at the beginning of each session. After evaluating the data, the nurse and the participant talked about facilitators and barriers related to the participants’ individual goals and optionally setting new goals. At the end of the session, the nurse summarized the session.

**Group 1**

All participants in group 1 felt that water intake could be improved and agreed to register daily water intake with a Bluetooth button (Figure 2) connected with the My Course app and the electronic patient journal. The participant tracked by a push on the Bluetooth button every time they drank a glass of water. During the following sessions, the coach and the participant evaluated the assessment and discussed the barriers and motivation for achieving the goal of increased water intake.

**Figure 2.** Picture of the mobile health devices.
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**Group 2**

In the first session, in group 2, the coach and the participants used the *Wheel of Life* [17] to identify and set objectives. The *Wheel of Life* by Meyer [17] is a visual model used in coaching to help clients understand their current sense of balance or fulfillment in life [17]. The wheel, divided into pies, usually consists of 8 to 10 client-identified categories considered important for a full or balanced life [17]. Participants rated their level of satisfaction within each category and then mapped them onto an image of a wheel. This provided them with an immediate
overview of their current life balance [17]. Subsequently, each category was rated from 1 (not at all satisfied) to 10 (completely satisfied or could not be improved) by drawing a line across the corresponding number in that section of the pie and then shading below it. Completing this leaves the participant and the coach with a jagged wheel that illustrates the areas for growth. Following this exercise, the participants in group 2 were equipped with 2 mHealth devices: a fitness tracker (FitBit or Garmin; Figure 2) and a music device (Figure 2). The participant tracked their steps using a fitness tracker. The objective of the use of a fitness tracker was for the participants to reflect on their daily activities. The objective of the music device was to improve the participants’ well-being by spurring self-reflection. The music device was intended to function as a digital diary in which participants were asked to play a short musical phrase, a fragment of a tune, or something similar that reflected their well-being and emotions on a daily basis. The coach and participants listened to the recordings during the coaching sessions and then discussed what was recorded.

Methodological Approach

On the basis of the need to explore patients’ experiences with and perspectives on an intervention offering self-management support through mHealth and health coaching and the need to inform and create knowledge in collaboration with clinical practice, we applied the qualitative inductive methodology of interpretive description (ID) [16]. ID was chosen as the methodology because it addresses complex explorative clinical questions while producing practical outcomes [16]. ID applies the notion that social influences are formed by people and from people and their actions; in contrast, it also seeks a nuanced understanding of an individual’s perceptions of the phenomenon of interest [16]. The methodology draws on other qualitative studies such as ethnography, grounded theory, and phenomenology. Furthermore, ID stresses the value of a research logic, permitting the researcher to apply and combine the methods needed to fully answer the research question [16]. The flexibility of ID is practical when exploring a field in which unexpected findings may occur, which would require an adjusted strategy [16]. ID allows for early (preliminary) analysis of data that enables mutual adjustment of the data being collected and the models applied for analysis [16]. ID invites a theoretical framework to help structure the study of data material at hand, for example, interview guide, analysis, and discussion [16], and therefore, we also used the self-determination theory (SDT) [18]. We used SDT because it points to how the achievement of health-related goals and well-being is more effective and lasting when patients are autonomously motivated [18]. Patients’ motivation depends on their personal convictions and the degree to which their psychological needs for competence, autonomy, and relatedness are fulfilled [18]. Furthermore, we used SDT to construct the interview guide and conduct interviews and analysis to capture the impact of the mHealth device and health coaching on patients’ psychological needs and motivation.

Data Collection

Data consisted of semistructured interviews in which a few predefined questions with an open approach were asked, for example, “How did you experience the use of mHealth?” and “What are your perspectives on coaching?” Data also consisted of field notes by the first author (LFO) reporting on observational studies [16] of the coaching sessions and the coaches’ notes from each session, totaling approximately 90 pages. After each coaching session, the coaches wrote notes concerning the patient’s progress, patient’s experiences with the intervention, and possible tasks the patient had opted for. A total of 26 semistructured interviews were conducted by the first author, 13 before the intervention and 13 at the end of the study. The participants were interviewed in the clinic or by phone, and the interview lasted between 30 and 70 minutes. The interviews were audiorecorded and transcribed verbatim.

Data from the observations were used to provide insight into coach-participant interactions and to support and elaborate interview data. The observations were made in October 2017 and October 2020 (approximately 5 hours of observations).

Data Analysis

The analysis was guided by the ID methodology [16]. Interview data were transcribed, anonymized, and transferred to the QRS NVivo software, version 12. In the first step of the analysis, the first author (LFO) and the last author (CH) read the data and developed an initial coding structure based on the initial analysis. LFO and CH then performed a more specific coding strategy, shifting between the process of coding and taking a step back to gain perspective on the data material as a whole. After the initial coding, LFO and CH further refined, described, and discussed themes grounded in the remaining data. This step was repeated, ensuring that the themes comprised the data, and subsequently, the themes were discussed with the rest of the research team (KH, PGK, JA, and GTP). Correspondingly, we addressed any inconsistencies within and between the interview data, field notes, and notes from the coaches. Finally, we created a model that represented the analytical findings in a hierarchy [16].

Ethical Considerations

All participants received oral and written information on the purpose and methods of the study, including their right to withdraw at any time. If participants agreed to participate, they signed an informed consent form. All data were anonymized and stored in a secure place that was approved by the Danish Data Protection Agency in accordance with the General Data Protection Regulation. This study was approved by the Regional Committees on Health Research Ethics for Southern Denmark (case ID: 20212000-105).

Results

Overview

Our analysis revealed that patients’ identity, including their self-awareness and self-image, seemed to influence their experience with and perspective on self-management support through mHealth and health coaching in clinical practice. The patients’ individual experiences and perspectives indicated that they placed themselves in a dynamic continuum of sustaining or repressing their sense of identity. Our analysis revealed four interacting themes related to the identity and self-awareness of the patients (Figure 3): (1) justification for tracking and (2)
understanding one’s health collectively shaped a spectrum of patient views ranging from being motivated for self-tracking to being demotivated and (3) tracking as control and (4) competence related to IT ranged in a spectrum from a sense of autonomy to paternalism. An illustration of the findings is presented in Figure 3.

Figure 3. Understanding the perspectives of patients with prostate cancer on an intervention offering self-management support through mobile health and health coaching in clinical practice.

Justification for Tracking: Motivation and Demotivation
The patients explained their tracking of the intervention by unfolding a spectrum from being motivated to being demotivated. Some patients stated that they were motivated to track the data because they liked the idea of self-tracking. However, some patients explained that they did not find tracking motivating but still tracked data because they liked the interaction with the coach:

I needed to talk to someone about it (the stressful situation at home) and the coach was really nice to talk to, in a sense..., she could see things differently. [P13]

The patients who found tracking motivating related it to an opportunity to gain insight into the intervention. One patient explained the following:

The reason I signed up for this was that I got a request, and then I’m probably the kind of person who..., if you can do something to gain insight into how you can manage things better in the future, health care and medical related things, then I’m of the opinion that it is my civic duty to sign up. [P10]

During the coaching sessions, some participants enthusiastically demonstrated their devices to the coach and described how some technological aspects could be improved. The coach expressed appreciation for the patients’ contributions, which seemed to motivate them even further.

Some patients described that they were tracking because of a sense of duty, either toward the health professionals or their fellow patients with PCa. The sense of duty was explained by some patients as a motivation, whereas for others, it felt demotivating.

A feeling of demotivation for tracking emerged among patients who were struggling to understand the aim and logic behind the intervention. When they could not comprehend the logic behind the devices, in particular the music device, they expressed feeling demotivated about using the device or only using it to repress a feeling of guilt.

One participant using the music device explained the following:

It gave me nothing. On the contrary, it became a pestilence for me to track every day, because I did not benefit from it. I was just trying to get some little tunes and stuff like that; well, nothing...but the fact that it could provide me with a little feeling of calmness and relaxing, right? [P11]

From the quotes and the observations, it appeared that when the participants experienced themselves and their insights as important, they experienced that their self-image was sustained, and they felt motivated.

In contrast, other patients argued that when they could not contribute with valuable insights and felt that they were merely “a bystander” (P9) in the intervention, and thereby were only tracking data because of feelings of guilt and duty, they experienced repression of their self-image and were demotivated.

Understanding One’s Health: Motivation and Demotivation
Several patients described that participating in the intervention provided them with the ability to better understand their health, which they found motivating. Most of the participants in the group that tracked water intake explained that a balanced water intake was related to their well-being and was a motivational factor for them. The patients in this group expressed that by gaining insight into health through tracking and coaching, they adopted a better rhythm in life. They explained that they became more aware of drinking water throughout the day, instead of drinking the whole amount at the end of the day, entailing frequent toilet visits during the night. One patient explained the following:

I think that I benefitted a lot from participating in the project. It has been great, because I have obtained a
stable rhythm, remembering to drink water, which is important when you are my age, right? So, yes it has. It has given me a lot, I would say, not just a little. [P2]

It seemed that when the patients had a successful understanding of the importance of water intake, they were often more motivated to set a new health objective for increasing balance and well-being in their lives. A patient explained the following:

After attending this intervention my wife and I became more aware of drinking more water and eating healthier, and this gave us a lot of energy to go for a walk or two. [P7]

Some patients also highlighted the importance of interacting with the coach to gain a better understanding of their health. The patient described that the coach helped them translate their tracking data into “a language that I understand” (P6). The coach seemed to play an important role for the patients, turning insights from the data into advice for the patients and keeping them motivated.

The importance of the coach in fostering understanding and motivating the patients can also be seen in the observations. In a coaching session, a patient (P9) seemed depressed and resigned when the coach asked questions about their health and life. During the session, the patient experienced anxiety because of the PCA treatment. He told the coach that he did not trust the urologist to control his illness. The coach wrote the following in her notes: “He (P9) seems nervous for his prostate cancer. Also, occasionally explains thoughts about what it would be like not to live anymore” (C2). The coach also described in her notes that, at every session, she engaged in conversation with him on his history of PCA and treatment. She said that he seemed to be increasingly positive and motivated after each session. During the last interview, the patient explained the following: “The conversations I had with (C2), have given me a positive view on life” (P9). As illustrated in these quotes and observations, some patients were motivated by the conversational support from the coach.

Some patients explained that through the understanding of their health and increased self-awareness gained by participating in the intervention, they were able to sustain their self-image and had more courage to ask questions in the consultations with the urologist in the outpatient clinic. For instance, some patients explained that they were more motivated to ask their urologist questions because they had gained a better understanding of their health. Furthermore, the patients explained that registrations on the mHealth devices could contribute to discussions about nocturia with their urologists. In addition, the patients explained that the tracking provided insights for the urologist into the patients’ everyday lives, which could help individualize their treatment.

However, some patients described the newfound understanding of their health as demotivating. The tracking of their data could, for some, be an unpleasant reminder and awareness of their illness and being ill. Furthermore, it appeared that some participants neglected their disease. In this context, a coach described in her notes that a few patients did not believe that they had been diagnosed with PCAs, causing the coach to look up the patients’ journals to confirm the PCa diagnosis. Some patients explained that talking about their illness and health had a negative psychological effect on them. Regarding this, some patients expressed that they did not think that self-tracking and coaching could contribute to any new understanding; conversely, they feared that they would be confused by the tracking data and by talking to the coach.

**Tracking as Control: Autonomy and Paternalism**

Some patients reported that they had experienced tracking as a method of control. They described a feeling of control, ranging from autonomy to paternalism. Having control over one’s life and maintaining autonomy are important. The feelings of control and autonomy appeared to be linked to each patient’s previous working life and self-image. Some explained that they held high positions and served important functions in their working lives with high degrees of decision integrity. For these patients, PCa diagnosis led to a loss of control. One patient explained the following:

I’m old policeman and I’ve had have had many employees, and stuff like that. Taken a lot of beatings and so on. This prostate cancer diagnosis fucked me up a little. That was actually the worst part. It got personal. [P3]

The loss of control and autonomy for some patients seemed to impact their well-being negatively. However, some patients described self-tracking as a way to regain autonomy and well-being. A patient explained the following:

I really thought I was getting enough exercise during the day, but after I have begun wearing the watch (activity-tracker), I could suddenly see that I did not. Now I can see how many steps I have taken, and then I can judge for myself whether I should go for a long or short walk. [P11]

The importance of control and autonomy was also observed during the coaching sessions. In one session, a patient (P8) stated that he had been a lawyer and had always been in control. He emphasized his ability to make decisions for himself regarding data tracking. He appeared relaxed when talking with the coach and explained that he liked the idea of self-tracking and that he saw it as a way for him to control his body.

With the use of mHealth, some patients described that they had gained the ability to make judgments to do something good for themselves. As a result of the intervention, the patients seemed to feel more in control of their behavior and how this control could impact their lives. Furthermore, it appeared that when the use of self-tracking was experienced as meaningful and the patients were tracking out of their own free will without external pressure, they explained a sense of autonomous control, which seemed to increase their well-being.

For some patients, self-tracking could be regarded as an external control, which could lead to a sense of being subjected to paternalism. These patients explained that they experienced self-tracking as a way of being controlled by the coach. In a coaching session, a patient (P12) explained that he could not see how he could benefit from tracking data and that he did not want to wear the fitness tracker. He told the coach that he had
his own device at home and that he would use it instead. Likewise, other patients stated that they saw self-tracking as a way for the coach to push them to do something they did not want to do. However, some patients explained that at the beginning of the intervention, they had a sense of being forced to track data but experienced that the tracking became more autonomous at the end of the intervention. A patient said the following:

_I did it to satisfy the coach. She told me to try recording small melodies. I felt like I had to do it...but in the end it might have given me something._ [P10]

It appeared that self-tracking could bring autonomy, control of one’s life, and increase well-being when tracking was experienced as meaningful and without an external paternalistic control.

**Competence Related to Technology: Autonomy and Paternalism**

The patients described how competencies related to technology ranged from experiencing autonomy to paternalism. All patients had their own smartphone and other electronic devices such as tablets, computers, or smartwatches. Many patients said that they used their smartphone or other devices for several hours each day. The patients explained that they used their smartphone to text, help with wayfinding, read the newspaper, and watch movies. When patients rated their competence level in relation to technology, they ranged from limited skills to advanced user. The patients in the group that tracked activity with the fitness tracker explained that the device was easy to use. A participant mentioned the following:

_You do not need any special technological skills to use it, it can be used by anyone, you only need to put it on your hand and off you go._ [P7]

The patient (P7) also described that he found the fitness tracker suitable for him because he felt that he had limited competence in mastering IT. He explained that it was important for him to have the right match between the required level of competencies and skills needed to operate the device and that the right match was the reason that he kept tracking.

In addition, some patients described an experience of autonomy related to having the right IT competencies. Some patients described that they had worked with technology and had thereby achieved IT competencies. The patients explained that when they experienced having the right level of IT competence, they found the device easier to use and were more likely to experiment with the devices. A patient said the following:

_I am used to working with technology and find it exciting. So, I tried to place the cable differently and then it worked._ [P6]

It seemed that the experience of sustaining one’s self-image and autonomy occurred if the patients had prior and adequate competencies to use the mHealth devices and found the mHealth devices easy to use.

However, some patients did not feel competent to use these devices. During a coaching session, a patient (P3) expressed disinterest in using the device. He told the coach that he could not get the Bluetooth button to work and that he could not read the instructions because they were in English, so he returned the button to the coach. Likewise, a patient, in an interview, said that he became frustrated and insecure when he had to change the battery in the Bluetooth button, fearing that “it would explode” (P1). The sense of not having the proper competencies to use the mHealth devices seemed to frustrate the patients. It appeared that a feeling of being subject to paternalism could occur if the patients were forced to use the devices and did not possess the proper competencies to use them.

Some of the patients explained that they only used the devices to please the coach, and other patients found the mHealth device too abstract, particularly the music device. These patients explained that they would have liked to obtain more information about how to use the music device and the purpose of using it. In addition, a patient explained that he felt powerless because he could not see the point of using either the fitness tracker or the music device:

_Maybe the fitness tracker supports being able to keep up with how much you walk, but I cannot see the point of having to play the music device in the evening. So, I did not use it._ [P4]

It seemed that patients experienced autonomy when they experienced possessing the required IT competencies. Consequently, when patients were unable to operate the devices meaningfully, they experienced reduced autonomy.

**Discussion**

**Principal Findings**

The objective of this study was to explore the experiences of patients with PCa and their perspectives on an intervention offering self-management support through mHealth and health coaching aimed at helping the patients achieve well-being. We applied the SDT by Ryan and Deci [18] as a theoretical framework to interpret and discuss our findings. Our analysis indicated that patients’ identity and self-image influenced their experiences with and perspectives on the self-management afforded by mHealth and health coaching in clinical practice. When the patients experienced having the suitable skills for the intervention, they were able to sustain their self-image, and then, they experienced well-being. This finding is in accordance with the SDT by Ryan and Deci [18,19]. Ryan and Deci [18] argued that the sense of self plays a significant role when new tasks and actions are required in new social contexts, and when self-awareness and esteem match the tasks at hand, people feel satisfied and well. Our findings are consistent with the identity-based motivation theory, which highlights that humans are motivated if they experience that their self-image fits with their current situation and circumstances and that humans prefer to act in ways that lead to sustaining their self-image rather than repressing it [20]. When the patients in this study experienced that the tasks and actions in the intervention fitted their identity, they felt that the tasks and actions became more meaningful to them, and their identity was sustained [18,19]. Moreover, when the tasks and actions did not align with the task at hand, the patients tried to steer toward not having to repress their identities. This caused some patients to reject using the devices.
or use their private devices [18]. According to Ryan and Deci [18], the fulfillment of autonomy, competence, and relatedness is essential for patients to achieve well-being. Our study indicates that each patient’s sense of self could be sustained if their basic psychological needs were fulfilled, which seemed to motivate the patients to participate in the intervention [18]. Our findings highlight that the patients seemed to be more motivated and satisfied when their actions were self-initiated; however, we also found that the patients were demotivated if they experienced being directed (rather than motivated) by the coach. Franklin et al [21] supported these findings and argued that to facilitate well-being in a self-management intervention, an autonomy-supportive environment is important to increase intrinsic motivation for the sustained self-regulation of health behavior. Furthermore, research has illuminated how autonomy is essential for achieving self-management goals and for improving health-related goals [22]. Our findings also highlight that the patients’ level of health literacy (e.g., individual skills and technical competencies) should be taken into account when offering a self-management intervention through mHealth for the patients to successfully engage in self-tracking [18,23]. Patients face new tasks and require a new set of skills when using mHealth, which carries the additional challenge of digital health literacy [23]. As a consequence of the use of mHealth, the health care system risks excluding some patients [23]. This consequence was demonstrated in our study by some patients who declined to use the mHealth device when they could not understand the logic and rationale behind its use. In line with this, several studies have concluded that objective self-tracking data, such as activity or heart rate, are easy to capture and that patients understand and can convert the understanding of such data into actions that lead to healthy behavior [24]. This emphasizes the importance of the patients’ health literacy level in their understanding of the logic and rationale behind the tracking and, in accordance with this, making healthier choices.

Hilty et al [25] claimed that not all patients may be suitable for mHealth, and research shows that patients with lower health literacy are less likely to use different types of digital health tools than those with high health literacy. To include more patients in self-management interventions through mHealth and health coaching, the health care system must consider the patients’ different needs and skills when offering mHealth devices as a part of their care. Therefore, to facilitate a successful self-management intervention, it could be important to screen patients’ IT competencies before offering them an mHealth device, as Chan et al [26] suggested. Health care professionals are another pivotal element in the implementation of mHealth devices because they are important for the initiation and facilitation of self-management interventions during their interaction with patients [27]. In our study, we also found that the patients’ need for relatedness with the nurses (coaches) had implications on their well-being, and the patients expressed that it was important to have a feeling of belonging and being significant in the eyes of the nurses [18]. In this way, the role of the coach was important and motivating for the patients to translate data into everyday health-related advice and support for behavioral change. These findings are supported by a randomized trial that confirmed the importance of the interaction between patients and coaches as crucial in improving the well-being of patients [28]. This also correlates with a recent study showing that nurse-led coaching increases emotional well-being in patients with chronic diseases [29].

**Study Strengths and Limitations**

As this study was designed within the framework of the ID methodology, as outlined by Thorne [16], it ensured that the research was both methodologically and interpretively rigorous. Methodological rigor and interpretive rigor are described as the 2 types of rigor required for qualitative research to be considered credible [30]. Epistemological integrity was achieved by ensuring that the design and implementation of this study were consistent with ID [16] and SDT. Credibility was enhanced through researcher triangulation. The author team consisted of people with various backgrounds in health care and research, which provided various perspectives on the analysis, interpretation, and understanding of the data.

Moreover, the credibility of our findings was enhanced through the triangulation of interview data and observational data, which strengthened analytical interpretations owing to the variety of insights [30]. We used participant observations and notes from the coaches to provide insights and challenge the interviews with the patients and to help interpret the patients’ experiences with and perspectives on the self-management intervention, which could have prevented placing an overemphasis on the individual interviews [31]. For example, the notes from the coaches provided unique insights regarding the interaction between the patients and the coaches and, in this way, added to the information gained through the interviews. The notes provided insight into the fact that the patients seemed more honest with the coach than with the interviewer. This may have meant that the opinions expressed by the patients during the interviews were more positive, but combined with the observational data, the interview data provided us with realistic insights into the patients’ perceptions of using mHealth. Overall credibility was sought through the use of consistent analytic logic [16]. The use of the same interview guide for all 26 interviews allowed the same structural and analytical consistency.

A limitation of the study is that it is unclear whether we examined the use of mHealth, health coaching, or both. Furthermore, a limitation could be that the health coaching was conducted in a room in the outpatient clinic, and the physical structures and social dynamics could have affected the interaction between the coach and the participant [32]. Research has pointed out that the environment in which coaching takes place is significant for facilitating a coaching conversation [32], and as our coaching was performed in the outpatient clinic, this could have resulted in a more traditional medical conversation, meaning that the potential of the coaching conversation was not fully used. Although purposive sampling does not confer transferability, it has provided in-depth information about patients with PCa in observational management and their experiences with and perspectives on the intervention [16]. On the basis of our description of the research context and our assumptions, we believe that our findings can be applied to patients with other cancer diseases in other health care settings in Western countries.
Conclusions
For patients with PCa to achieve well-being, we found it important for them to be able to sustain their identity and self-awareness when offered a self-management mHealth intervention. The patients’ individual experiences and perspectives indicated that they placed themselves in a dynamic continuum of sustaining or repressing their identities and self-images. For the patients to sustain their self-image throughout the self-management intervention, motivation, autonomy, having the suitable competencies, and the interaction with the nurse coach appeared to be important aspects. In contrast, demotivation and paternalism could result in an experience of having to repress their identity and self-image, and thus, they have a negative effect on the use of mHealth.

To further understand the barriers and potential for developing a successful self-management intervention, future research should investigate health care professionals’ experiences with and perspectives on the use of mHealth and health coaching.

Acknowledgments
The authors would like to thank all participating patients and the staff of the urological outpatient clinic at Vejle Hospital.

Authors’ Contributions
All authors have made substantial contributions to the following: (1) the conception and design of the study, acquisition of data, or analysis and interpretation of data; (2) drafting the article or revising it critically for important intellectual content; and (3) final approval of the version to be submitted.

Conflicts of Interest
None declared.

References


16. Thorne S. Interpretive Description Qualitative Research for Applied Practice. Walnut Creek, California: Left Coast Press; 2016.


**Abbreviations**

- **AS**: active surveillance
- **ID**: interpretive description
- **mHealth**: mobile health
- **PCa**: prostate cancer
- **SDT**: self-determination theory
Understanding Gender Biases and Differences in Web-Based Reviews of Sanctioned Physicians Through a Machine Learning Approach: Mixed Methods Study

Julia Barnett¹, BBA, MS; Margrét Vilborg Bjarnadóttir², BSc, PhD; David Anderson³, BS, PhD; Chong Chen², BS, MS

¹Technology and Social Behavior, Northwestern University, Evanston, IL, United States
²Robert H. Smith School of Business, University of Maryland, College Park, MD, United States
³Villanova School of Business, Villanova University, Villanova, PA, United States

Corresponding Author:
Julia Barnett, BBA, MS
Technology and Social Behavior
Northwestern University
2240 Campus Drive
Room 2-168 (Attention: Dept of Comm Studies)
Evanston, IL, 60208
United States
Phone: 1 847 491 7530
Email: JuliaBarnett@u.northwestern.edu

Abstract

Background: Previous studies have highlighted gender differences in web-based physician reviews; however, so far, no study has linked web-based ratings with quality of care.

Objective: We compared a consumer-generated measure of physician quality (web-based ratings) with a clinical quality outcome (sanctions for malpractice or improper behavior) to understand how patients’ perceptions and evaluations of physicians differ based on the physician’s gender.

Methods: We used data from a large web-based physician review website and the Federation of State Medical Boards. We implemented paragraph vector methods to identify words that are specific to and indicative of separate groups of physicians. Then, we enriched these findings by using the National Research Council Canada word-emotion association lexicon to assign emotional scores to reviews for different subpopulations according to gender, gender and sanction, and gender and rating.

Results: We found statistically significant differences in the sentiment and emotion of reviews between male and female physicians. Numerical ratings are lower and sentiment in text reviews is more negative for women who will be sanctioned than for men who will be sanctioned; sanctioned male physicians are still associated with positive reviews.

Conclusions: Given the growing impact of web-based reviews on demand for physician services, understanding the different dynamics of reviews for male and female physicians is important for consumers and platform architects who may revisit their platform design.

(JMIR Form Res 2022;6(9):e34902) doi:10.2196/34902
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Introduction

Background

Web-based reviews of physicians play an important role in patients’ searches for providers. A 2017 National Institutes of Health survey found that 39% of adults used web-based reviews to help them decide which physician to see [1]. Although ratings are widely used, they are also sparse, with many physicians having only 1 or 2 ratings on any given site. In addition, up to 90% of all web-based reviews are positive [2]. Positive reviews have been estimated to increase physician demand by as much as 7% [3]. Thus, to fully understand the impact of web-based
reviews on individual providers and the health care system as a whole, it is important to identify when and why physicians are given negative reviews and whether those negative reviews actually reflect reality.

There are many reasons to believe that web-based reviews may be unhelpful. For example, they are subject to review fraud, as Hu et al [4] estimated that 10% of all web-based reviews are fraudulent. In addition, they are typically nonexpert reviews of expert services; that is, credence services, and customer reviews of credence services are generally thought to be unhelpful [5]. For both reasons, Dr Peter Carmel, president of the American Medical Association, has argued that “anonymous online opinions of physicians should be taken with grain of salt and should not be a patient’s sole source of information when looking for a new physician” [6]. Studies have further found that although web-based reviews matched peer evaluations of physicians in outpatient specialties, this was not the case for inpatient surgical specialties [7].

Gender adds another layer of complexity to questions related to the influence, validity, and value of web-based reviews. Studies have shown that female physicians are given more negative reviews and that women are rated as less amicable [8]. Although previous studies have shown differences in review content based on physician gender, our study adds a critical dimension by considering an external indicator of physician quality. We used data from the Federation of State Medical Boards on physicians who have been sanctioned by their state medical boards for unsuitability to practice medicine, either for negligence, malpractice, or other improper behavior. Sanctions range from probation to complete revocation of the offending physician’s medical license. As receiving a sanction is an objective marker of low-quality medical care, at least for some physicians, looking at sanctions gives us a way to quantify physician quality, which is a notoriously difficult task. We showed that women receive systematically different reviews from men and that female physicians who will be sanctioned in the future are rated lower and receive more negative comments in their reviews than similarly situated male physicians.

**Related Literature**

**Physician’s Gender**

Previous studies have explored gender differences in light of how physicians consult and communicate with their patients. Studies have concluded that female physicians are generally more communicative and interpersonal than male physicians as they focus more on building partnership, asking questions, and providing information, which results in long medical appointments with female physicians [9]. This long consultation duration reduces the volume of consultations that female physicians can provide [10]. Some studies have explored the reasons for long consultations and the role of gender in medical decision-making. For instance, when diagnosing coronary heart disease, female physicians are more engaged with the historical presentation of the patient’s condition and more likely to be affected by the patient’s gender than male physicians. Greenwood et al [11] showed that female patients who had heart attacks treated by male physicians had significantly higher mortality than female patients treated by female physicians.

Web-based physician reviews have been studied from diverse angles. We divided our summary of the literature into review content, how reviews correlate with peer ratings, fraudulent reviews, sentiment analysis, and finally, the impact of physician reviews.

**Content of Physician Reviews**

Hao and Zhang [12] implemented latent Dirichlet allocation (LDA) as a topic modeling technique for textual review of data about Chinese physicians in 4 major specialty areas and identified popular review topics, including professionalism and showing appreciation for physicians’ detailed symptom descriptions [12]. A second study identified patient satisfaction, staff, and access as important themes in the reviews studied [13].

An extensive analysis of reviews from US health care review websites by Thawani et al [14] found that female physicians receive lower ratings overall, even after accounting for specialty. Comments about female physicians are more likely to be related to their interpersonal skills, whereas for male physicians, comments focus more on professionalism and helpfulness. Marrero et al [15] further examined a subset of the same data to understand the influence of gender on how patients both perceive and evaluate their surgeons, confirming that women are evaluated more positively for social interactions and men for technical aptitude.

**Validity of Physician Reviews**

McGrath et al [7] examined the validity of patient-generated web-based physician reviews and found that validity is affected by physician specialty. For specialties such as family medicine, allergies, internal medicine, and pediatrics, the web-based ratings of physicians listed as a top doctor by their peers are significantly higher than the ratings of those without this peer-generated quality indicator. Kordzadeh [16] showed that the ratings listed on hospital websites are systematically higher than those on outside commercial physician rating sites such as RateMDs and Google Reviews.

**Sentiment of Physician Reviews**

Wallace et al [17] developed a factorial LDA model to jointly identify both sentiment and topics from reviews. By incorporating the factorial LDA output into regression analysis, they further found that positive sentiment is associated with health care measurements such as patients’ revisit probability and health care costs and that the model can explain more variance than models using only rating information. Similarly, Rivas et al [18] developed a dependency tree–based classifier to capture patterns from each review, which can be used to sort physician reviews into a 2D classification system based on topic and polarity. Waltena et al [19] focused on the impact of sentiment on topic extraction in hospital reviews, and by adding 2 topics representing positive and negative sentiment in latent semantic analysis, the authors successfully reduced the bias owing to sentiment on the subjects of topics.
Impact of Physician Reviews

The impact of web-based physician reviews on patient choice remains an active area of research. Xu et al [3] explored the interaction between web-based physician reviews and physician demand and concluded that the number of reviews and disclosure of reviewer identity are positively related to physician demand but negatively correlated with review length. Through a counterfactual experiment, they found that strategies for improving ratings (eg, disclosing reviewers’ identities and limiting review length) can increase the demand for a physician by as much as 7.24%. However, improving the operational process or platform design can increase physician demand even further. Li et al [20] studied how web-based reviews and physicians’ gender affect patients’ primary care physician choices. The results indicated that among physicians whose skills are endorsed in reviews, if a female physician is endorsed for their interpersonal characteristics, such as compassion and personableness, they are more likely to be chosen than a male physician endorsed for the same reasons. However, this kind of gender effect is not observed among physicians endorsed for their technical skills. Bedside manner, diagnosis accuracy, patients’ waiting time, and consultation length are critical in patients’ choice of a physician [3].

Our study is the first to analyze the content of patient reviews of physicians across genders using natural language processing tools that accounts for differences in ratings and sanction status. This allowed us to understand both the set of criteria on which male and female physicians are evaluated and the impact of poor performance (as measured by sanctions). We further applied an emotional index to understand, in a multidimensional way, the tones of the different types of reviews based on ratings, gender, and sanction status. More specifically, in this study, we aimed to determine whether reviews of women systematically differ from those of men. In particular, we aimed to discover whether female physicians are rated lower at baseline than male physicians and whether female physicians experience larger reputational penalties than male physicians for low-quality services (as indicated by sanctions from the state medical board).

Methods

Data

Our data were collected from 2 sources: physician reviews were obtained from RateMDs and combined with physician sanction data from the Federation of State Medical Boards [21].

The data from RateMDs include physicians’ average ratings on a 1- to 5-star scale. Reviewers rate the overall experience and 4 other defined categories: helpfulness, knowledgeability, punctuality, and staff. The data further contain the text of the reviews.

State licensing boards issue sanctions to physicians for issues related to their suitability to practice medicine in each state. Reasons for sanctions include, but are not limited to, serious malpractice, performing unnecessary treatment, fraudulent billing, and abuse of patients. We collected every review posted between October 2004 and August 2011 and matched it by name, location, state, and specialty with the database of sanctioned physicians from the Federation of State Medical Boards. We removed any reviews of physicians that were made after they were sanctioned, so any official sanction does not affect the content of the reviews. In total, we obtained 403,470 reviews of 134,973 physicians across the United States. In our data, men were more than twice as likely as women to be sanctioned; 1.7% (1629/95,831) of all male physicians were sanctioned, whereas only 0.64% (250/39,142) of female physicians were sanctioned.

The web-based reviews from RateMDs were merged with the state medical board sanction data by matching physician name (including matching using a dictionary of common nicknames [eg, Kate for Katherine]), state, specialty, medical school, and graduation year (where available). The physicians in the sanction data who we could not perfectly match owing to multiple matches or no matches (and which amounted to <5% of the sample) were excluded from the study.

Methodology

Overview

The field of text mining and natural language processing is growing rapidly, with many emerging techniques available to analyze text and discover patterns in documents via automated procedures. In their book, Foundations of Statistical Natural Language Processing, Manning and Schutze [22] stated that the availability of large text corpora has changed the scientific approach to language in linguistics and cognitive science. Therefore, phenomena that were previously undetectable or seemingly uninteresting have become the central focus of lexical analysis. Taking advantage of some of these new developments, in this study, we implemented paragraph vector (as described in the following sections) and used a word-emotion association lexicon on the corpus of physician reviews to analyze the data in a nuanced manner.

Data Preprocessing

To make the raw data analyzable, we performed a series of tasks. First, the reviews were converted to lowercase, so that capital letters are treated the same as lowercase letters. Second, punctuation was removed because it typically adds unnecessary noise to word models. Third, stopwords, defined as unimportant words that are overly common (eg, “the,” “and,” and “is”) were removed using a freely available System for the Mechanical Analysis and Retrieval of Text stopword list built by Salton and Buckley and sourced from web-based Appendix 11 of the paper by Lewis et al [23]. Fourth, we removed numbers because, similar to punctuation, they add noise to the analysis. On the remaining words in the corpus, we performed stemming using the Porter stemming algorithm [24,25]. Stemming is the act of reducing words to their root form (eg, “practice,” “practicing,” and “practiced” become “pract”). This allows models to treat these words as one concept rather than as separate ideas. As we had a limited-sized data set, we applied all the preprocessing steps mentioned previously to maximize insights from a concise vocabulary. Although the removal of stopwords resulted in some locally unnatural word sequences (such as articles not appearing before nouns), we found that this did not hinder our analysis.
Analytical Techniques

In this study, we applied a paragraph vector framework [26], a natural language processing method that represents each word or document as a dense vector (i.e., a location in space), called an embedding, which is then used as an input to train a model to predict co-occurrence of words. We used the paragraph vector distributed bag-of-words model, which uses words from a given width window to predict the next word in the document. In this framework, “kind” is located closer to “nice” than “surgery” because “nice” has a much higher probability than “surgery” of being found in similar contexts as “kind.” We used the paragraph vector model to generate an embedding of words, which can be used to calculate the similarity (via cosine similarity) between any set of words or documents. Henceforth, we refer to the cosine similarity between words or documents as the similarity score.

For each data slice (e.g., sanctioned physicians), we trained a paragraph vector model. Once the model was trained, we could use the embedding to identify words associated with the medical reviews of different types of physicians (e.g., based on gender). To compare specific differences across a physician population, we concatenated every review from one specific subset of data (e.g., sanctioned male physicians) and found the similarity scores of this document with each word within the corpus. Then, we repeated this process for the complementary subset (e.g., sanctioned female physicians) and compared the similarity scores for each subset. We extracted the words with the largest differences between the subsets. For example, we computed the similarity of wait to the female corpus of reviews, computed the similarity of wait to the male corpus of reviews, and calculated the difference in these scores. Our analysis focused on the words with the highest absolute difference between the similarity scores for one subset of reviews (typically female) and the complementary subset (typically male).

To understand the emotional nature of the reviews, we used the NRC word-emotion association lexicon [27] to attribute sentiment and emotional scores to the corpus (NRC stands for the National Research Council Canada, but the lexicon is commonly referred to as the NRC emotion lexicon). This lexicon created an afinn dictionary by rating words on a scale of 8 emotions: anger, anticipation, disgust, fear, joy, sadness, surprise, and trust. Using the scores from this lexicon, we were able to both rate reviews on an aggregate emotional scale (how emotional the document is as a whole) and rank them for each of the 8 emotions. More specifically, for each data cut (e.g., sanctioned female physicians), each word in each physician’s review was scored based on the emotional score of the word, and then, average physician score was derived by averaging all physicians’ emotional scores. Understanding these emotional scores allowed us to develop a deep understanding of the criteria that patients use to evaluate female and male physicians and how those criteria differ.

We have summarized the methodological approach in Figure 1.
**Implementation and Hypertuning**

We used doc2vec [28], a Python package implementing paragraph vectors, to learn how patients review physicians differently across gender, sanctions, and ratings (both in isolation and interaction). We performed a standard doc2vec implementation to learn the paragraph vectors of the following:

1. Gender (male and female)
2. Composite label of gender and sanction (female sanctioned, female unsanctioned, male sanctioned, and male unsanctioned)
3. Composite label of gender and rating (female high rating, female low to medium rating, male high rating, and male low to medium rating), where we defined high rating as ≥4 stars and low to medium rating as <4 stars

To overcome majority bias, we sampled an equal number of reviews for each group. We trained the models independently for the different metadata cuts, rather than treating each separate review as an individual document. By fitting the different groups separately, we were able to understand the specific lexicons associated with each metadata cut (gender, sanction, and rating). Then, we analyzed the similarity scores of words to their respective corpora and compared the scores.

We pretrained the paragraph vector framework, using the continuous bag-of-words algorithm to tune the hyperparameters, by testing the most similar words to several words such as “knowledgeable,” “wonderful,” “caring,” and “rude.” We ran multiple variations of the model to identify the best settings. The results were consistent across different parameters, which gave us confidence in the robustness of the final model. We have listed the exact parameter settings in Multimedia Appendix 1 and summarized the results of the paragraph vector model for “knowledgeable,” “wonderful,” “caring,” and “rude” in Figure S2 in Multimedia Appendix 1.

**Ethical Considerations**

All the data used in this study are publicly available and do not contain identifiable private information about individuals. Thus, this study was not deemed to require institutional review board review. After merging sanction data with review data by name, specific physician identities were removed from the data set and not used in the analyses.

**Results**

**Data Overview**

Figure 2 shows the number of physicians in each specialty by gender. Internal medicine and family practice are the 2 most common specialties in our data. The figure highlights that there are more male physicians than female physicians in every specialty; overall, 29% (39,142/134,973) of the physicians in the sample are women. This gender imbalance is easily noticeable in the more common disciplines; internal medicine has the highest number of female physicians, but there are still twice as many male physicians. The imbalance is even more prominent in some small disciplines such as orthopedic surgery and neurological surgery, where men outnumber women 23:1 and 15:1, respectively. Obstetrics and gynecology (OBGYN) and pediatrics departments are more balanced in terms of gender, with an approximately even ratio of men to women.

**Figure 2.** Number of physicians in each specialty, broken down by gender.

Table 1 highlights the average star ratings overall and for each of the main categories present in the reviews (helpfulness, knowledgeability, punctuality, and staff). This pattern is consistent across specialties including internal medicine and OBGYN. Furthermore, unsanctioned physicians receive higher ratings than sanctioned physicians. We note that the staff category ratings may not be reflective of the physician’s medical capabilities. In all cases, the average rating for men is higher than that for women. These differences are statistically significant ($P<.001$, evaluated with 2-tailed $t$ tests) both when comparing unsanctioned male physicians with unsanctioned female physicians and when comparing unsanctioned female or male physicians with sanctioned female or male physicians. When the ratings of sanctioned male physicians are compared with those of sanctioned female physicians, the absolute differences are of similar magnitude; however, owing to the small size of the sanctioned population, the differences are not statistically significant. Among sanctioned physicians, female physicians receive lower ratings (by an average of approximately 0.1 stars) than male physicians (not considering specialties). The difference between genders among sanctioned physicians is greater than that among unsanctioned physicians, especially for those rated around average for helpfulness and knowledgeability. A detailed breakdown of the number of sanctioned physicians is provided in Table S1 in Multimedia Appendix 1.
Table 1. Average star rating (out of 5 stars) overall and for the 4 RateMDs score categories for the whole sample of physicians. Ratings are separated by gender and sanction status.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Full sample (n=134,973), mean (SD)</th>
<th>Female physicians (n=39,142, 29%), mean (SD)</th>
<th>Male physicians (n=95,831, 71%), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unsanctioned (n=38,892, 99.36%)</td>
<td>Sanctioned (n=250, 0.64%)</td>
<td>Unsanctioned (n=94,202, 98.30%)</td>
</tr>
<tr>
<td></td>
<td>Overall</td>
<td></td>
<td>Sanctioned (n=1629, 1.69%)</td>
</tr>
<tr>
<td></td>
<td>3.86 (1.12)</td>
<td>3.81 (1.12)</td>
<td>3.41 (1.21)</td>
</tr>
<tr>
<td></td>
<td>Helpfulness</td>
<td>3.47 (1.44)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Knowledgeability</td>
<td>3.90 (1.36)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Punctuality</td>
<td>3.86 (1.18)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Staff</td>
<td>3.70 (1.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.67 (1.3)</td>
<td>3.61 (1.3)</td>
<td>3.02 (1.41)</td>
</tr>
<tr>
<td></td>
<td>Overall</td>
<td>3.89 (1.12)</td>
<td>3.52 (1.24)</td>
</tr>
<tr>
<td></td>
<td>Helpfulness</td>
<td>3.90 (1.36)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Knowledgeability</td>
<td>3.90 (1.36)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Punctuality</td>
<td>3.86 (1.18)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Staff</td>
<td>3.70 (1.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.67 (1.3)</td>
<td>3.61 (1.3)</td>
<td>3.02 (1.41)</td>
</tr>
</tbody>
</table>

On average, each physician receives 3 reviews, with an average length of 55.7 (SD 47.65) words. In general, lower-ranked physicians receive longer reviews than higher-ranked physicians; people have more to say about an experience they are dissatisfied with. On average, women receive longer reviews than men. An exception is in the OBGYN field—in this specialty, patients have more to say about a sanctioned male physician than they do about a sanctioned female physician. However, on the whole and across specialties, the group with the longest reviews are the low to medium–ranked women. Given what we know from our subsequent content analysis, this is because patients have longer and more negative comments to make about women, whereas reviews of male physicians are short and more positive. As highlighted in Table 2, these trends hold when we break down the length analysis by specialty.

Table 2. Average review length for sanctioned and unsanctioned male physicians and female physicians in all specialties, internal medicine, and OBGYN, measured in number of words.

<table>
<thead>
<tr>
<th>Categories</th>
<th>All specialties (n=134,973)</th>
<th>Internal medicine (n=33,549)</th>
<th>OBGYN (n=15,001)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Female (n=39,142, 29%), mean (SD)</td>
<td>Female (n=9087, 27.09%), mean (SD)</td>
<td>Female (n=7268, 48.45%), mean (SD)</td>
</tr>
<tr>
<td></td>
<td>Male (n=95,831, 71%), mean (SD)</td>
<td>Male (n=24,462, 72.91%), mean (SD)</td>
<td>Male (n=7733, 51.55%), mean (SD)</td>
</tr>
<tr>
<td>Overall</td>
<td>50.1 (36.4)</td>
<td>45.8 (36.3)</td>
<td>41.5 (35.2)</td>
</tr>
<tr>
<td>Sanctioned</td>
<td>48.7 (36.6)</td>
<td>55.1 (34)</td>
<td>42.9 (35.8)</td>
</tr>
<tr>
<td>Unsanctioned</td>
<td>50.2 (36.4)</td>
<td>45.7 (36.3)</td>
<td>41.4 (35.2)</td>
</tr>
<tr>
<td>High rating</td>
<td>39 (31)</td>
<td>35.9 (31)</td>
<td>33.4 (29.8)</td>
</tr>
<tr>
<td>Low to medium rating</td>
<td>61.6 (38)</td>
<td>57.3 (38.5)</td>
<td>53 (38.9)</td>
</tr>
</tbody>
</table>

aOBGYN: obstetrics and gynecology.

The nature of physicians’ work differs between specialties, which in turn may influence web-based reviews. Therefore, to remove the impact of specialty, our analysis in this study focused on internal medicine (the most common type of physician reviewed). In addition, we conducted the analysis on OBGYN reviews and compared the results with those for internal medicine (detailed results for the OBGYN reviews are available in Multimedia Appendix 1). This allowed us to compare results across medical specialties, but the OBGYN results are particularly interesting, as we can be confident that most reviews are written by women, giving us further insight into the differences in results. Following these analyses, we compared the length and emotion of the reviews.

We examined the differences between gender and reviews in 3 ways: first, we analyzed male and female physicians; second, we studied both gender and rating; and third, we analyzed the interaction of sanction and gender. For each of these analyses, a separate doc2vec model was trained on the relevant corpus (eg, the entire corpus, reviews of sanctioned physicians, or highly ranked reviews). For each analysis (eg, male physician vs female physician in highly ranked reviews), we extracted the top words by similarity score to the paragraph vector of concatenated female reviews and concatenated male reviews, respectively, in the relevant subset of data, and then compared the differences. Our analysis focused on the words with the greatest absolute difference between the similarity scores for female and male reviews. Additional and complementary results are available in Multimedia Appendix 1.

Review Comparison Between Genders

To examine the relative similarity scores of the words used in the corpus to describe men and women, we extracted the top words by similarity score (omitting procedural-type words, eg, “appt” and “said” for analysis purposes) for the subset of male physician reviews and female physician reviews, as summarized in Figure 3. This figure presents the top 15 words with the largest difference between similarity scores to the document vector for concatenated female reviews and concatenated male
reviews, with the left pane showing the 15 words that scored highest for the female reviews and the right pane showing those that scored highest for male reviews.

This led us to several interesting observations. For example, “assist,” “neg,” “difficult,” “wait,” “punctual,” and “issue” were scored as more similar to female physicians’ reviews than male physicians’ reviews. In contrast, “superb,” “gentl,” “famil,” “skill,” “humor,” and “great” were scored as more similar to male physicians’ reviews. The key takeaway is that even before we incorporate sanction and ranking data, we see stark differences between the ways male and female physicians are evaluated, which supports the findings of previous analyses [14-16]. From this general comparison, without considering rating, we see that women are more often evaluated with a focus on punctuality, whereas men are much more likely to be praised for their technical abilities and bedside manner. To confirm that these underlying frequencies are statistically significant, we performed a chi-square test for the top words presented in Figure 3 (the null hypothesis was that there is no difference in these frequencies, and the alternative hypothesis was that there are differences in these frequencies not equal to 0) and found all of them to be significant ($P < .001$).

**Figure 3.** Difference in similarity scores for top words in reviews of male and female internal medicine physicians. The x-axis represents the absolute difference in similarity score for the given words to the document vector of concatenated reviews for all women and all men. The figure displays the top 15 words; the biggest differences in similarity scores are for the female subset of reviews over male reviews (left pane) and the male subset of reviews over female reviews (right pane).

**Review Comparison Between Gender and Rating**

We used the approximate mean as the standard criterion for determining whether a rating was high (>4 stars) or low to medium (≤4 stars). Then, we created document vectors for the following subsets of concatenated reviews: (1) reviews rating female physicians highly, (2) reviews rating male physicians highly, (3) reviews rating female physicians as medium to low, and (4) reviews rating male physicians as medium to low. We repeated this analysis, focusing first on high-ranked female and male physicians and second on low to medium-ranked female and male physicians. The results are shown in Figure 4. We again compared the top words by absolute difference in similarity score between men and women within the high reviews first and then within the low to medium reviews.

For highly ranked physicians, the words that are the most associated with female physicians’ reviews over the corpora or male physicians’ reviews tend to either describe the timeliness of the visit (eg, “wait” and “rush”), liken female physicians to workers in supporting roles, or evaluate staff in those supporting roles (eg, “assist” and “staff”). In contrast, the corpora of male physicians’ reviews are more likely to contain words that are medically technical (eg, “hospit,” “cardiologist,” “skill,” or “diagnostician”) or simply glowing endorsements (eg, “brilliant,” “superb,” and “greatest”). These findings are summarized in Figure 4A.

Despite these discrepancies, we note that highly ranked physicians generally garner positive text reviews regardless of gender. Gender differences become much more pronounced when focusing on low-ranked physicians. As summarized in Figure 4B, the words with the highest similarity scores for reviews for low to medium-ranked women are objectively much more negative (eg, “unprofession,” “cold,” “issu,” “dissmiss,” and “notveri”) compared with the reviews of low to medium-ranked men (eg, “skill,” “sens,” “famili,” “humor,” “great,” and “excel”). The only objectively negative word that is much more likely to occur in these male physicians’ reviews is “arrog” for arrogance (a quality more often attributed to men than to women).
Figure 4. Difference in similarity scores for top words for (A) high-ranked and (B) low to medium–ranked men and women in internal medicine. The x-axis represents the absolute difference in similarity score for the given words to the document vector of concatenated reviews for all (A) high-ranked women and all men and (B) low to medium–ranked women and all men. The figure displays the top 15 words with the biggest differences in similarity scores for the female subset of reviews over male reviews (left pane) and the male subset of reviews over female reviews (right pane).

Review Comparison Between Gender and Sanction

As discussed previously, male physicians receive high ratings on average, but at the same time are more likely to be sanctioned. This motivated our independent analysis of reviews of sanctioned and unsanctioned physicians by gender. Owing to the low overall probability of sanctions (1879/134,973, 1.39% of our sample), the reviews of unsanctioned physicians mirror the general discrepancies between men and women. In contrast, the analysis of sanctioned physicians’ reviews reveals stark gender differences, as highlighted in Figure 5. The words with the highest probability of appearing in sanctioned women’s reviews have much more negative connotations than those in sanctioned men’s reviews, whereas it is much more difficult to tell the difference between a sanctioned man and an unsanctioned man. Some of the words most highly associated with sanctioned male physicians are “specialist,” “gentl,” “helpful,” “thank,” “skill,” and “god,” whereas some of the highest scored words for sanctioned female physicians are “receptionist,” “unprofession,” “pa,” “wait,” and “notveri.” Words that are exclusive to the sanctioned male lexicon include “cardiologist,” “save,” “heart,” “hospit,” “superb,” “pleasur,” and “compassion,” which highlight the stark discrepancies even further because these words do not appear even once in a sanctioned female physician’s review (additional details are available in Figures S4 and S5 in Multimedia Appendix 1).
**Figure 5.** Difference in similarity scores for top words for sanctioned men and women in internal medicine. The x-axis represents the absolute difference in similarity score for the given words to the document vector of concatenated reviews for all sanctioned women and all sanctioned men. The figure displays the top 15 words with the biggest differences in similarity scores for the female subset of reviews over male reviews (left pane) and the male subset of reviews over female reviews (right pane).

**Emotion Scoring**

We analyzed the emotional scores of the reviews, generating an emotional score for each subset of physicians. We used the percentage of each top word appearing in each cut of the review corpus multiplied by the emotional score, repeated the process for each word in the lexicon to obtain a total score for each cut (eg, male, female, sanctioned women, and highly rated men), and then summed these scores within each subset. The emotion analysis is the only portion of this study in which we found noticeable differences between the 2 specialties analyzed—internal medicine and OBGYN. Therefore, we have included the results for both specialties in the main text.

In the plots below, the emotions are categorized as positive, negative, or neutral and listed alphabetically within each category in the following order: joy, positive, trust, anticipation, surprise, anger, disgust, fear, negative, and sadness.

First, we examined the differences in emotional scores between high-ranked and low to medium–ranked female physicians (Figure 6A) and between high-ranked and low to medium–ranked male physicians (Figure 6B). As expected, more positive emotions are much more likely to be found in high ratings of both men and women, with only small differences between men and women in both specialties analyzed.

When using gender (rather than rating) as the main dimension of analysis, we found that for internal medicine, reviews of men are much more emotional than those of women, for both positive and negative emotions, as demonstrated in Figure 7. A notable exception is that women’s reviews scored high on negative emotion. For OBGYN physicians (reviews that we can safely assume to be written mostly by women), the reviews are much more positive for men (overindexing on joy, positive, and trust), and the reviews of female physicians score notably high on anticipation, disgust, negativity, and sadness.

Next, we divided the analysis by gender and specialty, and then focused on the difference between sanctioned and unsanctioned physicians. The results are highlighted in Figures 8A and 8B. For female internal medicine physicians, the results are consistent with expectations; unsanctioned physicians score high on positive emotions, whereas sanctioned physicians score high on neutral and negative emotions. In contrast, for male internists, unsanctioned physicians score high across the emotional scale (however, the differences are generally small). The pattern for OBGYN physicians is very different—among female OBGYN physicians, there is great variability in the emotional scores, whereas among male OBGYN physicians, unsanctioned physicians score high on positive and neutral emotions, with very little difference in emotional scores on negative emotions.
Figure 6. Emotional score ratings for (A) female physicians’ and (B) male physicians’ reviews. The 10 emotions on the y-axis are categorized as positive, neutral, or negative (and arranged alphabetically within these categories). The x-axis plots the difference in the emotional score between the different groups. Positive numbers mean that an emotion scored high for high-ranked physicians, and negative numbers mean that the emotion scored high for low to medium-ranked physicians. OBGYN: obstetrics and gynecology.
Figure 7. Emotional scores by gender for internal medicine and obstetrics and gynecology (OBGYN).

Figure 8. Emotional scores by sanction status for (A) female physicians and (B) male physicians for both internal medicine and obstetrics and gynecology (OBGYN).
Finally, we focused on the differences between sanctioned men and sanctioned women and summarize the results in Figure S18 in Multimedia Appendix 1. In contrast to Figure 8, where we hold the gender constant and analyze across sanction statuses, in Figure S18 in Multimedia Appendix 1, we hold the sanction status constant and analyze across genders. This shows the differences in reviews for both sanctioned women and men and unsanctioned women and men. For both specialties, we found small gender differences among unsanctioned physicians. However, among sanctioned physicians, the differences are large: women, especially female interns, are disproportionately reviewed in a more negative manner. Patients in the OB/GYN department tend to review sanctioned male physicians more emotionally, in both positive and negative terms (with the exception of disgust and negativity, for which sanctioned female OB/GYN physicians score high on average).

Overall, we conclude that emotional scoring analysis adds a layer of depth to our understanding of the differences among lexical reviews of physicians. The differences between the specialties are even more fascinating—although we are unable to discern major differences between the specialties regarding general word composition of the lexicons, the emotional discrepancies between internal medicine reviews (written by a mix of patients) and OB/GYN reviews (written by mostly female patients) are extremely clear. Holding everything else constant, internal medicine reviews of male physicians tend to be largely more emotional, regardless of whether that emotion is positive or negative. Reviews of female OB/GYN physicians tend to be much more negative.

When we add sanction status to the analysis, the dynamic becomes more complex. In internal medicine, there are no notable differences in the emotional scores of sanctioned men and unsanctioned men. In contrast, reviews of sanctioned female physicians in internal medicine show negative emotion more prominently than those of unsanctioned female physicians. The biggest difference between emotional scores in this entire analysis is between unsanctioned and sanctioned male OB/GYN physicians—sanctioned male OB/GYN physicians receive the most negative reviews in any subset of data analyzed. When comparing sanctioned women directly with sanctioned men, sanctioned female internal medicine physicians are reviewed much more negatively than sanctioned male internal medicine physicians, but reviews of sanctioned male OB/GYN physicians are more emotional overall, regardless of whether the emotion is positive or negative.

Discussion

Overview

In this study, we analyzed web-based reviews of physicians and how they differ based on physicians’ gender. We further sought to understand the complex interaction among the physician’s web-based score (rating), whether they are sanctioned by a state medical board, and gender, as revealed in the content of the web-based reviews. To investigate this interaction, we implemented paragraph vector techniques to identify words that are specific to and indicative of the separate metadata cuts. Then, we enriched these findings by using the NRC word-emotion association lexicon to assign emotional scores to 3 segments: gender, gender and sanction, and gender and rating.

Principal Findings

Our findings shed light on the different criteria by which patients evaluate male and female physicians, and they highlight the disparity in severity with which patients review male and female physicians. When we analyze the ratings of male and female physicians while holding the rating range constant, it becomes clear that women are more likely to be evaluated on their interpersonal bedside manner, whereas men are more likely to be evaluated based on their perceived technical skills and performance. This pattern holds when analyzing reviews of low-rated or medium-rated male physicians—the lexical content of their reviews is still much more likely to convey high praise, whereas women are much more likely to be severely criticized. The dynamic is further exacerbated among men and women who are sanctioned. It is much more difficult to discern a review of a sanctioned man from the review of an unsanctioned man by the content of the written review alone, whereas for women, there is a stark contrast, and female physicians are evaluated much more harshly if they are sanctioned. The insight gained by analyzing sanctioned physicians is an important contribution of this study. There are baseline differences between how male and female physicians are perceived, but those differences are greatly magnified when the service quality is low. Sanctioned men still receive glowing reviews, whereas sanctioned women experience large reputational penalties when they deliver low-quality care or behave inappropriately.

It is essential to understand not only the quantitative differences in how and why female and male physicians are evaluated but also the qualitative aspect of those differences. Contributing to this qualitative understanding, our findings elucidate the gender-driven difference in bases for evaluations of physicians by patients. Most notably, we did not see differences in the emotional language used for sanctioned and unsanctioned male physicians, whereas female physicians who will be sanctioned have consistently more negative emotion associated with their reviews.

Comparison With Previous Studies

An expanding stream of literature shows significant gender bias in ratings, perhaps most egregiously in a case in which changing the name of an anonymous teaching assistant from male to female lowered the average review score [29]. Our study contributes to the growing literature on how web-based medical reviews are biased by gender, highlighting that in web-based reviews, women are more likely to receive negative reviews, obtain low scores, and be judged on criteria not directly related to their skills as a physician (eg, diagnostic abilities) [20,21]. We make a unique contribution by examining how physicians who are sanctioned for inappropriate behavior, negligence, or malpractice are penalized for low-quality service.

Limitations

Our results are subject to a few limitations imposed by the data. First, we only have review data and do not know the actual quality of care delivered (except care by sanctioned physicians, who are sanctioned for inappropriate behavior, negligence, or malpractice are penalized for low-quality service).
which we know is more likely to be poor). We do not know the types of services received, and we do not know the patient outcomes. We tried to account for these unknowns by averaging all patient reviews for each physician and comparing physicians within subspecialties, which should control for much of the variation in services provided. However, if the medical services provided within a subspecialty systematically differ between genders, there may still be some residual confounding. Second, our data set does not contain physicians’ race or ethnicity, which is another potential dimension of review bias. Future studies can investigate the possibility of racial and gender bias. Third, in our data, sanctioned physicians’ reviews before the sanction date were combined; therefore, we could not explore the commonality or information signals provided by no-text reviews or by the length of individual reviews. Fourth, owing to the small number of sanctioned physicians, we represented the presence or absence of sanctions with a binary indicator; however, sanction severity varies. Therefore, future studies can focus on sanction severity to provide a more detailed and nuanced analysis of reviews. Finally, we acknowledge that the data are a decade old at the time of publication, meaning that if there have been sociological changes in patients’ views and behavior related to physician’s gender, our results will not capture those recent developments.

Conclusions

The role and influence of web-based reviews may grow as medicine becomes increasingly computerized, a shift that has only been accelerated by the COVID-19 pandemic. As telemedicine expands in scope and prevalence, proximity becomes less of a limiting factor in selecting a physician; therefore, patients will rely more on web-based reviews to guide their physician choices. Given this growing role of reviews in physician selection, action needs to be taken to ensure that they are fair and balanced. Although awareness is the first step, websites and apps that feature or contain physician reviews should also follow best practices for mitigating gender and racial bias in those reviews. For instance, as previous studies have shown, asking specific questions rather than providing open-ended boxes for reviews can reduce bias [30]. Similarly, highlighting the potential for unconscious bias [31] and providing a rubric for evaluations [32] can also help web-based platforms to mitigate biases in physician reviews.
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Abstract

Background: Young people are increasingly seeking out web-based support for their mental health and well-being. Peer support forums are popular with this age group, with young individuals valuing the fact that the forums are available 24/7, providing a safe and anonymous space for exploration. Currently, little systematic evaluation of the helpfulness of such forums in providing support has been conducted.

Objective: This study examined the helpfulness of the support offered within web-based mental health and well-being peer support forums for young people. It specifically investigated the self-reported user ratings of helpfulness reported through the completion of a developing experience measure. The ratings will be used to consider further development of the measure and reflect upon the overall helpfulness of the forums as indicated by the reported scores.

Methods: The study used routinely collected practice-based outcome data from web-based mental health forums for young people. These forums are hosted by the UK-based web-based therapy and support service, Kooth. A cross-sectional design was used to explore—using a range of inferential statistical measures—the outcomes reported by those accessing the forums using a Peer Online Community Experience Measure (POCEM). To consider the helpfulness in general, 23,443 POCEMs completed in 2020 were used. A second data set of 17,137 completed POCEMs from the same year was used to consider whether various engagement indicators had an impact upon the helpfulness rating.

Results: Female users aged between 11 and 16 years predominantly completed the POCEM. This is in keeping with the majority of those using the service. In total, 74.6% (8240/11,045) of the scores on the POCEM indicated that the individuals found the posts helpful. An ANOVA indicated that male users were more likely to report obtaining intrapersonal support, whereas female users obtained interpersonal support. Furthermore, the POCEM scores reflected the internal consistency of the measure and provided an insight into the way that young people made use of the peer support resource; for instance, posts that were rated more helpful were correlated with spending longer time reading them, and the topics discussed varied throughout the day with more mental health issues being discussed later at night.

Conclusions: The results seem to demonstrate that, overall, the young people involved in this study found web-based peer support helpful. They indicate that peer support can provide an important strand of care within a supportive mental health ecosystem, particularly during time periods when in-person support is typically closed. However, limitations were noted, suggesting that caution is needed when interpreting the results of this study. Although such services are incredibly well used, they have received little research attention to date. As such, further investigation into what constitutes helpful and unhelpful peer support is needed.
adolescent mental health; peer support; web-based forums; web-based mental health

Introduction

Background

Several definitions of the term peer support have been proposed; yet, these can be unified in the sense that “peer support occurs between people who share similar life experiences and as a result can provide each other with reciprocal support...which professionals and/or others who have not endured the same difficult situations may not be able to” [1]. Digital web-based communities are an illustration of how peer support can be facilitated. Such communities are particularly pertinent for children and young people (CYP), who are turning to the internet with increasing frequency when seeking psychological and emotional support [2]. In 2017, 99% of the CYP aged 12 to 15 years spent approximately 21 hours a week on the web, with this figure seeming to steadily increase year on year [3,4]. Therefore, it is easy to comprehend how the practicality of web-based communities such as discussion forums is attractive to CYP [5]. This became especially true at the onset of the COVID-19 pandemic in 2020 when digital mental health support demand for CYP sharply increased [6,7]. Unlike in-person support, web-based forums are available 24/7 [8] and provide safe, comfortable platforms that are geographically unrestricted [5]. The 24/7 element of peer support forums may be especially useful for adolescents because young people’s circadian rhythms shift toward a later bedtime, with wakeful activity occurring late into the night [9,10]. Interestingly, those who experience such a shift are more likely to experience emotional and behavioral issues [11].

Even when forums are professionally led and moderated, web-based peer support is not intended to replace services provided by qualified therapists [12]. However, the fact that it is frequently available as an adjunct to other forms of mental health support [5,13] means that one can obtain additional, lower-level support that can reduce feelings of isolation [12] and normalize experiences [14]. Web-based peer support overcomes the physical obstacles that can often prevent CYP from building social relationships with others who share their experiences, allowing them to connect with peers whom they would not otherwise meet in real life [15]. Mental health discussion forums are particularly valued by young people who perceive themselves as lacking social skills [16]. An additional interesting finding within this body of research was that despite concerns about perpetuation of dangerous behaviors such as self-harm when young people experiencing a mental health crisis are united in a forum space, the discussion remained predominantly focused on safety and avoidance strategies [17]. This fits in with observations that people prefer sharing clinical, rather than personal and potentially identifiable information, in web-based peer support settings [18].

There are a number of challenges associated with the use of web-based forums for CYP to discuss mental health, such as ensuring user safety, building feelings of trust [5], and reducing the possibility of aggressive or unfriendly behavior that can occur as a result of user anonymity [19]. Despite these considerations, the benefits uncovered thus far in the literature mean that more in-depth examination into their use is warranted. An outline of the literature focusing on patterns of forum engagement is provided in the next paragraph.

Within forums, support can be either directive or nondirective in nature. A directive approach comprises receipt or provision of explicit advice on how to overcome an issue, and a nondirective approach involves supportively sharing experiences [14]. CYP appreciate the anonymity and privacy of peer support forums in that they find talking easier and feel less judged as a consequence [5]. This level of anonymity could play a key role in how web-based communities are built and the subsequent level of benefit that can be gained from interacting in this format. So far, findings examining this idea have been mixed. Posts on the web-based question-and-answer site Quora were rated as equally useful whether submitted anonymously or otherwise, and interestingly, politeness of content did not vary with anonymity [20]. Contrastingly, other findings suggested that registered forum users tended to post higher-quality posts than those who posted anonymously [21]. Ensuring that content is useful is important if web-based communities or forums are to provide a valuable and engaging method of peer support. However, to do this we must identify the factors that allow us to call a peer support forum post helpful. One study of interest identified several factors that contribute to forum post performance (used here as a proxy for quality) of web-based forum threaded discussions [21]. These ranged from surface-level qualities such as thread length and reply latency to less quantifiable qualities such as the perceived authority of the poster. The study suggested that factors such as thread length, or number of comments, as indicators of participative engagement can be effective determinants of thread quality; for example, they can indicate how effectively a thread answered a question or explored a topic. The number of unique users and repeat users posting on a thread are proxies for wide-reaching engagement and a desire to continue discussing a topic, respectively [21]. To our knowledge, the study by Lee et al [21] is the only one that examined forum value at such a granular level. However, as a news and current affairs forum was the platform of focus, the unique nature of peer support forums means that transferability of the study’s findings to CYP mental health forums cannot be completely assumed. There have been mixed findings regarding the question of whether factors such as number of log-ins, view counts, or page clicks, in spite of their suggested links with participation, can actually be considered true proxies of engagement. Log-in frequency was linked to engagement with web-based student learning in 1 study [22], whereas 2 similar studies found no such link [23,24]. In addition, one of these studies [24] found no link between engagement and session duration. However, all 3 studies focused on web-based learning. This again means that the findings
It is clear from the outlined research that there are numerous positive outcomes of web-based mental health forums and communities for CYP [5,12,14]. Despite this, no empirical evidence exists that relates directly to the helpfulness of forum content that is situated within a web-based CYP peer community for mental health and well-being. As a result, this study built on recent work (Mindel, C, unpublished data, November 2021) where a Peer Online Community Experience Measure (POCEM) was developed in conjunction with a UK-based digital therapy platform for CYP. The recent preprint of the study by Mindel et al (Mindel, C, unpublished data, November 2021) detailed the POCEM’s development and piloting, as well as the beginning of the investigation of how users interacted with the measure. However, further evaluation of the POCEM within nonpilot routine service use is needed, not only in terms of how the measure itself is engaged with but also what the measure can tell us about patterns of interaction with web-based community peer support at a wider level.

**Research Questions**

This study aimed to explore user-rated measurement of the helpfulness of web-based peer support forum content by investigating the following research questions:

1. What is represented in the outcomes of an experience measure (POCEM) that claims to rate the helpfulness of web-based community content?
2. What trends and commonalities exist within posts that are deemed either helpful or less helpful by CYP?

**Methods**

**Design**

This study used an inferential cross-sectional design [25] to identify and test the factors that underpin the outcomes of the POCEM. Scores from routinely collected completed POCEMs were compared with several other user-level variables to explore the patterns of use stipulated by the research questions.

**Setting**

The data for this study came from Kooth, which is a UK-based digital therapy and support service for CYP aged 10 to 25 years. The service provides a predominantly humanistic and idiographic approach to counseling, where users are actively involved in every step of their therapeutic journey [26]. A variety of structured or self-directed help is available through the service, with peer support community forums providing just 1 form of this available help. Service users can create and interact with forum posts on a wide variety of topics, ranging from mental health and hobbies and interests to sexuality and relationships. Worker-initiated activities and discussion threads also form part of this community to initiate discussions and encourage engagement.

No referral or joining a waiting list is needed to use Kooth, which is a free-of-charge service. However, service access is, at present, contract limited. This means that access is restricted to certain geographical regions as governed by whole-population contracts with local National Health Service trusts. Kooth can also be commissioned by other organizations, such as local authorities, for use with certain subsets of the population for whom a need for provision is recognized. Although the web-based community forums are accessible 24/7, live counselors and moderators are only active until 10 PM.

**Ethical Considerations**

All data used in this study were collected from service users who had consented to their data being used for research purposes. As this was routinely collected information, the research process did not influence the data [27]. In addition, because the resulting data were anonymous and devoid of personally identifiable information, ethical review from the lead author’s institution was not required [28]. Even so, ethical principles and good practice guidelines for managing information of this nature were followed [29].

**Measures and Data Sets**

**Overview of the POCEM**

The POCEM is a 3-step web-based experience measure designed for users to rate content within the Kooth community. It aims to measure satisfaction with, and quality of, web-based community resources in relation to how well they meet the expectations of the service user completing the measure. Any time a service user engages with a community item such as a forum post or an activity, they are, as a first step, asked how helpful they found it by rating it on a Likert scale (2: No; -1: Not really; 0: Not sure; 1: A bit; 2: Loads). The second and third steps are explained in the Data Set 1 section.

**Data Set 1**

Two data sets were used to investigate the research aims. For the first aim—to examine the user-rated measurement of helpfulness and experiences gained from community forum interaction—a cross-sectional extraction of every POCEM completed in 2020 was performed. This data set of 23,443 POCEMs was completed by 11,045 unique users. Each user completed a mean of 2.12 (SD 2.64) POCEMs. This data extraction captured the second and third steps of the 3-step measure. In the second step, after assigning a numerical score to a post, the service user was prompted to indicate a reason for their rating, choosing from 4 options to reflect the nature of their experience. This was optional, and their Likert rating choice was recorded even if they chose not to engage further. In addition, if the user selected not sure, the interaction with the measure would end at this point. The 4 experience domain options to choose from are based on 4 high-level outcomes [30] that were devised from the different types of support that are commonly sought (refer to the High-level support represented by each domain column in Table 1). Third and last, users were then given the option to provide more information about their experience by selecting from a range of statements that correspond to the domain that they had selected. These additional statements (refer to the Additional selectable statements column in Table 1) represent indicators of outcomes of a positive community experience, and users could choose one or more of these. This data set also captured the
demographics of age, gender, and ethnicity of users completing the measure, as well as the topic category to which the POCEM-rated content related; for example, mental health, bullying, or friends.

Table 1. The selectable domains and their corresponding statements that are available in the Peer Online Community Experience Measure and the high-level support outcomes that they represent.

<table>
<thead>
<tr>
<th>Service user–experience domains</th>
<th>Additional selectable statements under each domain</th>
<th>High-level support represented by each domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;I want information about something important to me&quot; (Important to me)</td>
<td>• I got information that helped me learn about myself</td>
<td>Informational intrapersonal support</td>
</tr>
<tr>
<td></td>
<td>• The information I received today was helpful to my problem</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• I now know what I need to do to feel better</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• I learned something new today</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• I now know that others have the same experiences as me</td>
<td></td>
</tr>
<tr>
<td>&quot;I want to learn some skills to try with other people&quot; (Learn skills)</td>
<td>• I have learned how to express myself</td>
<td>Informational interpersonal support</td>
</tr>
<tr>
<td></td>
<td>• I have learned enough to make a positive change</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• I have developed skills to open up more</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• I now have knowledge and skills to help others</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• I have learned how to support others</td>
<td></td>
</tr>
<tr>
<td>&quot;I want to explore more about how I relate to other people&quot; (Relate to others)</td>
<td>• I feel safe in the Kooth community</td>
<td>Emotional interpersonal support</td>
</tr>
<tr>
<td></td>
<td>• I felt connected to someone</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• I feel that I’m just as valuable as others</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• I know who to ask for help</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• I feel motivated to give advice to others</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• It feels good not to be judged</td>
<td></td>
</tr>
<tr>
<td>&quot;I want to understand myself more” (Understand myself)</td>
<td>• I felt accepted</td>
<td>Emotional intrapersonal support</td>
</tr>
<tr>
<td></td>
<td>• I now feel more hopeful</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• I now feel able to ask for support outside of Kooth</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• My problems now feel more manageable</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• I am now able to find solutions to my problems</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• I now want to make changes in my life</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• I no longer feel alone</td>
<td></td>
</tr>
</tbody>
</table>

Data Set 2

The second data set, a subset of data set 1, comprised 17,137 POCEMs completed by 10,612 unique users. In this data set, an average of 1.62 (SD 1.89) POCEMs were completed per user. It was used to explore the nuances and commonalities that exist among posts that were rated a certain way, as per the second research aim. This data set was a cross-sectional data extraction of those POCEMs completed within 1 month of their corresponding community forum post being submitted. As a clarifying example, a POCEM that was completed on April 21 that related to a forum post submitted on March 22 would be included in this extraction; however, a POCEM completed on April 23 would not be included. This limit was set because engagement with posts tends to become sparse when they are >1 month old. As in the first data set, a measurement score as corresponding to POCEM completion likelihood and score, it could provide useful insight into how users search for, and engage with, posts.

Data Analysis

Data Set 1

Frequency tables were produced to explore the demographics of those who completed POCEMs, the distribution of scores, and the topics to which the content related. The split of gender and ages across the 4 experience domains (Table 1) were explored with 1-way Welch ANOVAs, which were chosen because the data violated the homogeneity of variance assumption [31]. For these tests, age was divided into ≤13 years and ≥14 years. This boundary was chosen owing to the developmental transition into adolescence that is commonly found to occur around this age and because of the finding that the peak age of onset of any diagnosable mental health issue is 14.5 years [32]. Consequently, these 2 age groups may approach peer support in different ways. We chose not to further split this exploration by topic category because these varied so drastically in representation; for example, 26.49% (6210/23,443) of the POCEMs that were completed related to the mental health topic, but only 0.04% (10/23,443) of the POCEMs that were completed related to the independence topic.”

Heat maps were produced to explore which pairs of corresponding statements (refer to the Additional selectable
statements column in Table 1) were the most frequently selected together for each domain. Heat maps are a form of data visualization where tiles in a matrix are shaded based on the combined value of the corresponding axes. They are often shaded from red (low frequency or value) to green (high frequency or value) [33]. They were incorporated into this study to explore any potential patterns of consistencies or contrasts that exist in the service user experience. This was carried out by using Microsoft Excel’s COUNTIF function to create dummy variables that detected the presence of each statement across each individual POCEM, then using the crosstab function of SPSS software (version 25.0; IBM Corp) to obtain counts of pairs to be inputted into the heat maps.

Data Set 2
A simple correlation matrix explored the potential linear relationships among the various qualities of a community post at the time of POCEM completion. Next, a new variable was computed to split the data based on the time of day that each POCEM was completed to investigate how CYP use their free time outside of education or work to take care of their mental health and what patterns of completion followed after 10 PM when live counselors are offline. Using this variable, 1-way Welch ANOVAs investigated whether POCEM scores, time spent reading a post within the web-based community forum, and the post’s age at POCEM completion varied depending on the time of day. Frequency tables examined trends relating to the topics interacted with at different times of day, with further ANOVAs used to explore points of interest by isolating topic categories through the computation of dummy variables.

Results
In the following sections, we detail the findings of the investigations outlined in the Methods section. Please note that where dummy variables were inputted into significance tests, means are not provided because they would represent transformations rather than meaningful reflections of the original data.

Data Set 1
In total, 75.3% (17,653/23,443) of the POCEMs in this data set were completed by female users and 18.9% (4431/23,443) by male users, whereas 3.7% (867/23,443) and 2.1% (492/23,443) were completed by respondents who identified as gender fluid and agender, respectively. In total, 91.2% (21,380/23,443) of the measures were completed by users aged between 11 and 16 years, which corresponds with secondary school age in the United Kingdom. Of the 11,045 users, 4,628 (41.9%) were aged 12 or 13 years, and only 376 (3.4%) were aged >18 years. In terms of ethnicity, 79.79% (8,813/11,045) of the sample identified as White (White British, White Irish, or “other White background”), which falls below the 86% reported in the 2011 England and Wales census [34].

In terms of helpfulness scores, 74.6% (8,240/11,045) of the users selected I or 2, indicating that they found the community forum post helpful, whereas 13.5% (1,491/11,045) were unsure, and 12% (1,325/11,045) found the post unhelpful. POCEMs were completed on posts relating to 16 topics. In total, 26.49% (6,210/23,443) of the POCEMs were completed for mental health–related posts, with the next most common being sex and relationships at 13.63% (3,196/23,443).

Significant gender differences existed in the likelihood of choosing the domains important to me ($F_{1,1037.5} = 2.845; P = .04$) and understand myself ($F_{3,1041.5} = 2.834; P = .04$), with more male users than female users choosing these as reflective of their community experience. A difference was also found for the domain relate to others ($F_{3,1040.2} = 4.965; P = .002$), but conversely, more female users than male users chose this. No gender differences existed in selecting the learn skills domain, and those identifying as gender nonconforming did not differ significantly from male users or female users in any of their choices. CYP aged ≥14 years were significantly more likely than those aged ≤13 years to choose relate to others ($F_{1,1355.7} = 8.266; P < .001$). Those aged ≤13 years were more likely than those aged ≥14 years to select important to me ($F_{1,1399.1} = 12.05; P = .001$), learn skills ($F_{1,1420.7} = 34.78; P < .001$), and understand myself ($F_{1,1374.5} = 15.85; P < .001$).

Figure 1 shows heat maps that show the concentration of the pairs of additional selectable statements that were chosen together under each service user–experience domain. The pairs that were selected together the most frequently are in darker green, with the red squares representing pairs chosen together less often. The heat maps contain data only from those POCEMs where at least two statements were selected (3,241/23,443, 13.83%).
Data Set 2

Negligible yet significant correlations were found between the POCEM score and age of the post at time of measure completion ($r_{17,135}=0.03; P<.001$) and between the POCEM score and time spent on the post ($r_{17,135}=0.08; P<.001$).

Significant correlations were also found between the age of the post and the following variables: time spent on the post ($r_{17,135}=0.16; P<.001$), average score of previously submitted POCEMs on the post ($r_{17,135}=0.42; P<.001$), and total number of submitted measures on the post ($r_{17,135}=0.40; P<.001$).

The amount of time in minutes a user spent reading or otherwise interacting with a post before completing a POCEM was significantly correlated with the number of views that the post had at the time of POCEM completion ($r_{17,135}=0.31; P<.001$), number of comments at the time of POCEM completion ($r_{17,135}=0.49; P<.001$), average score of previously submitted POCEMs ($r_{17,135}=0.28; P<.001$), and total number of submitted POCEMs on the post ($r_{17,135}=0.37; P<.001$).

When the POCEMs were broken down per the time of day in which they were completed, 48.9% (8380/17,137) were completed between 4 PM and 10 PM (evening and night), with 39.7% (6803/17,137) completed between 6 AM and 4 PM (morning and afternoon). In total, 11.4% (1954/17,137) of the POCEMs in the sample were completed between 10 PM and 6 AM (late night).

The POCEM scores did not vary depending on time of day ($F_{4,7248.25}=0.841; P=.499$). However, significant main effects of post age at time of POCEM completion ($F_{4,7166.89}=31.14; P<.001$) and time spent engaging with a post before POCEM completion ($F_{4,7445.44}=3.52; P=.007$) were found. Games-Howell post hoc tests revealed several significant differences (Tables 2 and 3).

When examining the topics of forum posts for which POCEMs were completed at different times of day, the most popular topics were checked for apparent patterns. In the morning, between 6 AM and noon, 22.9% (3924/17,137) of the POCEMs were related to a mental health–themed forum post. This percentage increased as the day progressed, reaching 33.6% (5758/17,137) at late night (Figure 2). However, hobbies or interests followed an opposite pattern. In the morning, 13% (2228/17,137) of the POCEMs were related to this topic, but by late night, this fell to 7.4% (1268/17,137; Figure 3).
Exploring these phenomena, measure completion for mental health–related posts significantly varied depending on time of day ($F_{4,7167.85}=21.95; P<.001$). Games-Howell post hoc tests showed that all pairwise comparisons were significant, besides night and late night ($P=.22$) and afternoon and evening ($P=.87$).

POCEM completion for hobbies- or interests-related posts also significantly varied depending on time of day ($F_{4,7292.65}=16.26; P<.001$). All pairwise comparisons were significant, besides night and late night ($P=.99$), afternoon and evening ($P=.11$), evening and night ($P=.16$), and evening and late night ($P=.09$).

Table 2. Games-Howell pairwise comparisons among times of day in terms of forum post age (in days) at the time of Peer Online Community Experience Measure completion.

<table>
<thead>
<tr>
<th>Time of day (mean post age in days) and pairwise comparison</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Late night (mean 4.03, SD 4.35)</strong></td>
<td></td>
</tr>
<tr>
<td>Morning</td>
<td>.003$^a$</td>
</tr>
<tr>
<td>Afternoon</td>
<td>.01$^a$</td>
</tr>
<tr>
<td>Evening</td>
<td>.12</td>
</tr>
<tr>
<td>Night</td>
<td>.003$^a$</td>
</tr>
<tr>
<td><strong>Morning (mean 4.48, SD 4.21)</strong></td>
<td></td>
</tr>
<tr>
<td>Late night</td>
<td>.003$^a$</td>
</tr>
<tr>
<td>Afternoon</td>
<td>.99</td>
</tr>
<tr>
<td>Evening</td>
<td>&lt;.001$^a$</td>
</tr>
<tr>
<td>Night</td>
<td>&lt;.001$^a$</td>
</tr>
<tr>
<td><strong>Afternoon (mean 4.43, SD 4.40)</strong></td>
<td></td>
</tr>
<tr>
<td>Late night</td>
<td>.01$^a$</td>
</tr>
<tr>
<td>Morning</td>
<td>.99</td>
</tr>
<tr>
<td>Evening</td>
<td>&lt;.001$^a$</td>
</tr>
<tr>
<td>Night</td>
<td>&lt;.001$^a$</td>
</tr>
<tr>
<td><strong>Evening (mean 3.76, SD 4.07)</strong></td>
<td></td>
</tr>
<tr>
<td>Late night</td>
<td>.12</td>
</tr>
<tr>
<td>Morning</td>
<td>&lt;.001$^a$</td>
</tr>
<tr>
<td>Afternoon</td>
<td>&lt;.001$^a$</td>
</tr>
<tr>
<td>Night</td>
<td>.32</td>
</tr>
<tr>
<td><strong>Night (mean 3.58, SD 4.04)</strong></td>
<td></td>
</tr>
<tr>
<td>Late night</td>
<td>.003$^a$</td>
</tr>
<tr>
<td>Morning</td>
<td>&lt;.001$^a$</td>
</tr>
<tr>
<td>Afternoon</td>
<td>&lt;.001$^a$</td>
</tr>
<tr>
<td>Evening</td>
<td>.32</td>
</tr>
</tbody>
</table>

$^a$Values that met the significance threshold ($P<.05$).
Table 3. Games-Howell pairwise comparisons among times of day in terms of time spent engaging with a post (in minutes) before Peer Online Community Experience Measure completion.

<table>
<thead>
<tr>
<th>Time of day (mean time spent engaging with post in minutes) and pairwise comparison</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Late night (mean 0.82, SD 0.62)</strong></td>
<td></td>
</tr>
<tr>
<td>Morning</td>
<td>.02$^a$</td>
</tr>
<tr>
<td>Afternoon</td>
<td>.34</td>
</tr>
<tr>
<td>Evening</td>
<td>.03$^a$</td>
</tr>
<tr>
<td>Night</td>
<td>.89</td>
</tr>
<tr>
<td><strong>Morning (mean 0.88, SD 0.64)</strong></td>
<td></td>
</tr>
<tr>
<td>Late night</td>
<td>.02$^a$</td>
</tr>
<tr>
<td>Afternoon</td>
<td>.62</td>
</tr>
<tr>
<td>Evening</td>
<td>.99</td>
</tr>
<tr>
<td>Night</td>
<td>.14</td>
</tr>
<tr>
<td><strong>Afternoon (mean 0.86, SD 0.67)</strong></td>
<td></td>
</tr>
<tr>
<td>Late night</td>
<td>.34</td>
</tr>
<tr>
<td>Morning</td>
<td>.62</td>
</tr>
<tr>
<td>Evening</td>
<td>.78</td>
</tr>
<tr>
<td>Night</td>
<td>.87</td>
</tr>
<tr>
<td><strong>Evening (mean 0.88, SD 0.83)</strong></td>
<td></td>
</tr>
<tr>
<td>Late night</td>
<td>.03$^a$</td>
</tr>
<tr>
<td>Morning</td>
<td>.99</td>
</tr>
<tr>
<td>Afternoon</td>
<td>.78</td>
</tr>
<tr>
<td>Night</td>
<td>.23</td>
</tr>
<tr>
<td><strong>Night (mean 0.84, SD 0.66)</strong></td>
<td></td>
</tr>
<tr>
<td>Late night</td>
<td>.89</td>
</tr>
<tr>
<td>Morning</td>
<td>.14</td>
</tr>
<tr>
<td>Afternoon</td>
<td>.87</td>
</tr>
<tr>
<td>Evening</td>
<td>.23</td>
</tr>
</tbody>
</table>

$^a$Values that met the significance threshold ($P<.05$).

Figure 2. Percentage of total Peer Online Community Experience Measures completed that related to a mental health–themed post at different times of day.
Discussion

Overview

Web-based peer support, especially that pertaining to CYP mental health, has received very little direct research attention thus far despite its extensive use by this demographic. To close this gap, this study builds on a recent measure development paper (Mindel, C, unpublished data, November 2021) by providing novel insight into how CYP interact with a web-based community measure designed to rate the helpfulness of peer support forum content. From the information provided in the POCEMs, we were able to investigate the commonalities underpinning forum posts and web-based community content that were rated in certain ways.

Outcomes of the POCEM

Demographics

In the first data set, user-rated measurements of helpfulness were examined. In total, 41.9% (9823/23,443) of the POCEMs within this extraction were completed by users aged 12 or 13 years. These ages are characterized by the transition from childhood into adolescence. Many social, educational, and biological changes affect a young person’s life at this time [35]. In addition, approximately half of mental health conditions are commonly believed to begin before the age of 14 years [36], and the peak age of onset of any diagnosable mental health difficulty is 14.5 years [32]. This age clearly represents a crucial period for which attention to supportive prevention should be paramount. Ensuring that services, including those that are web based, provide targeted support for the specific issues faced by this age group may help with this. It is also worth noting that the low percentage of users aged >18 years in the sample (376/11,045, 3.4%) could be explained by this age group’s eligibility for Kooth’s adult-specific digital therapy platform, Qwell.

We also found that considerably more POCEMs were completed by female users (17,653/23,443, 75.3%) than male users (4431/23,443, 18.9%). Data from the Millennium Cohort Study found that emotional mental health symptoms increased from 12% to 18% for girls aged between 11 and 14 years, although prevalence for boys stayed the same [35]. Although this higher susceptibility might have partial responsibility for the gender difference in use that we found, the magnitude of the difference could suggest that other factors are also in play. Gender differences in help-seeking behavior are well documented, with women more likely to visit their general practitioner for any reason [37], including mental health concerns [38]. This difference unsurprisingly extends to adolescents, with the stigma and gender stereotypes surrounding masculinity and strength [39,40] influencing mental health help-seeking likelihood. Interestingly, although female adolescents also tend to be better at identifying psychological problems and possess greater knowledge of available help, education level is also a significant predictor of these factors [41]. Although our finding contributes to the idea that targeted mental health awareness for men and boys is undeniably required, an overall increase in mental health discussion and signposting could help to bridge any educational or socioeconomic differences that exist in terms of mental health literacy and resultant access to support.

User-Reported Experiences

More male users than female users chose the domains important to me and understand myself as reflective of the experience they had with the community post and content, and more female users than male users chose relate to others. This suggests that male users may approach web-based community forums with a desire for intrapersonal advice, with female users more likely to seek interpersonal support. Although little research evidence exists to corroborate these findings, they could tentatively match patterns of help-seeking strategies described in a recent study [39], where male participants preferred to adopt self-reliance when dealing with psychological problems. By contrast, female participants tended to have more confidence in mental health professionals. However, the same study found that male participants, more so than female participants, find their friends more helpful under such circumstances [39]; this is a finding that is not concordant with ours. Interestingly, although female adolescents may desire stronger connection from their
friendships, perhaps explaining their increased likelihood of choosing relate to others, friendships are valued as equally important by both [42]. In terms of age, we found that older CYP (≥14 years) who completed the POCEMs selected relate to others more readily than those aged ≤13 years, with the latter group more likely to choose all 3 of the other experience domains. The association between peer support and well-being becomes stronger for CYP with age [43], which could explain this finding. Friendship, in particular dyadic friendships and the unique social nuances and problems that arise in them, become increasingly salient during early adolescence [44,45].

Figure 1 shows the frequency with which pairs of additional selectable statements were chosen together when users elaborated on the experiences that they had with community content forum posts. We will now discuss some of the key trends that can be inferred from these heat maps. An overall observed pattern was that the statements selected together tended to be conceptually similar; for example, under the learn skills domain, I now have knowledge and skills to help others and I have learned how to support others were chosen as the most frequent pair, both of which are almost identical in terms of the experience reported. Conversely, those least frequently selected together were often clear opposites; for example, under relate to others, the items I know who to ask for help and I feel motivated to give advice to others refer to receiving and providing advice, respectively. Therefore, it is unsurprising that users do not report getting both experiences from a single forum post. Looking more closely at specific trends within each heat map in turn, under important to me, the statement I learned something new today was the least selected overall, with I now know that others have the same experiences as me combined with both I got information that helped me learn about myself and the information I received today was helpful to my problem representing the most frequent pairings. The latter 2 statements can be viewed as broad, unspecific positive experiences that can easily be combined with others. This point about statement specificity is also relevant for the domain learn skills, where the least frequently selected statements I have learned how to express myself and I have developed skills to open up more can be viewed as less broad than other statements in the domain. They also seemingly relate to personal gain, whereas the others relate more closely to gaining skills to help others. Under relate to others, the items I feel safe in the Kooth community, it feels good not to be judged, and I felt connected to someone were commonly selected together, seemingly encompassing a sense of comfort and security. Finally, in understand myself, the most frequent pairings, of which I felt accepted and I now feel more hopeful is 1 example, seem to relate conceptually to positivity and a better appraisal of the users’ situation. I now feel able to ask for support outside of Kooth was the least commonly selected outcome statement in this domain. It stands out as distinct and not truly relating to the understand myself domain, perhaps explaining why it was not chosen if self-understanding was the key overarching experience gained.

**Trends of Forum Post Helpfulness**

**Qualities of Forum Posts**

In the second data set, significant correlational relationships of varying strengths were found among the qualities of a post at each instance of measure completion. Posts with higher POCEM scores were older, and users spent longer time reading them. Although these correlational relationships were negligible, post age and time spent interacting were key factors of interest, and more POCEMs were also completed on older and longer-read posts. As mentioned earlier, within Kooth’s forums, posts do not move to the top of a page when a new comment is posted. In addition, the only way to attempt to locate relevant posts is by selecting a topic category. Accessing and completing the measure for an older post therefore implies a targeted search for that content: the user has likely scrolled through several pages and selected a topic to find information pertaining to their issue. They have likely logged in and spent time engaging with the community because of a specific want or need. Once they find the relevant information, it is likely to be viewed more favorably because of this specific need resolution. We also found that older posts were engaged with for longer before POCEM completion, which further strengthens this idea of targeted searches being more useful—more time is spent reading and absorbing the information within, leading to increased likelihood of POCEM completion and higher rating. Posts interacted with for longer before POCEM completion also had more comments and views, Comments and views are the only engagement figures visible to forum users; therefore, high numbers may elicit a curiosity that results in longer reading time. These relationships all suggest that a more user-friendly search function would be beneficial. Older posts are evidently scrolled through, interacted with, and deemed useful, and the findings suggest that CYP are using the forums to search for information and to seek help in a targeted fashion, in addition to general browsing and interacting. A search-term function, in addition to a facility to sort posts by factors such as most popular, would prove useful for users, as well as maximize the research potential of the POCEM itself. In summary, these links among factors such as time spent, post age, and POCEM completion do imply that feedback mechanisms such as the POCEM can be seen not only as proxies of engagement but also as helpful tools for building understanding of web-based forum behavior. More interdisciplinary research of this kind could help us to understand whether engagement and interaction behavior differ depending upon the nature of the web-based system used, be it educational, support seeking, or any other kind. This is due to the fact that our findings do not completely align with studies that looked at engagement in different types of platforms [23,24].

**Time of Day**

Looking at POCEM completion across times of day in the web-based community proved insightful, particularly in terms of how CYP choose to spend their time outside of school or work—their leisure time. Of the 17,137 POCEMs in data set 2, 10,334 (60.3%) were completed outside of standard working hours (between 4 PM and 6 AM), allowing us to make the broad claim that CYP are actively choosing to engage with community
peer support during their free time. Figures 2 and 3 show that POCEMs were completed for significantly older posts in the morning and afternoon than in the evening, night, and late night. Although this may tenuously suggest that users are searching through older posts during the day, it may simply reflect the fact that higher overall engagement after 4 PM likely includes creation of more new posts at this time. Therefore, if a user logs in between 6 AM and 4 PM, the posts they interact with are likely to be slightly older. This brings to light a limitation that should be considered with this main effect as well as the aforementioned correlational findings: to infer user motivations behind completing an experience measure for older posts, we would need to know the average age and rank of the posts that appear on the first page of the forum when users log in. Although some users in the sample did complete POCEMs for posts that were up to 30 days old, the mean age of a post at POCEM completion was 4.04 (SD 4.21) days. Therefore, interacting with a slightly older post does not necessarily suggest, in all instances, a targeted search. More information about post rate and subsequent first-page turnover is necessary to substantiate this claim. Users also spent longer time engaging with posts before completing the measures in the morning and evening than late at night. Any explanations for this, such as a user having more comments to catch up on in the morning and evening or that more targeted searches late at night perhaps equate to a quicker decision regarding a post’s helpfulness, would be purely speculative.

Arguably, the most interesting findings concerning time of day appeared when we examined the topics of posts that were rated at different times of day. As shown in Figure 2, of the posts relating to mental health, 33.61% (656/1952) were completed late at night, whereas 22.87% (739/3231) were completed in the morning. This suggests that users logging into the web-based service at night and in the very early hours are doing so to seek mental health support. This idea is also strengthened when we look at hobbies or interests, a contrasting topic that is more conversational and less advice centric. Significantly more measures on this topic were completed in the morning than at night (Figure 3). How, then, can we explain this seemingly increased focus on mental health at night? Why are those who are awake at night interacting with mental health topics? Insomnia has frequently been linked to an increased likelihood of mental health problems, including in adolescents [46,47]. In addition to insomnia, eveningness, often colloquially known as being a night owl, is also independently associated with psychopathology in adolescents [11]; however, only insomnia increased the risk of suicide ideation [48]. CYP commonly shift to a pattern of eveningness as they enter adolescence, and societal pressures such as school start times do not accommodate this [9,10], perhaps explaining why these CYP have adverse mental health outcomes even in the absence of disordered sleep. In terms of support seeking, patients seeking psychiatric support outside of daytime care hours tend to present with mental health issues of greater severity and complexity [49,50]. The direction of the relationship between poor mental health and being awake at night, either through insomnia or individual differences in sleep patterns, is unclear. However, what is apparent is that users who are awake while most of their peers are asleep are likely to be those with the most complex mental health issues, which lack of sleep may exacerbate their tendency to ruminate upon at this time [51]. The key suggestion with regard to this finding, although more research is needed to further pinpoint patterns of user activity after hours, is to ensure that appropriate provision is in place to support CYP who seek mental health support at this time of day; for example, making sure that round-the-clock crisis helplines such as Nightline (a support line for students in the United Kingdom), The Samaritans, or Childline are especially visible to users after 10 PM when live support is unavailable, with users encouraged to call the helplines if they feel that they require live support urgently.

Strengths, Limitations, and Future Directions

Although several useful insights were gained from this research, they must be viewed in the context of the following limitations. The first of these relates to the study’s cross-sectional design. The large data set of 23,443 POCEM completions was an asset of the study, given the statistical power this offered our analyses. However, examining trends over time by means of a longitudinal design would allow us to explore how forum use and user experiences fluctuate over time. This would be of particular interest during times of widespread crisis, such as the COVID-19 pandemic. This would also allow examination of how long-term forum users engage. Linked to this idea, we mentioned in the Methods section that the 23,443 completed POCEMs came from 11,045 unique users. Given that the study’s aims primarily focused on post helpfulness rather than repeated patterns by users, our analyses did not account for the fact that many users completed the measure multiple times. We suggest that each POCEM represents a valid and distinct user experience. However, future longitudinal research could investigate user intensity and patterns of response in 1-time users compared with repeat users. This could be to identify whether helpfulness ratings differ and whether users tend to report the same or different experience domains whenever they interact with the POCEM.

It is also wise to acknowledge the limitations that exist with the finding that 74.6% (8240/11,045) of the POCEM scores were positive. Ratings of satisfaction tend to be completed more frequently by those at opposite ends of the experience spectrum. This extremity bias [52] means that people are very keen to report an excellent or a terrible experience but are less inclined to report an average or uninteresting one. Although these biases are most often reported in consumer research, our finding could easily be explained by this phenomenon, with forum posts perhaps being subject to an even starker imbalance—one that echoes the positively skewed J-shaped distribution curve often reported in web-based product reviews [53]. A forum post, as content nested within the web-based peer community, is likely to either be very helpful to a CYP or unhelpful in that it is viewed as either boring or irrelevant. Practitioner moderation means that content in the community forum is unlikely to be actively harmful or damaging, meaning that the only extreme experience a CYP can have is a positive one. Therefore, finding a post mediocre is less likely to result in completion of the measure. Encouraging review submission may result in a more even distribution of ratings [52]. Although care must be taken not to pressure users or create an interface that is an annoyance to interact with, increasing the visibility of the measure inside
of the peer community forum may help reduce this bias. This limitation, realistically, applies to all findings in this study when we think about who completes a web-based community measure such as this one and why. Social desirability and acquiescence biases may also be at play, given the positive skew and given that these bias effects are often seen in digital scale measures [54,55]. However, these effects were raised and addressed in the piloting stage of POCEM development (Mindel, C, unpublished data, November 2021), and consequently, a reassuring message regarding anonymity and confidentiality was added to the measure before the present data were collected. This has hopefully ameliorated any worries that users may have about their responses being linked back to them. It should also be noted that time spent completing the POCEM was included in the recording of time spent interacting with a forum post in data set 2. This time should certainly be separated in future research into the POCEM because it could then be ascertained whether users were reading and engaging with the questions the POCEM asks or whether they were simply clicking random answers. Comparing POCEM completion time with time spent engaging with the related forum post would also prove insightful.

There are also several methodological constraints relating to the use of heat maps (Figure 1). Although heat maps are attractive forms of data visualization, it is important to bear in mind that they are not, and should not be treated as, complete data analyses in their own right [56]. The findings relating to Figure 1 should therefore be treated as patterns of engagement rather than true differences owing to the lack of significance testing in heat maps. Along these lines, the colors used when shading heat maps can make differences appear large, even if the gap between the biggest and smallest value is very small. If they are to be used as analytic tools, measures of central tendency, at the very least, should be included. Heat maps were included in this study for identification of trends and patterns rather than to identify definitive differences. Therefore, provided that these limitations are considered when interpreting the aforementioned findings, they remain a useful way to visualize this element of our data.

Conclusions

To summarize this research, this study used a large data set to explore the use of a user-rated helpfulness measure in a CYP mental health peer support forum context. The results seem to indicate that the young service users involved in this study found web-based peer support helpful and that the POCEM itself was engaged with well. This suggests that peer support can provide an important strand of care within a supportive mental health ecosystem, particularly during time periods when in-person support is typically closed. This latter finding stresses the importance of vigilant support provision at these times. Measures were most often completed by secondary school-aged CYP and by many more female users than male users. The age of a post and the time spent engaging with a post before POCEM completion were found to be factors of interest, providing insight into the search habits of users. These factors denote key areas where peer support forums can be made more intuitive and user friendly. Caution is advised when interpreting the results of this study. Although such services are popular, and indeed useful, they have received little research attention to date. As such, further investigation into the nature of helpful and unhelpful peer support is warranted, as well as increased focus on how it should be incorporated into comprehensive systems of digital mental health support.
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Abstract

Background: The internet can increase the accessibility of mental health information and improve the mental health literacy of older adults. The quality of mental health information on the internet can be inaccurate or biased, leading to misinformation.

Objective: This study aims to evaluate the quality, usability, and readability of websites providing information concerning depression in later life.

Methods: Websites were identified through a Google search and evaluated by assessing quality (DISCERN), usability (Patient Education Materials Assessment Tool), and readability (Simple Measure of Gobbledygook).

Results: The overall quality of late-life depression websites (N=19) was adequate, and the usability and readability were poor. No significant relationship was found between the quality and readability of the websites.

Conclusions: The websites can be improved by enhancing information quality, usability, and readability related to late-life depression. The use of high-quality websites may improve mental health literacy and shared treatment decision-making for older adults.

(JMIR Form Res 2022;6(9):e36177) doi:10.2196/36177
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Introduction

Background

Late-life depression (LLD) can occur in adults aged ≥65 years, either for the first time or as a recurrent episode [1]. Major depressive disorder (MDD) is characterized by low mood or loss of interest in daily activities, changes in weight or appetite, trouble sleeping or sleeping too much, lack of energy, feelings of worthlessness or guilt, psychomotor agitation or retardation, difficulty focusing or making decisions, and thoughts of death or suicide. At least five of these symptoms must occur for most of the day, nearly every day, or for a period of at least 2 weeks [2].

Approximately 2%-6% of adults aged ≥55 years have received a diagnosis of MDD or experienced a major depressive episode within the past year [3-5]. The prevalence of MDD in older adults may be higher when including individuals experiencing subclinical depression [6,7]. Furthermore, the severity of depressive symptoms among older adults is particularly concerning, given that adults aged ≥70 years, and older men, in particular, have the highest rates of completed suicide worldwide [8].

It is important to note that older adults experiencing LLD can differ in symptomology compared with younger adults, such as presenting with fewer affective symptoms (eg, tearfulness), increased complaints of somatic symptoms, cognitive changes,
and loss of interest [9]. Older adults are also more likely to experience comorbid health conditions and neurological disorders, which further affects the identification of LLD and influences the need for specialized treatment approaches [1,9].

When older adults experience a mental health problem, such as depression, they are faced with a lack of information regarding the symptoms and how to manage them with effective treatment options [10,11]. This gap in knowledge leads to lower levels of mental health literacy (knowledge about recognition, prevention, and management), which can complicate or delay the mental health treatment–seeking process [12,13]. Despite such barriers, most older adults have positive feelings about seeking help for mental health problems and a desire for increased information and participation in the treatment decision-making process [14,15].

Shared decision-making is a process that occurs between a patient and a health care provider, where diverse treatment options are shared by both parties to foster the agreement and implementation of a preferred treatment option [16]. Engaging in this process is beneficial for individuals with mental health problems, increasing their satisfaction and involvement in treatment decisions [17,18].

The internet can be a valuable tool for meeting the information needs of older adults. By presenting a wide variety of treatment options, web-based information can facilitate engagement in the shared treatment decision-making process [19]. As noted previously, web-based depression information should reflect the differences in symptom presentation and treatment options that are relevant to the unique needs of the older adult population [1].

Most internet users (58%-78%) use the internet to search for health information [20-25], and it is increasingly being used to access mental health information [26-29]. Older adults have high rates of internet use, with 73% of older adults using the internet [30,31] and 40% using the internet to access health information [32]. Little is known about specific internet use by older adults for mental health information, although a study found that 11% of older adults used it for finding information on mental health problems and expressed interest in using the internet as a tool for managing their mental health [33]. A more recent study found that 67% of adults with bipolar disorder aged ≥60 years who used the internet used it access information about their disorder [34]. Despite this, some older adults feel as though they lack the knowledge and confidence to use the internet as a source of information [35].

Therefore, caregivers of older adults are often involved in seeking information for their care recipient and play an invaluable role in facilitating the treatment-seeking and shared decision-making process [36,37]. Part of the information-seeking process involves using the internet to access essential treatment information. Recent research has shown that a high percentage of caregivers (67%-71%) use the internet to access health information on behalf of the individual they support [38,39], particularly for older adults [40].

Despite the benefits of internet use for health information queries, including anonymity and accessibility, there are some disadvantages [41]. One of the drawbacks is the uncertainty of the quality of the information provided on the internet [31,42]. It may be difficult for individuals to determine whether the information presented is unbiased, accurate, and evidence based [43-46]. Inaccurate health information retrieved from the internet, which patients incorporate into their clinical requests, has been demonstrated to harm the physician-patient relationship and have detrimental effects on their health outcomes [47]. Therefore, evaluating the quality of the information provided on the web is essential in preventing the spread of misinformation and facilitating increased knowledge of balanced treatment options not only for older adults themselves but also for those who seek out information on their behalf.

As a result, studies evaluating website quality are increasing [48] as internet use for mental health information becomes more prevalent. Furthermore, studies have raised concerns regarding the approach that researchers have taken to evaluate websites and the lack of consistency across studies. An important question stemming from this growing research base is what constitutes a high-quality website. Common criteria used in the literature to identify high-quality websites are based on the principles of quality, usability, and readability [48-50]. Website quality involves the extent to which a website provides clear, unbiased, evidence-based information regarding mental health diagnoses and treatment options [51,52]. Usability characteristics refer to the ease of use, navigation, and aesthetics of websites [53], and readability is the ease of reading written text [54-56], both of which contribute to the overall quality of web-based information. Therefore, high-quality websites should be relatively straightforward to navigate and comprehend.

Website evaluations have been completed on a variety of health topics, including depression in the adult population [57-61]. A systematic review of studies evaluating the quality of mental health websites found that 23 of the 31 studies had poor quality overall [48]. A small number of studies have been conducted assessing the quality of depression information provided by websites. Generally, studies have shown that the quality of website information is poor [57-59]. However, one study examining the overall quality of websites for depression in adults aged 18 to 64 years found adequate quality, with most websites scoring higher than the mean score on a measure of content quality [61]. The discrepancy in findings could be because of variability in the website evaluation methodology used across studies. Nevertheless, this range of quality (poor to adequate) may not be helpful to consumers.

**Objectives**

Upon extensive review of the website evaluation literature, to the best of our knowledge, no study has examined the quality of websites specific to depression that appears or worsens in later life (LLD). Given the unique impact of aging on depression presentation, the involvement of caregivers in the treatment-seeking processes, and the influence of web-based information in the shared decision-making process, we deemed it essential to evaluate the quality of websites providing information on LLD. Websites were evaluated according to (1) quality of information, as evaluated by DISCERN [62], a standardized measure of website quality; (2) usability, as
determined by the Patient Education Materials Assessment Tool (PEMAT) [63]; and (3) readability of information, as evaluated by the Simple Measure of Gobbledygook (SMOG) [64]. A secondary objective of this study was to determine whether website quality was related to usability and readability.

On the basis of the existing mental health website evaluation literature, we hypothesized that (1) website quality would be adequate to poor according to DISCERN evaluations, (2) usability would be adequate to poor, and (3) the reading level would be higher than the recommended levels for health information (grades 7-8). Furthermore, we hypothesized that website quality, usability, and readability would be related. Specifically, the quality of websites would be positively associated with usability scores and negatively associated with reading levels.

Methods

Website Selection

Google Canada search engine was used to identify websites as it is the most widely used search engine worldwide [65] and has been identified as the starting point for most internet users seeking health information [30,42,66]. The search was completed on one of the computers in the research laboratory by the primary investigator (TAMP), where website cookies and search history were cleared before searching to prevent influencing the search results. The search terms “older” AND “depression” were used to complete the initial search to target websites presenting distinct information on LLD in this age group (presentation and treatment options).

Websites within the first 3 pages of the search were evaluated if they did not meet exclusion criteria, as it has been found that most search engine users do not go past the first 3 pages of the search [67]. Websites were excluded from the evaluation if they were advertising or selling products; presented information from books or articles, as the purpose of this study is to evaluate websites; contained minimal information (<500 words) that was not substantial enough to evaluate; provided information that was not focused on LLD; and were not written in English, as this is the researchers’ language of origin. The website selection method and exclusion criteria were in line with prior depression website evaluation research [57-60].

Procedure

Measures of Website Quality

The DISCERN instrument is a standardized measure comprising 16 items assessing the quality of written health information [62] and has been used in a variety of health website evaluation studies [68-71]. The reliability of DISCERN has been psychometrically evaluated in previous research [72-74] and is able to differentiate between low- and high-quality information [74]. DISCERN comprises 3 main sections focusing on how reliable the publication is, the quality of information for treatment options, and the overall quality of the publication [62]. Each item is rated on a 5-point scale from no to yes indicating the extent to which the information fulfills the criteria: 1 (criterion was not fulfilled at all), 2 to 4 (criterion was fulfilled to some extent), and 5 (criterion was completely fulfilled).

Usability

The PEMAT was used to assess usability. The PEMAT is a multi-item standardized tool used to assess the understandability (ability to understand materials) and actionability (ability to encourage consumers to take action on information presented) of materials educating patients on a variety of health topics [63]. The PEMAT has been used in numerous recent studies evaluating printed and web-based health-related materials [75,76]. The tool has been evaluated and found to have good internal consistency, reliability, and construct validity [77,78]. The tool is divided into 2 domains—understandability and actionability—with specific topic areas under each domain. The number of items used varies depending on the type of material used, either printed or audiovisual. For this study, PEMAT-printed was used, which comprises 34 items (17 understandability and 7 actionability items), as most of the website information can be printed from each website. Information was rated according to each item and scored either 0=disagree or 1=agree, with some items having the option of not applicable=NA. Separate usability and actionability scores were calculated by summing the total number of points given (excluding not applicable items) and dividing by the total number of possible points. This number was multiplied by 100 to obtain a percentage score to determine what percentage of the material is understandable or actionable.

Readability

A readability score was calculated for each website using the SMOG. The SMOG assesses the number of words with ≥3 syllables in 10 consecutive sentences sampled from the beginning, middle, and end of the text [79]. Although the Flesh-Kinkaid reading formula has been most frequently used and cited in assessing the readability of health information, the SMOG formula is recommended as a more appropriate formula to assess health information because of its consistency and ease of use when calculating reading level [79].

Analyses

The analysis component comprised (1) descriptive, (2) correlational, and (3) inferential statistics. All statistics were computed by the first author (TAMP) using SPSS (version 21.0; IBM Corp) for Windows. Descriptive analyses produced a mean score for each website, as well as a mean score and 95% CI for each DISCERN item. In addition, 2 percentages were computed for the domains of understandability and actionability according to the PEMAT. A 2-tailed Pearson correlation was calculated to determine the relationship between website quality (as determined by DISCERN) and website usability scores (as determined by the PEMAT) and between website quality and website reading level independently. An intraclass correlation coefficient was computed between the first half of the selected websites to determine the level of agreement between the primary (TAMP) and secondary (PLK) raters for DISCERN and the PEMAT, similar to previous research [60,80].
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Ethical Considerations

This research did not involve human participants and involved the examination of mental health information in the public domain. Therefore, it was determined that no ethics approval was required to carry out this study.

Results

Website Characteristics

Evaluated websites (N=19) are described in Table 1. This sample is consistent with previous research [57-60]. Most of the websites were from the United States; however, websites from Australia (Beyond Blue), Canada (HealthLinkBC), and Great Britain (Royal College of Psychiatry) also emerged in the initial search. The evaluated websites were hosted by hospitals (eg, Johns Hopkins Medicine), nonprofit organizations (Age UK and HelpGuide), and government organizations (National Institute of Mental Health). Most of the websites did not have a formal operationalized definition of LLD and used a variety of terms when defining LLD (eg, elderly or geriatric depression, depression and older adults or in older people, and aging and depression). Websites identified the ages of 60 to ≥65 years as a target age group within the late-life period.

Table 1. Late-life depression website characteristics.

<table>
<thead>
<tr>
<th>Website (country)</th>
<th>Search engine order</th>
<th>Overall quality&lt;sup&gt;a,b&lt;/sup&gt;</th>
<th>Usability&lt;sup&gt;c,d&lt;/sup&gt;</th>
<th>Readability&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age UK (United Kingdom)</td>
<td>24</td>
<td>2.9</td>
<td>69.2</td>
<td>60</td>
</tr>
<tr>
<td>American Psychological Association (United States)</td>
<td>12</td>
<td>2.3</td>
<td>53.8</td>
<td>40</td>
</tr>
<tr>
<td>Beyond Blue (Australia)</td>
<td>4</td>
<td>4.1</td>
<td>53.8</td>
<td>60</td>
</tr>
<tr>
<td>Black Dog Institute (Australia)</td>
<td>16</td>
<td>2.5</td>
<td>76.9</td>
<td>20</td>
</tr>
<tr>
<td>Canadian Coalition for Senior’s Mental Health (Canada)</td>
<td>28</td>
<td>3.0</td>
<td>84.6</td>
<td>60</td>
</tr>
<tr>
<td>Centers for Disease Control and Prevention (United States)</td>
<td>10</td>
<td>2.3</td>
<td>46.2</td>
<td>40</td>
</tr>
<tr>
<td>Health in Aging (United States)</td>
<td>17</td>
<td>4.0</td>
<td>53.8</td>
<td>60</td>
</tr>
<tr>
<td>Healthline (United States)</td>
<td>11</td>
<td>3.6</td>
<td>76.9</td>
<td>60</td>
</tr>
<tr>
<td>HealthLinkBC (Canada)</td>
<td>30</td>
<td>3.9</td>
<td>76.9</td>
<td>80</td>
</tr>
<tr>
<td>HelpGuide (United States)</td>
<td>1</td>
<td>3.4</td>
<td>71.4</td>
<td>60</td>
</tr>
<tr>
<td>Johns Hopkins Medicine (United States)</td>
<td>13</td>
<td>2.6</td>
<td>69.2</td>
<td>40</td>
</tr>
<tr>
<td>MedlinePlus (United States)</td>
<td>9</td>
<td>2.3</td>
<td>66.7</td>
<td>40</td>
</tr>
<tr>
<td>Mental Health America (United States)</td>
<td>5</td>
<td>3.4</td>
<td>61.5</td>
<td>80</td>
</tr>
<tr>
<td>National Institute of Mental Health (United States)</td>
<td>3</td>
<td>3.9</td>
<td>75.0</td>
<td>40</td>
</tr>
<tr>
<td>National Institute on Aging (United States)</td>
<td>2</td>
<td>3.3</td>
<td>53.8</td>
<td>60</td>
</tr>
<tr>
<td>Royal College of Psychiatrists (United Kingdom)</td>
<td>8</td>
<td>4.8</td>
<td>69.2</td>
<td>50</td>
</tr>
<tr>
<td>Substance Abuse and Mental Health Services (United States)</td>
<td>29</td>
<td>3.9</td>
<td>57.1</td>
<td>20</td>
</tr>
<tr>
<td>WebMD (United States)</td>
<td>6</td>
<td>3.6</td>
<td>46.2</td>
<td>40</td>
</tr>
<tr>
<td>World Health Organization</td>
<td>25</td>
<td>1.5</td>
<td>30.8</td>
<td>0</td>
</tr>
</tbody>
</table>

<sup>a</sup>Overall quality was measured by DISCERN.

<sup>b</sup>The mean DISCERN score is a 1 to 5 rating averaged across 16 items.

<sup>c</sup>Usability was measured by the Patient Education Materials Assessment Tool.

<sup>d</sup>To calculate the scores, items that are agreed upon are summed and divided by the total possible points then multiplied by 100 to get a percentage.

<sup>e</sup>Readability was measured by the Simple Measure of Gobbledygook.
### Website Quality

A mean score was provided for each website to better understand the quality of the information presented. Website quality varied greatly, with scores ranging from 1.5 (low quality) to 4.8 (high quality) out of a total score of 5 (Table 1). Websites that scored highly on DISCERN included the Royal College of Psychiatrists (4.8), Beyond Blue (4.1), and Health in Aging (4.0).

An average score across the websites was also computed for each DISCERN item to better understand the criteria that were well addressed and criteria that needed improvement (Table 2). Most of the websites addressed the DISCERN items moderately well, with average DISCERN scores ranging from 2.4 to 4.0 (SD 1.0 to 1.8). The mean score of item 16, which served as an overall rating of the websites, was 3.2. This indicates that websites with information about LLD were of adequate quality. According to scores on specific DISCERN criteria, websites clearly showed that there were multiple treatment options available (average score of 4.0). Information presented by websites was relevant to the older adult population (average score of 3.7). Websites also encouraged shared decision-making with health care providers or family members (average score of 3.7). Websites lacked information on the risks of treatment options (average score of 2.4), describing how each treatment worked (average score of 2.5), and the benefits of each treatment (average score of 2.6). Most websites did not provide the sources used to create the publication (average score of 2.6). An intraclass correlation was computed to determine the reliability of the raters on the DISCERN measure, which determined that there was an excellent level of agreement ($r_p=0.90; P<.001$).

### Table 2. Mean scores of DISCERN items across all websites.

<table>
<thead>
<tr>
<th>Item number</th>
<th>DISCERN item</th>
<th>Score, mean (SD; 95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Are the aims clear?</td>
<td>3.4 (1.1; 2.9-3.9)</td>
</tr>
<tr>
<td>2</td>
<td>Does it achieve its aims?</td>
<td>3.6 (1.0; 3.2-4.1)</td>
</tr>
<tr>
<td>3</td>
<td>Is it relevant?</td>
<td>3.7 (1.2; 3.2-4.2)</td>
</tr>
<tr>
<td>4</td>
<td>Is it clear what sources of information were used to compile the publication (other than the author or producer)?</td>
<td>2.6 (1.6; 1.9-3.3)</td>
</tr>
<tr>
<td>5</td>
<td>Is it clear when the information used or reported in the publication was produced?</td>
<td>3.3 (1.3; 2.7-3.9)</td>
</tr>
<tr>
<td>6</td>
<td>Is it balanced and unbiased?</td>
<td>3.6 (1.0; 3.1-4.0)</td>
</tr>
<tr>
<td>7</td>
<td>Does it provide details of additional sources of support and information?</td>
<td>3.2 (1.4; 2.6-3.9)</td>
</tr>
<tr>
<td>8</td>
<td>Does it refer to areas of uncertainty?</td>
<td>3.1 (1.3; 2.5-3.7)</td>
</tr>
<tr>
<td>9</td>
<td>Does it describe how each treatment works?</td>
<td>2.5 (1.2; 2.0-3.1)</td>
</tr>
<tr>
<td>10</td>
<td>Does it describe the benefits of each treatment?</td>
<td>2.6 (1.2; 2.1-3.2)</td>
</tr>
<tr>
<td>11</td>
<td>Does it describe the risks of each treatment?</td>
<td>2.4 (1.3; 1.8-3.0)</td>
</tr>
<tr>
<td>12</td>
<td>Does it describe what would happen if no treatment was used?</td>
<td>2.8 (1.8; 2.0-3.6)</td>
</tr>
<tr>
<td>13</td>
<td>Does it describe how the treatment choices affect the overall quality of life?</td>
<td>3.4 (1.0; 3.0-3.9)</td>
</tr>
<tr>
<td>14</td>
<td>Is it clear that there may be more than one possible treatment choice?</td>
<td>4.1 (3.3; 3.4-4.6)</td>
</tr>
<tr>
<td>15</td>
<td>Does it provide support for shared decision-making?</td>
<td>3.7 (1.2; 3.2-4.3)</td>
</tr>
<tr>
<td>16</td>
<td>Based on the answers to all of the above questions, rate the overall quality of the publication as a source of information about treatment choices.</td>
<td>3.2 (1.2; 2.6-3.7)</td>
</tr>
</tbody>
</table>

Each DISCERN item is rated on a 5-point scale with the anchors 1=did not meet criteria and 5=did meet criteria.

### Usability

The understandability scores of the PEMAT (Table 1) varied, ranging from 30.8% to 84.6% (mean 62.8%). Only 32% (6/19) of websites met the 70% criteria, indicating that the website was understandable [77]. With regard to specific understandability criteria, most websites used an active voice and used a variety of visual cues to draw attention to important points of the websites. Websites lacked summaries of information and introduced complex medical terms within the text without definition. In examining the actionability section of the PEMAT, websites presented a range of scores from 0% to 80% (mean 47.9%), with only 10% (2/19) of the 19 websites meeting the minimum 70% threshold for websites to be deemed actionable. Upon further examination, most websites identified at least one action that individuals could take (eg, talking to their physician). Despite this, most websites did not provide any visual aids encouraging individuals to take action, lacked tools to aid individuals in taking action (eg, treatment planning sheet), and did not break down suggested actions into explicit steps.

Two separate correlations were computed between the mean DISCERN scores and the usability and actionability percentages of the PEMAT to determine the relationship between website quality and usability. The correlation between DISCERN scores and the understandability scores of the PEMAT was not significant ($r_p=-0.30; P=.21$). By contrast, the correlation between the DISCERN scores and the actionability scores of the PEMAT was found to be significant ($r_p=0.49; P=.04$). An
intraclass correlation was also computed to determine the interrater reliability, which established that there was an excellent level of agreement for the understandability section ($r = 0.90; P < .001$).

**Readability**

The readability of the websites was calculated using the SMOG readability formula, which produced a grade level score. The reading levels of the websites ranged from 6.9 to 13.5, with an average grade level of 10.4 across all websites (Table 1). Only 16% (3/19) of the websites met the National Institute of Health’s recommended grade level (grade 7-8). A correlational analysis was conducted to determine whether website readability was related to website quality, as measured by DISCERN. This analysis was nonsignificant ($r = -0.31; P = .20$).

**Website Dimension Comparison**

Table 3 provides a simplified dimension description (good, adequate, or poor) for each website based on the evaluation measure scores, defined differently for each dimension: quality where good $\geq 4$, adequate $= 3$ to 4, and poor $\leq 3$ (mean 1-5 rating scale); usability where good $\geq 80$, adequate $= 70$ to 80, and poor $\leq 70$ (percentage understandable or actionable); readability, where good $\leq 10$, adequate $= 10$ to 12, and poor $\geq 12$ (grade levels; Table 3). The rationale behind the cutoffs for these quality dimensions was based on how difficult it was for the websites to attain the recommended levels for each measure. For website quality, *Good* was used to describe websites that received a rating of >4 on the DISCERN measure as most websites were not able to achieve this. Similarly, with readability, most websites were not able to meet the recommended reading level (grade 7-8); thus, they were rated *Good* if they achieved a reading level of <10.

Table 3. Website dimension comparison.a.

<table>
<thead>
<tr>
<th>Website (country)</th>
<th>Search engine order</th>
<th>Overall qualityb</th>
<th>Usabilityc</th>
<th>Actionability score</th>
<th>Readabilityd</th>
</tr>
</thead>
<tbody>
<tr>
<td>HelpGuide (United States)</td>
<td>1</td>
<td>Adequate</td>
<td>Adequate</td>
<td>Poor</td>
<td>Good</td>
</tr>
<tr>
<td>National Institute on Aging (United States)</td>
<td>2</td>
<td>Adequate</td>
<td>Poor</td>
<td>Poor</td>
<td>Adequate</td>
</tr>
<tr>
<td>National Institute of Mental Health (United States)</td>
<td>3</td>
<td>Adequate</td>
<td>Adequate</td>
<td>Poor</td>
<td>Adequate</td>
</tr>
<tr>
<td>Beyond Blue (Australia)</td>
<td>4</td>
<td>Good</td>
<td>Poor</td>
<td>Poor</td>
<td>Poor</td>
</tr>
<tr>
<td>Mental Health America (United States)</td>
<td>5</td>
<td>Adequate</td>
<td>Poor</td>
<td>Good</td>
<td>Adequate</td>
</tr>
<tr>
<td>WebMD (United States)</td>
<td>6</td>
<td>Adequate</td>
<td>Poor</td>
<td>Poor</td>
<td>Good</td>
</tr>
<tr>
<td>Royal College of Psychiatrists (United Kingdom)</td>
<td>8</td>
<td>Good</td>
<td>Poor</td>
<td>Poor</td>
<td>Good</td>
</tr>
<tr>
<td>MedlinePlus (United States)</td>
<td>9</td>
<td>Poor</td>
<td>Poor</td>
<td>Poor</td>
<td>Good</td>
</tr>
<tr>
<td>Centers for Disease Control and Prevention (United States)</td>
<td>10</td>
<td>Poor</td>
<td>Poor</td>
<td>Poor</td>
<td>Adequate</td>
</tr>
<tr>
<td>Healthline (United States)</td>
<td>11</td>
<td>Adequate</td>
<td>Adequate</td>
<td>Poor</td>
<td>Adequate</td>
</tr>
<tr>
<td>American Psychological Association (United States)</td>
<td>12</td>
<td>Poor</td>
<td>Poor</td>
<td>Poor</td>
<td>Adequate</td>
</tr>
<tr>
<td>Johns Hopkins Medicine (United States)</td>
<td>13</td>
<td>Poor</td>
<td>Poor</td>
<td>Poor</td>
<td>Adequate</td>
</tr>
<tr>
<td>Black Dog Institute (Australia)</td>
<td>16</td>
<td>Poor</td>
<td>Adequate</td>
<td>Poor</td>
<td>Poor</td>
</tr>
<tr>
<td>Health in Aging (United States)</td>
<td>17</td>
<td>Good</td>
<td>Poor</td>
<td>Poor</td>
<td>Adequate</td>
</tr>
<tr>
<td>Age UK (United Kingdom)</td>
<td>24</td>
<td>Poor</td>
<td>Poor</td>
<td>Poor</td>
<td>Good</td>
</tr>
<tr>
<td>World Health Organization</td>
<td>25</td>
<td>Poor</td>
<td>Poor</td>
<td>Poor</td>
<td>Poor</td>
</tr>
<tr>
<td>Canadian Coalition for Senior’s Mental Health (Canada)</td>
<td>28</td>
<td>Adequate</td>
<td>Good</td>
<td>Poor</td>
<td>Good</td>
</tr>
<tr>
<td>Substance Abuse and Mental Health Services (United States)</td>
<td>29</td>
<td>Adequate</td>
<td>Poor</td>
<td>Poor</td>
<td>Poor</td>
</tr>
<tr>
<td>HealthLinkBC (Canada)</td>
<td>30</td>
<td>Adequate</td>
<td>Adequate</td>
<td>Good</td>
<td>Good</td>
</tr>
</tbody>
</table>

aEach website was rated on each dimension as good, adequate, or poor, defined differently for each dimension.
bOverall quality was measured by the DISCERN, where good $\geq 4$, adequate $= 3$ to 4, and poor $\leq 3$ (mean 1-5 rating scale).
cUsability was measured by the Patient Education Materials Assessment Tool, where good $\geq 80$, adequate $= 70$ to 80, and poor $\leq 70$ (percentage understandable or actionable).
dReadability was measured by the Simple Measure of Gobbledygook, where good $\leq 10$, adequate $= 10$ to 12, and poor $\geq 12$ (grade levels).
Discussion

Principal Findings and Comparison With Prior Work

The purpose of this study was to evaluate the overall quality of LLD information provided by websites, as evaluated by standardized measures of website quality (DISCERN), usability (PEMAT), and readability (SMOG). A secondary purpose of this study was to examine the relationships among website quality, usability, and readability. Website quality ranged from low to high when examining the DISCERN mean scores. Furthermore, when looking at the average of the overall DISCERN rating (item 16), websites were of moderate quality (3.2/5), which indicates that LLD website quality is poor to adequate, providing support for the hypothesis that website quality would be poor to adequate. This finding is consistent with previous website evaluation studies [48,57-59,61].

There were several high-quality websites, with the Royal College of Psychiatrists being identified as the website presenting the highest quality information according to DISCERN (4.8). This website also obtained a recommended reading level (grade 7.1), although usability (69.2%) and actionability (50%) were poor. The Royal College of Psychiatrists clearly identified the aims of the website and the sources used to create the information according to DISCERN. The same cannot be said for general trends across websites as the mean DISCERN score indicating identification of sources (item 4; “Is it clear what sources of information were used to compile the publication?”) was one of the lowest scores. Sources or references used to create web-based information should be clearly identified as consumers perceive them as positive content indicators, highlighting the trustworthiness and transparency of web-based health information [81].

The Royal College of Psychiatrists provided relevant information on comorbid problems that occur late in life and how they might interact with depression, such as physical symptoms, long-term health problems, cognitive issues, and loneliness. This trend was also seen across other evaluated websites more generally, as they provided content that was highly relevant to depression in older adults (eg, sections addressing dementia, vascular depression, and insomnia), which was supported by one of the highest mean DISCERN scores evaluating relevance (item 3; “Is it relevant?”). Providing age-relevant depression information is particularly important as it can aid in increased knowledge about symptom recognition and differentiation of presenting problems (depression vs dementia), which has been shown to lead to more timely access to mental health services [82,83]. This finding is especially relevant for older adults in light of research demonstrating their lower levels of mental health literacy [84,85].

Furthermore, the Royal College of Psychiatrists provided a range of unbiased treatment options, such as talk, medication, and complementary and brain stimulation treatments. This trend was also observed across all websites according to the high mean DISCERN score, indicating that the content was unbiased (item 6; “Is it balanced and unbiased?”). The Royal College of Psychiatrists included specific information to encourage the involvement of caregivers, specifically how to identify depression, encourage help seeking, and improve communication between caregivers and recipients. More broadly, information to encourage shared decision-making (eg, sections about talking with physicians or how to help someone with depression) had one of the highest scores across websites according to the mean DISCERN score evaluating support for shared decision-making (item 15; “Does it provide support for shared decision-making?”).

This finding is important to note, as prior research supports older adults’ preference for involvement in decisions related to their health and treatment options [86], and caregivers have been identified as an important part of this process [36]. The inclusion of this information on websites could serve to encourage and improve the shared decision-making processes among older adults, caregivers, and health care providers [87]. As shown previously, websites that provide evidence-based information, diverse treatment options, and content that supports shared decision-making constitute a high-quality website [36,37,52].

Websites generally failed to provide high-quality information about how different treatments work and the risks and benefits associated with those treatment options. A key premise of the shared decision-making process is to provide patients with different treatment options and allow them to weigh the risks and benefits associated with those treatments [16]. Incomplete treatment information may bias the shared decision-making process and limit individuals’ ability to fully weigh their treatment options [88]. Treatment information that clearly defines how treatments work and the associated risks and benefits serve to enhance mental health literacy, consumer empowerment, and shared decision-making [88-90]. Furthermore, when consumers have timely access to balanced, evidence-based information, they can make treatment decisions that align with their preferences [91].

Most websites did not meet the minimum recommended levels of understandability and actionability. Websites with higher usability used formatting that facilitated better understanding, such as bolded main headings and subheadings, large fonts or the option to increase the font, information in short paragraphs or bullet points, boxes to highlight important information, and presenting most information on a single page. Despite providing formatting that promoted website usability, some websites had definitions of medical terms as hyperlinks, forcing individuals to navigate away from the original page the search brought them to. It was also difficult to locate treatment sections on certain websites (eg, Beyond Blue and Mental Health America), as they were not clearly marked or listed under the adult depression sections. These findings are an especially meaningful aspect of website quality for older adult populations as they may have different needs when using websites, such as the need for increased font size, darker letters with lighter backgrounds, short sections of information, and limited navigational steps when searching [92].

Websites identified actions that individuals could perform to engage in their depression treatment (eg, behavioral strategies); however, most did not go on to further explain the steps and how to complete the recommended actions, limiting consumers’
ability to take the next steps in the help-seeking process. Although the understandability section of the PEMAT was not significantly correlated with DISCERN, the actionability section was significantly positively correlated with DISCERN. Specifically, as the quality of information increased, the actionability of the provided information increased. This finding suggests that higher-quality websites included information that encourages individuals to take action regarding their treatment, ideally resulting in prompt access to mental health services.

Most websites did not meet the recommended reading level (grade 7-8), and therefore, the readability of the websites was poor overall, providing support for the hypothesis that the reading level will be higher than the recommended levels for health information (grades 7-8). This finding is in line with other web-based mental health information evaluation studies that have also found low readability levels among websites [36,48,50,54,60,93]. Website quality was not found to be associated with website readability. A possible explanation for this is that the websites used more complex medical terms to provide higher-quality information but at the cost of an increased reading level. This relationship has been observed in a recent study evaluating the reliability, readability, and quality of hip impingement information on the internet [94]. Furthermore, it is of interest that most of the websites failed to define complex medical terms. It is important to use simple and clear written content and provide definitions for more complex terms to make the content accessible to individuals at all reading levels.

Limitations
Although this study addresses significant gaps in website evaluation research, there are a number of limitations to note. First, search terms may not be representative of all web-based search strategies used to access information on LLD. Second, the websites included in this study were found by a routine Google search and do not represent the entirety of the websites that could be available to provide information on LLD. Third, raters’ pre-existing knowledge about the quality of particular organizations’ websites may have also biased raters’ perceptions of the quality and usability of the measures used in this study.

Practice Implications and Recommendations
This study identifies high-quality websites and provides valuable insights into which websites older adults and their caregivers should access to receive high-quality information about treatment options. It also highlights websites providers can recommend to their clients as a resource, such as the Royal College of Psychiatrists, Beyond Blue, and Health in Aging.

Consumers of LLD information should seek web-based resources that discuss the impact of comorbid health problems and associated treatment options specific to this population. Consumers are also encouraged to engage with websites that provide clear evidence-based sources, as the identified sources can be an indicator of transparency and trustworthiness. Older adults and caregivers should seek websites that include content encouraging engagement in shared decision-making, such as how to discuss treatment options with their physician or involve a caregiver in their treatment. Finally, these findings provide guidance for organizations and website developers to consider when designing a website for older adults. Developers should consider using bolded headings, larger fonts, bullet points, short paragraphs, and text boxes to increase understandability and comprehension of the content. Moreover, developers should consider making navigation between adult depression pages and pages specific to older adults more cohesive, as well as sections of importance (eg, treatment sections) easy to find. Regarding content, developers should further break down actions into small measurable steps encouraging consumers to engage in behavioral changes or treatment seeking and provide tools to aid individuals in taking action (eg, treatment planning sheet). They should use simple and understandable language and provide in-text definitions or glossaries for more complex terms, subsequently increasing information accessibility to individuals with diverse educational backgrounds.

Future Research
As more people use the internet to access information about mental health problems, it is imperative to understand the quality of websites on the internet to understand whether older adults, caregivers, and health care providers are accessing easy-to-use, accurate, and comprehensive resources. Future research should examine older adults’ search strategies and, more specifically, whether older adults identify themselves as “older” when searching for mental health information on the web. Regardless of how older adults identify themselves, websites should better structure how their information is categorized on their websites to ensure that older adults are accessing the information relevant to them.

It will also be important to look more in depth at the usability characteristics of websites that the PEMAT did not address. A measure such as the Visual Aesthetics of Websites Inventory, which examines more specific aesthetics of websites such as simplicity, diversity, colorfulness, and craftsmanship, would be useful in further evaluating usability [95]. Future researchers should fully evaluate the aesthetics of websites as it has implications on individuals’ first impressions and whether they will revisit the site or recommend it to others [96].

Conclusions
This is the first study to examine the quality of LLD information on the internet, and it addresses a gap in the literature by highlighting the quality of several LLD websites accessible on the internet. This study took a multifaceted approach to measuring website quality by using multiple measures to better understand different aspects that contribute to the overall quality of websites. The quality of LLD websites varied, ranging from low to high quality. Overall, the quality of the websites was adequate, and the usability and reading levels of the websites were poor. Websites provided information about particular problems that may affect depression in later life but lacked key information on how treatments work and the risks and benefits associated with treatments. Treatment sections were difficult to navigate or were found under adult depression sections. The ability of the websites to encourage understanding and action in individuals was also poor, and the information presented was higher than the recommended reading level. Websites were...
strong at providing multiple treatment options relevant to older adults and encouraging shared decision-making. They provided visual cues and formatting, which facilitated better understanding (e.g., use of bolded headings, short paragraphs, or bullet points), and some websites were able to attain the recommended reading level. Website developers should consider increasing the quality, usability, and readability to produce high-quality information for older adults. High-quality websites may increase the mental health literacy of older adults and caregivers and improve the shared decision-making process. Health care providers should be aware of high-quality websites and should incorporate the use of high-quality websites into the shared decision-making process. They should direct older adults and caregivers to the high-quality websites identified in this study and use them as a decision-making tool by directing them to sections presenting different treatment options to further discuss in their ongoing care.
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Abstract

Background: Can home-based computerized cognitive training programs be a useful tool to sustain cognition and quality of life in patients with Alzheimer disease (AD)? To date, the progressive nature of the disease has made this question difficult to answer. Computerized platforms provide more accessibility to cognitive trainings; however, the feasibility of long-term, home-based computerized programs for patients with AD dementia remains unclear.

Objective: We aimed to investigate the feasibility of a 24-week home-based intervention program using the Constant Therapy app and its preliminary efficacy on cognition in patients with AD. Constant Therapy is a program developed for patients with speech and cognitive deficits. We hypothesized that patients with AD would use Constant Therapy daily over the course of the 24-week period.

Methods: Data were collected over a 48-week period. We recruited participants aged between 50 and 90 years with a diagnosis of mild cognitive impairment due to AD or mild AD dementia. Participants were randomly assigned to either the Constant Therapy (n=10) or active control (n=9) group. The Constant Therapy group completed a tablet-based training during the first 24 weeks; the second 24 weeks of computerized training were optional. The active control group completed paper-and-pencil games during the first 24 weeks and were invited to complete an optional Constant Therapy training during the second 24 weeks. Every 6 weeks, the participants completed the Repeatable Battery for the Assessment of Neuropsychological Status (RBANS). The participants independently accessed Constant Therapy using an Apple iPad. Our primary feasibility outcomes were the rate of adherence and daily use of Constant Therapy over 24 weeks. Our secondary outcomes were Constant Therapy performance over 24 weeks and change in RBANS scores between the 2 experimental groups.

Results: Feasibility analyses were computed for participants who completed 24 weeks of Constant Therapy. We found that long-term use of the Constant Therapy program was feasible in patients with AD over 24 weeks (adherence 80%; program use 121/168 days, for 32 minutes daily). These participants showed an overall improvement in accuracy and latency ($P=0.005$) in the Constant Therapy scores, as well as specific improvements in visual and auditory memory, attention, and arithmetic tasks. The Constant Therapy group showed improvement in the RBANS coding subtest. No unexpected problems or adverse events were observed.

Conclusions: Long-term (eg, 24 weeks) computerized cognitive training using Constant Therapy is feasible in patients with AD in the mild cognitive impairment and mild dementia stages. Patients adhered more to Constant Therapy than to the paper-and-pencil training over 24 weeks and improved their performance over time. These findings support the development of future randomized controlled trials that will investigate the efficacy of Constant Therapy to sustain cognitive function in patients with AD.

Trial Registration: ClinicalTrials.gov NCT02521558; https://clinicaltrials.gov/ct2/show/NCT02521558
Introduction

Background

A total of 5.8 million people aged ≥65 years are living with Alzheimer disease (AD) dementia in the United States [1], highlighting a need for effective long-term cognitive interventions for these people. Cholinesterase inhibitors can help turn the clock back on the disease 6 to 12 months [2]. Aducanumab may possibly slow disease progression slightly, equivalent to 3 months, in patients with mild cognitive impairment (MCI) due to AD and mild AD dementia [3]. However, medications alone cannot halt the disease, and supplementing pharmacological interventions with nonpharmacological interventions has been shown to sustain cognition and quality of life more than medication alone [4-6].

Cognitive training programs are a traditional nonpharmacological intervention consisting of guided practice on standardized tasks to enhance specific cognitive functions, which may ultimately aid cognition and daily functioning [7]. During a typical session, patients complete tasks of varying difficulty, targeting different cognitive domains, such as memory, attention, and problem solving. The training is completed individually or in group sessions using paper and pencil or computerized programs under the supervision of a clinician. The repeated practice of tasks over time is aimed at improving or sustaining cognitive performance [7]. For example, patients with mild AD dementia showed improvements in their Mini-Mental State Examination scores when medication treatments were supplemented with a year of one-on-one regular cognitive training for 5 days weekly [5]. Supervised cognitive training has also been found to be beneficial in older adults with memory loss due to AD or vascular dementia by enhancing cognitive functioning and well-being in daily life [7-10]. Furthermore, a previous study of healthy older adults found that cognitive benefits were preserved 5 years after cognitive training [11]. Despite the potential benefits, traditional cognitive training programs require face-to-face contact, are expensive (staff prices from US $15 to US $100 per hour), and demand a significant time commitment (at least 60 minutes daily for 3 weeks) for the patient to make any gains. Therefore, it is challenging for patients with AD to adhere to traditional cognitive training programs [12].

Home-based, self-administered computerized cognitive training represents a practical alternative to overcome the expense and adherence challenges seen in traditional supervised-in-person cognitive training programs. Computerized cognitive training allows individuals to independently access cognitive exercises from their own computers, tablets, or other mobile devices at any time [13]. Home-based self-administered computerized cognitive training has been shown to benefit cognitive function as much as supervised-in-person training sessions in healthy older adults [12,14]. However, computerized cognitive training has produced mixed results in patients with AD. Some studies show positive effects, others show a temporary effect or protection from decline, and some show no effect [15,16]. Two possible explanations for these discrepant findings could be the variability in the duration and level of difficulty of the training program. The progressive nature of AD-related cognitive decline also adds to the difficulty in accurately testing the effectiveness of home-based computerized programs. Many investigators endorse the need for research assessing the effects of longer and more individualized intervention programs that can adjust the level of task difficulty depending on the baseline cognitive function of patients [16-19].

Given the influence of factors such as age and clinical diagnosis on the effectiveness of computerized cognitive training on cognition [20], several platforms have been developed to provide more flexibility and accessibility for older adults [21], patients with AD [22], and other neurological diagnoses (eg, stroke, traumatic brain injury [TBI], and schizophrenia) [23].

We assessed the feasibility and preliminary efficacy of a 24-week individualized computerized program called Constant Therapy. Constant Therapy is a digitally delivered, cloud-based computerized training program developed for patients with speech and cognitive deficits. During a home-based, self-administered Constant Therapy session, patients practice computerized exercises in increasing order of difficulty. As they progress through their intervention schedule, the tasks change their level of difficulty, depending on the patients’ individual progress. Constant Therapy allows patients to practice and advance independently such that patients experiencing different patterns of cognitive impairment can advance through the program at their own pace. Constant Therapy has been successfully implemented in individuals with aphasia due to stroke or TBI, with findings showing, on average, 70% compliance with the Constant Therapy self-administered training over the course of 10 to 20 weeks, improvements in task scores over time, and carryover to standardized assessment measures [24-26]. In these studies, accuracy (correct responses) and latency (reaction time) measures are used to quantify task performance. Increased accuracy and decreased latency characterize improved task performance [24]. The Constant Therapy platform has been studied both in the clinic and home environment. Patients using the platform at home make similar improvements compared with those who use the platform with their clinicians in the clinic [25].

No study has assessed the feasibility of the Constant Therapy app in the AD population. If feasible in the AD population, this type of home-based computerized intervention might have the potential to enhance cognitive functioning and support well-being in the daily lives of patients with AD.

Our study aimed to test the feasibility of long-term computerized cognitive Constant Therapy training (24 weeks) in the AD population.
Objectives
The primary aim of this study was to assess the feasibility of Constant Therapy in patients with AD using a long-term individualized training program. We measured adherence to the Constant Therapy program over a period of 24 weeks using a randomized design. We hypothesized that patients with AD would use the Constant Therapy app daily and would adhere to the training over a 24-week period [27].

The secondary aim was to evaluate the preliminary efficacy of the training on the performance of Constant Therapy tasks and on standardized assessments of cognition and daily life functioning. As in the previous study by Des Roches et al [24], we assessed task performance (accuracy and latency), as any improvements could relate to willingness to continue adherence to the task and could suggest benefits to cognitive function. We hypothesized that the patients’ performance after the long-term intervention period would be less impaired compared with patients who have not completed the Constant Therapy intervention. We also expected sustained improvement in performance on both the Constant Therapy tasks over 24 and 48 weeks and on neuropsychological scores after the intervention.

Methods

Study Design
The study was an unblinded randomized controlled trial (RCT) in which every newly recruited participant was randomly assigned to either training condition for 24 weeks. Participants’ condition assignment was completed by the study coordinator using a web-based random number generator. Data were collected between October 2016 and January 2019. At the end of the 24 weeks, participants randomly assigned to the Constant Therapy training condition were allowed to continue using the app or to discontinue, while those in the active control training condition were offered the opportunity to use the app (48 weeks total; Figure 1).

Figure 1. Study design. RBANS: Repeatable Battery for the Assessment of Neuropsychological Status.

<table>
<thead>
<tr>
<th>Group 1: Constant Therapy Group</th>
<th>Group 2: Active Control Group</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Constant Therapy</strong></td>
<td><strong>Crosswords &amp; Puzzles</strong></td>
</tr>
<tr>
<td>RBANS week 6</td>
<td>RBANS week 6</td>
</tr>
<tr>
<td>Testing</td>
<td>Testing</td>
</tr>
<tr>
<td>RBANS week 12</td>
<td>RBANS week 12</td>
</tr>
<tr>
<td>Testing</td>
<td>Testing</td>
</tr>
<tr>
<td>RBANS week 18</td>
<td>RBANS week 18</td>
</tr>
<tr>
<td>Testing</td>
<td>Testing</td>
</tr>
<tr>
<td>RBANS week 30</td>
<td>RBANS week 30</td>
</tr>
<tr>
<td>Testing</td>
<td>Testing</td>
</tr>
<tr>
<td>RBANS week 36</td>
<td>RBANS week 36</td>
</tr>
<tr>
<td>Testing</td>
<td>Testing</td>
</tr>
<tr>
<td>RBANS week 42</td>
<td>Testing</td>
</tr>
</tbody>
</table>

Ethics Approval
All data from the patients’ devices were anonymized during collection. This project was conducted under the Boston University Medical Center Institutional Review Board under study protocol H-34203.

Participants
Patients were referred by the Boston University Alzheimer’s Research Center or by practicing neuropsychologists, neurologists, or other associated discipline from Boston Medical Center. After referral, potential participants were contacted by a member of our research staff, who described the details of the study. We enrolled participants between 50 and 90 years of age that had a diagnosis of MCI due to AD or mild AD dementia. The diagnosis was confirmed by the referring clinician following the National Institutes of Aging-Alzheimer’s Association criteria [28,29]. Moreover, the baseline cognitive battery was administered to all participants before beginning either training type to evaluate cognitive function at baseline and to ensure that the level of impairment did not exceed the mild AD dementia status.

Patients with any self-reported history of substance abuse, prior head trauma (eg, stroke or TBI), significant depression, or other mood disorders were not considered eligible to participate in the study. Referring clinicians evaluated the exclusion of the patient from the study based on clinical notes and self-report.

Study Training and Baseline Cognitive Testing
Before starting the intervention phase, participants were trained on how to use the Constant Therapy app and how to navigate an Apple iPad, such as how to access the app, switch between tasks, and complete each individual task. iPads were loaned to participants if they did not already own one. The cognitive testing and app training at the start of the study were done across 2 days for approximately 1 to 2 hours each day to avoid exhausting the participants. The research staff completed the 2-day preintervention training either from the laboratory site or in the participant’s house, depending on the participant’s preference. During the first day of training, the research staff completed baseline cognitive testing; on the second day, they completed an overview of the Constant Therapy platform and iPad (if assigned to the Constant Therapy condition) or an overview of the booklets containing the crosswords and puzzle (if assigned to the active control condition).

The baseline cognitive battery consisted of the Montreal Cognitive Assessment [30], the Repeatable Battery for the Assessment of Neuropsychological Status (RBANS), the Multifactorial Memory Questionnaire [31], an Activities of Daily Living Scale [32], a Quality of Life in Alzheimer’s...
Disease Scale [33], the Neuropsychological Assessment Battery for Memory [34], the Zarit Burden Interview [35], and the False Memory Questionnaire [36]. Following the initial neuropsychological assessment, the patients were randomly assigned to 1 of 2 groups (Figure 1). The same battery was repeated after 24 and 48 weeks of participation in the study to monitor changes in cognition and functioning in daily life throughout the study. To ensure consistency between testing sessions, the same research staff member completed assessments at month 0, month 24, and month 48. Testing sessions were conducted in the laboratory or at the participant’s home. The RBANS was also administered at weeks 6, 12, 18, 30, 36, and 42 by the same assessor.

Research staff remotely monitored individual participant progress on the Constant Therapy platform daily. The study staff called the participants weekly to keep reminders consistent between both intervention groups. During these calls, the staff asked about adherence to the tasks, answered any questions, and reminded individuals to engage with the platform.

The research members completing the baseline, interim, and final assessments were not blinded to the participants’ group assignment to ensure that participants could reach out for support and questions throughout the duration of the study.

**Intervention**

**Constant Therapy Group**

Patients in the Constant Therapy group (group 1, Figure 1) received the Constant Therapy program for a planned 24 weeks. Progress on the tasks was monitored daily, and weekly phone calls were completed to check in with participants. Participants were instructed to engage in Constant Therapy for approximately 30 minutes a day. The software recorded the amount of time spent performing the cognitive tasks. The neuropsychological testing battery performed at the start of the study was repeated at the end of the first 24 weeks. At this stage, participants were offered the option to either continue with the Constant Therapy training for an additional 24 weeks or to terminate their participation in the study. At the end of 48 weeks, the testing battery performed at the start of the study was repeated.

**Active Control Group**

During the first 24 weeks of the study, participants in the active control group (group 2, Figure 1) received booklets containing different types of puzzles and brain teasers (crossword puzzles, word search puzzles, Sudoku puzzles, and various types of math puzzles). They were instructed to perform these tasks for approximately 30 to 60 minutes per day. We monitored adherence to these puzzles weekly via phone conversations, mirroring the Constant Therapy group. After 24 weeks and the completion of the testing battery, the active control group was invited to participate in the Constant Therapy training for the following 24 weeks. The testing battery of neuropsychological assessments was completed at weeks 0, 24, and 48, as in the Constant Therapy group.

**Constant Therapy Training Program**

Data were collected using the Constant Therapy app, which includes evidence-based speech, language, and cognitive exercises with varying levels of difficulty ranging from level 1 to level 10 (the software can be reviewed and accessed through the web link [37]). A total of 3 scores of 80% or higher advanced participants to the next difficulty level of a task. The tasks were designed with the aim of improving or stabilizing language, attention, and memory functioning. The exercises tested domains of language (naming, comprehension, speaking, reading, and writing) and cognitive skills (attention, executive skills and problem solving, mental flexibility, memory, and visuospatial skills). The Constant Therapy program recorded performance data (task accuracy and latency) as well as all other session activities (usability logs, use of built-in cues within the app, time stamps, and item completion indicators). For a more detailed review of the platform and cognitive tasks, refer to the study by Kiran et al [38].

In this pilot study, we examined the feasibility of Constant Therapy tasks in patients with AD, with the future goal of testing in a larger RCT how Constant Therapy tasks could help stabilize or improve some of the cognitive domains most prominently affected by AD (eg, memory, language, and executive function) [39,40]. All tasks were self-paced and self-administered by the participants. All tasks gave the participants the option to skip or quit at any time if they felt fatigued or frustrated. The Constant Therapy tasks used in this study were not modified for the population with AD.

**Outcome Measures**

We collected primary feasibility measures and secondary preliminary efficacy measures (Textbox 1).
Outcome measures

1. Primary feasibility measures
   - Overall adherence to the study design up to 24 weeks
   - Adherence rates in the Constant Therapy and the active control training during the first 24 weeks
   - Use of the Constant Therapy app over the first 24 weeks
   - Any engagement with the app during voluntary continuation to 48 weeks

2. Secondary preliminary efficacy variables
   - Constant Therapy tasks performance (accuracy and latency):
     - Arithmetic tasks (addition, multiplication, subtraction, and division)
     - Auditory tasks (environmental sound matching, spoken word matching, voicemail, and auditory command)
     - Visual tasks (calendar reading, clock math, clock reading, map reading, mental rotation, pattern recreation, picture matching, face matching, picture n-back memory, playing-card slapjack, symbol matching, written word matching, and flanker)
     - Quantitative reasoning tasks (currency, functional math, number pattern, and word problem)
   - Repeatable Battery for the Assessment of Neuropsychological Status subtest scores at week 0, 6, 12, 18, and 24:
     - Memory: list learning, list recall, list recognition, story immediate recall, story, and delayed recall
     - Language: picture naming and semantic fluency
     - Executive function: digit span and coding
     - Visuospatial and constructional: figure copy and line orientation

Statistical Analysis

Sample Size

Prior work has studied the feasibility and preliminary efficacy of computerized cognitive training over 12 weeks in patients with MCI and AD dementia using RCTs with sample sizes of 11 [41], 20 [42], and 22 participants [43].

Analytic Plan

The overall data analyses conducted aimed to primarily assess the feasibility of the Constant Therapy program in patients with AD over the course of 24 and 48 weeks, with secondary analyses examining the preliminary efficacy of the Constant Therapy program for improving or stabilizing cognitive function over an extended period.

Demographics

A total of 19 participants (18, 85% male and 1, 5% female) aged 64 to 85 years from the Boston University Alzheimer’s Disease Research Center and Boston Medical Center were enrolled in the study and were randomly assigned to an experimental condition. They met the criteria for MCI due to AD (n=7, 37%) or mild AD dementia (n=12, 63%), as described by the National Institutes of Aging-Alzheimer’s Association criteria [28,29]. All study participants were non-Latino White people.

The demographics of the 19 participants were analyzed using descriptive statistics and included age, education (years of schooling), and baseline scores of cognition and daily life functioning. We used the Mann-Whitney Wilcoxon test to evaluate differences between the Constant Therapy and active control group.

Study Adherence

We measured the rate of adherence to this novel long-term intervention program lasting between 24 and 48 weeks. Adherence rate was calculated by counting the number of participants enrolled in the program every 6 weeks. As individuals were given the option to continue after 24 weeks, we also reported the rate of adherence up to 48 weeks.

Constant Therapy Usage

We then performed an analysis of engagement to the Constant Therapy program by computing the average number of days each participant spent on the app over the course of the intervention, as well as the average time spent on the app daily.

Constant Therapy Tasks Performance

To assess our secondary aim, we analyzed the change in performance on the Constant Therapy tasks measured by accuracy and latency scores for each task. We conducted a Wilcoxon signed-rank test to determine changes in performance (accuracy and latency) for each task. We compared scores for each task at the start (average of the first 10 trials) and at the end (average of the last 10 trials) of the 24 weeks of training. The first 3 observations were excluded before averaging the 10 initial scores to account for the practice time required to adapt to the Constant Therapy platform [24].
**Preliminary Efficacy of Constant Therapy on Clinical Variables**

Our ability to compare changes in cognitive performance between week 0 and week 24 was limited. The RBANS was the only measure that was repeated 5 times throughout the 24-week period (baseline, week 6, week 12, week 18, and week 24). The rest of the outcome measures (Montreal Cognitive Assessment, Zarit Burden Interview, Multifactorial Memory Questionnaire, Activities of Daily Living Scale, Quality of Life in Alzheimer’s Disease Scale, False Memory Questionnaire, and Neuropsychological Assessment Battery) were administered twice (baseline and week 24) and could not be further analyzed due to a higher dropout rate in the active control group than in the Constant Therapy group. Thus, we conducted an exploratory analysis using only the RBANS subtest scores to evaluate the preliminary efficacy of the Constant Therapy training. None of the participants dropped out from week 0 to week 6; therefore, we assessed the changes in performance over the first 6 weeks between the Constant Therapy and active control groups. While normality was not always violated (only in 4 out of 12 RBANS submeasures), we computed a Mann-Whitney test to protect against type 1 and type 2 errors that are likely to occur with our small sample size. To further explore the feasibility of the training, for the RBANS subtest that were normally distributed, we performed a $2 \times 5$ repeated measures ANOVA with the factors of group (2: Constant Therapy vs active control) and time (5: week 0, 6, 12, 18, and 24). This was tested for group differences at each time point. Post hoc comparisons were performed using the Tukey honestly significant difference test.

**Results**

**Demographics**

The Constant Therapy and active control groups did not differ in demographic variables, as determined using the Mann-Whitney Wilcoxon test (Table 1).
Table 1. Demographics at baseline test.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Constant Therapy (n=10)</th>
<th>Active control (n=9)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (male), n (%)</td>
<td>10 (100)</td>
<td>8 (89)</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Diagnosis, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCIb due to ADc</td>
<td>4 (40)</td>
<td>3 (33)</td>
<td>N/A</td>
</tr>
<tr>
<td>Mild AD dementia</td>
<td>6 (60)</td>
<td>6 (67)</td>
<td>N/A</td>
</tr>
<tr>
<td>Ethnicity and race (non-Latino White)</td>
<td>10 (100)</td>
<td>9 (100)</td>
<td>N/A</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>72.50 (14.00)d</td>
<td>75.00 (13.00)</td>
<td>.78</td>
</tr>
<tr>
<td>Education, median (IQR)</td>
<td>14.00 (4.00)</td>
<td>14.00 (5.50)</td>
<td>.91</td>
</tr>
<tr>
<td>Outcome measures, median (IQR)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MoCAe</td>
<td>20.50 (6.00)d</td>
<td>21.50 (2.00)d</td>
<td>.97</td>
</tr>
<tr>
<td>ZBIh</td>
<td>13.00 (15.25)</td>
<td>6.00 (10.00)d</td>
<td>.97</td>
</tr>
<tr>
<td>MMQf</td>
<td>103.00 (26.75)d</td>
<td>129.00 (29.00)d</td>
<td>.10</td>
</tr>
<tr>
<td>ADLh</td>
<td>12.50 (22.75)</td>
<td>26.00 (39.00)d</td>
<td>.50</td>
</tr>
<tr>
<td>QOL-ADi</td>
<td>37.50 (19.75)d</td>
<td>36.00 (14.00)d</td>
<td>.91</td>
</tr>
<tr>
<td>FMQj</td>
<td>43.50 (45.75)d</td>
<td>56.00 (47.00)d</td>
<td>.84</td>
</tr>
<tr>
<td>RBANSk, median (IQR)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total list learning</td>
<td>20.00 (9.00)d</td>
<td>20.50 (8.50)d</td>
<td>.66</td>
</tr>
<tr>
<td>List recall</td>
<td>1.00 (3.25)</td>
<td>0.50 (2.75)</td>
<td>.45</td>
</tr>
<tr>
<td>List recognition</td>
<td>15.00 (5.25)d</td>
<td>15.00 (4.75)d</td>
<td>.91</td>
</tr>
<tr>
<td>Story memory (immediate recall)</td>
<td>14.00 (4.50)</td>
<td>10.50 (4.00)d</td>
<td>.11</td>
</tr>
<tr>
<td>Story memory (delayed recall)</td>
<td>3.50 (5.25)d</td>
<td>4.00 (4.00)d</td>
<td>.72</td>
</tr>
<tr>
<td>Digit span</td>
<td>9.50 (5.50)d</td>
<td>10.00 (3.00)d</td>
<td>.72</td>
</tr>
<tr>
<td>Figure copy</td>
<td>20.00 (2.00)</td>
<td>19.00 (1.00)</td>
<td>.11</td>
</tr>
<tr>
<td>Figure recall</td>
<td>3.500 (13.50)</td>
<td>4.00 (6.00)</td>
<td>.66</td>
</tr>
<tr>
<td>Semantic fluency</td>
<td>15.00 (10.25)</td>
<td>16.50 (6.75)d</td>
<td>.36</td>
</tr>
<tr>
<td>Line orientation</td>
<td>17.00 (5.25)d</td>
<td>17.00 (5.25)d</td>
<td>.50</td>
</tr>
<tr>
<td>Picture naming</td>
<td>9.50 (1.00)</td>
<td>9.50 (1.00)</td>
<td>.99</td>
</tr>
<tr>
<td>Coding</td>
<td>27.00 (14.75)d</td>
<td>32.50 (12.50)d</td>
<td>.72</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
MCI: mild cognitive impairment.
AD: Alzheimer disease.
Normally distributed.
MoCA: Montreal Cognitive Assessment.
ZBI: Zarit Burden Interview.
MMQ: Multifactorial Memory Questionnaire.
ADL: Activities of Daily Living Scale.
QOL-AD: Quality of Life in Alzheimer's Disease Scale.
FMQ: False Memory Questionnaire.
RBANS: Repeatable Battery for the Assessment of Neuropsychological Status.
Study Adherence

Constant Therapy Group Adherence

As shown in Figure 2, 80% (8/10) of participants in the Constant Therapy group completed 24 weeks of the intervention; 5 patients continued the study beyond the 24-week period, 1 to 42 weeks (10%) and 4 to 48 weeks (40%).

Figure 2. Study adherence.

Active Control Group Adherence

In total, 55% (5/9) of participants in the active control group completed the 24 weeks of the study. Overall, 22% (2/9) of participants elected to engage with the Constant Therapy app until week 48. No unexpected problems were observed in this study. The reasons for dropping out of the intervention were not collected, and individuals who dropped out of the intervention were also discontinued from their postintervention clinical assessment.

The following analysis used data collected between week 0 and week 24.

Constant Therapy Use

We examined app use over 24 weeks (168 days) in the Constant Therapy intervention group (Multimedia Appendix 1). On average, participants engaged with the app a mean of 121.4 (SD 38.56, 95% CI 97.50-145.30) days, with 31.70 (SD 9.94, 95% CI 25.54-37.86) minutes spent on the app per day. Participants with MCI due to AD (n=4) spent a mean of 147.50 (SD 21.30, 95% CI 126.63-168.37) days, with 38.16 (SD 11.09, 95% CI 27.29-49.02) minutes per day on the app and participants with mild AD dementia (n=6) spent a mean of 104 (SD 38.67, 95% CI 73.05-134.94) days, with 27.39 (SD 6.97, 95% CI 21.82-32.97) minutes per day on the app.

Performance on Constant Therapy Tasks

To assess the preliminary efficacy of the intervention, we analyzed the accuracy and latency scores of the Constant Therapy group at the start and end of the 24-week Constant Therapy training (Table 2). Table 2 shows the task scores that improved over 24 weeks. In the Multimedia Appendices 2 and 3 we also present the by-participant task progression over the 24-week intervention period (Multimedia Appendix 1) and by participant improvements and decrements across the individual tasks (Multimedia Appendix 2).
Table 2. Constant Therapy tasks performance over 24 weeks.

<table>
<thead>
<tr>
<th>Task</th>
<th>Start, median (IQR)</th>
<th>End, median (IQR)</th>
<th>z-score</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cumulative</td>
<td>0.89 (0.04)</td>
<td>0.91 (0.02)</td>
<td>2.8</td>
<td>.005</td>
</tr>
<tr>
<td>Addition</td>
<td>0.93 (0.08)</td>
<td>0.98 (0.05)</td>
<td>2.49</td>
<td>.01</td>
</tr>
<tr>
<td>Environmental sound matching</td>
<td>0.86 (0.14)</td>
<td>0.95 (0.07)</td>
<td>2.55</td>
<td>.01</td>
</tr>
<tr>
<td>Picture N-back memory</td>
<td>0.88 (0.18)</td>
<td>0.95 (0.09)</td>
<td>2.93</td>
<td>.02</td>
</tr>
<tr>
<td>Written word matching</td>
<td>0.87 (0.07)</td>
<td>0.90 (0.06)</td>
<td>1.99</td>
<td>.047</td>
</tr>
<tr>
<td><strong>Latency</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cumulative</td>
<td>25.78 (11.57)</td>
<td>21.96 (9.6)</td>
<td>−2.8</td>
<td>.005</td>
</tr>
<tr>
<td>Addition</td>
<td>17.88 (6.67)</td>
<td>12.37 (4.34)</td>
<td>−2.8</td>
<td>.005</td>
</tr>
<tr>
<td>Environmental sound matching</td>
<td>33.52 (16.13)</td>
<td>25.45 (10.4)</td>
<td>−2.67</td>
<td>.008</td>
</tr>
<tr>
<td>Picture N-back memory</td>
<td>25.75 (3.44)</td>
<td>24.3 (3.12)</td>
<td>−2.8</td>
<td>.005</td>
</tr>
<tr>
<td>Auditory Command</td>
<td>34.8 (27.51)</td>
<td>30.02 (10.22)</td>
<td>−2.8</td>
<td>.005</td>
</tr>
<tr>
<td>Calendar reading</td>
<td>19.27 (15.99)</td>
<td>15.74 (14.31)</td>
<td>−2.2</td>
<td>.03</td>
</tr>
<tr>
<td>Clock reading</td>
<td>6.22 (3.27)</td>
<td>4.82 (5.09)</td>
<td>−2.07</td>
<td>.04</td>
</tr>
<tr>
<td>Currency</td>
<td>25.85 (19.23)</td>
<td>21.01 (11.81)</td>
<td>−2.39</td>
<td>.02</td>
</tr>
<tr>
<td>Picture matching</td>
<td>50.28 (28.03)</td>
<td>47.41 (30.91)</td>
<td>−2.39</td>
<td>.02</td>
</tr>
<tr>
<td>Spoken Word matching</td>
<td>72.58 (68.21)</td>
<td>68.86 (56.2)</td>
<td>−1.99</td>
<td>.047</td>
</tr>
<tr>
<td>Playing-card slapjack</td>
<td>22.8 (1.75)</td>
<td>21.26 (0.99)</td>
<td>−2.07</td>
<td>.04</td>
</tr>
<tr>
<td>Symbol matching</td>
<td>18.79 (10.87)</td>
<td>15.56 (10.31)</td>
<td>−2.08</td>
<td>.005</td>
</tr>
<tr>
<td>Voicemail</td>
<td>29.99 (6.64)</td>
<td>28.3 (4.9)</td>
<td>−1.99</td>
<td>.046</td>
</tr>
<tr>
<td>Word problem</td>
<td>62.52 (59.5)</td>
<td>49.68 (41.25)</td>
<td>−2.5</td>
<td>.01</td>
</tr>
</tbody>
</table>

**Preliminary Efficacy of Constant Therapy on Clinical Variables**

As stated in our analytic plan, we compared changes from week 0 to week 6 using the Mann-Whitney test for all RBANS subtests. When computing Mann-Whitney, changes in RBANS coding scores from week 0 to week 6 were significantly different between the 2 condition groups (U=80.00; z=2.867; P=.003), and the Constant Therapy group, with a median of 6.5 (IQR 5.75), had a larger improvement in coding scores compared with the active control group, with a median of 1 (IQR 3) after the first 6 weeks in the study. No other differences were observed between the RBANS subscores between weeks 0 and 6 (P>.139).

Next, since normally distributed, we also conducted a repeated measures ANOVA to explore changes in the coding scores over the full 24 weeks. We found a main effect of time (F<sub>4,32</sub>=4.34; P=.006; η<sup>2</sup>=0.35). Coding score at week 0 (mean 24.71, SD 9.08; SE 3.18) was higher than (1) week 6 (mean 29.02, SD 10.60; SE 3.32; P=.002); (2) week 12 (mean 29.36, SD 11.27; SE 3.46; P=.01); (3) week 18 (mean 28.69, SD 11.73; SE 3.50; P=.02); and (4) week 24 (mean 27.05, SD 11.47; SE 3.29; P=.02). No main effect of group was found (F<sub>1,8</sub>=3.22; P=.11; η<sup>2</sup>=0.29). There was an interaction between group and time (F<sub>4,32</sub>=4.06; P=.009; η<sup>2</sup>=0.34). The Constant Therapy group performed better at week 6 (mean 33.60, SD 6.26; SE 3.79; P=.001), week 12 (mean 33.89, SD 7.59; SE 3.79; P=.006), week 18 (mean 35.33, SD 7.70; SE 3.84; P=.005) and week 24 (mean 35.62, SD 8.18; SE 3.60; P<.001) compared with week 0 (mean 27.7, SD 7.00; SE 3.48). No significant differences were observed in the active control group over time.

The score changes across the first 24 weeks in the Constant Therapy and active control groups in each RBANS subtest administered are presented in Figure 3.
**Discussion**

**Principal Findings**

Our study aimed to examine the feasibility of home-based, self-administered, and long-term individualized cognitive training using Constant Therapy in patients with AD. In addition, as a secondary aim, we sought to evaluate the preliminary efficacy of the Constant Therapy training program on neuropsychological performance. Overall, this feasibility study aims to inform the development of a future RCT.

We predicted that patients with AD would adhere to the training over a 24-week period using the Constant Therapy app. Consistent with this prediction, we found that long-term use of the Constant Therapy program was feasible in a patient population with AD, as shown by the rate of adherence (80%) and use of the program (average of 121 out of 168 days for 32 minutes daily) over 24 weeks. In comparison, the participants assigned to the active control group had a 55% adherence rate to the study at 24 weeks. Our adherence rates are comparable with those of other RCTs testing computerized cognitive training in older adults with cognitive impairment (eg, 77% of patients with MCI in a 6-week period study adhered to the intervention and 76% adhered to the control sessions [44]), in patients with other neurological diseases (eg, 76% adherence to an 18-week training period in patients with Huntington disease [45]), and
in more heterogeneous cohorts (e.g., 83% adherence over a 24-week training period in patients with a variety of neurological and psychiatric diseases [46]).

Adherence rates dropped during the second optional part of the study, both in the Constant Therapy group (40%), who voluntarily continued the training, and the active control group (22%), who could begin the Constant Therapy training at 24 weeks. Due to the drop in adherence and loss of power between the first 24 weeks and the second 24 weeks, we did not examine the data collected between weeks 24 and 48. Although the data were not assessed, low adherence to the second portion of the study is helpful in informing the design and length of future RCTs. A future RCT should focus on testing the efficacy of a 24-week intervention training program.

The overall sustained performance on computerized tasks shows that the individualized training approach modeled by Constant Therapy is appropriate for a population with AD. Furthermore, not only did patients sustain their performance in the tasks but they also displayed improvements in performance that are important to report for future RCT studies. Specifically, patients performed more accurately over time in the task training domains of visual and auditory memory, attention, and arithmetic. Latency also improved in tasks related to visuospatial processing, visual and auditory memory, attention, quantitative reasoning, and arithmetic skills. Faster reaction time in the Constant Therapy tasks may suggest improvement in processing speed, as well as improved adaptability to computerized tasks. Faster reaction time not paired with improved accuracy may also represent increased disinhibition while completing the task. These positive findings suggest that the 24-week intervention program is feasible and underscore the need for future larger studies to test the effectiveness of Constant Therapy as a long-term training program for patients with AD dementia.

We also predicted that gains made using the Constant Therapy program would transfer to neuropsychological test performance. We monitored changes in performance by administering the RBANS every 6 weeks and the Constant Therapy group showed an improvement in coding abilities over time. Coding performance improved during the first 6 weeks and then remained stable over the remaining 18 weeks. Although we experienced a higher drop in adherence in the active control group compared with the Constant Therapy group over the first 24 weeks (which ultimately limits our ability to interpret findings pertaining to this prediction), the observed change in performance between the Constant Therapy and active control groups on the RBANS subtest of coding, despite the small numbers of participants, indicate that, to some extent, gains made during Constant Therapy have the potential to transfer onto neuropsychological test performance.

Coding was the only measure that showed an improvement in performance over time when using Constant Therapy. Coding is often used as a measure of executive function in the neuropsychological assessment of patients with dementia [47,48]. This pattern of results is consistent with previous literature showing that computerized cognitive training may lead to improvements in cognitive performance in the executive function domain [49]. While exploratory in nature, these results support previous work showing that computerized cognitive training programs have the potential to improve performance in neuropsychological tests and help mitigate cognitive decline in older adults with AD [15]. The results of the outcome measures in this study highlight the usefulness of frequent neuropsychological monitoring when designing long-term intervention studies. Future research examining the feasibility of long-term individualized computerized programs in similar populations could incorporate frequent neuropsychological tests into their designs to better assess the impact of these interventions on cognition.

Long-term computerized cognitive trainings (e.g., 24 weeks) have shown to be effective in healthy older adults [16]. Our primary aim was to examine whether they are feasible in the population with AD using the Constant Therapy platform. Although several studies have investigated computerized cognitive training in patients with AD, most have consisted of intervention periods that do not exceed 8 weeks [44]. In addition, until now, Constant Therapy has most often been used for the rehabilitation of language or cognitive deficits caused by stroke or TBI [24,50] and has not yet been tested in patients in AD. This study indicates that the Constant Therapy home-based individualized program is feasible for 24 weeks and may be a beneficial tool for patients with AD. These findings build on recent evidence showing that patients with dementia demonstrate improvement in global cognitive function when provided with individualized cognitive training in both a traditional or remote clinical setting [51].

Furthermore, our data indicate that the Constant Therapy program can be feasible in both the MCI and mild dementia stages of AD, providing supporting evidence that the individualized progression in task difficulty and the length of the intervention were acceptable to patients given their adherence to the platform. A future larger RCT is needed to examine how computerized training may impact cognition and function in the daily lives of patients with AD. Finally, we note that the COVID-19 pandemic has posed new challenges to the feasibility of in-person cognitive training. Thus, now more than ever, the investigation of home-based, self-administered computerized platforms is essential to assist older adults with AD and related cognitive disorders [52].

Limitations
This study tests the feasibility and attempts to test the preliminary efficacy of individualized, long-term, home-based computerized cognitive therapy in patients with AD. A limitation of our study is that we could not examine the data collected from weeks 24 to 48 due to the low rate of participation beyond 24 weeks. Nevertheless, the training length we examined (24 weeks) is still a valuable strength of our study, as it is a longer training period than that commonly tested in patients with AD. Finding new ways to actively involve caregivers in the program as a source of support throughout the intervention may help increase overall adherence over long periods. In addition, the drop in adherence over time in the active control group was greater than that in the Constant Therapy group. We believe that the use of paper-and-pencil games might have influenced retention in the active control group. While previous studies...
have shown no significant difference between the use of paper and computerized active control tasks on training effect [53], most of the work showing positive benefits from cognitive training used a computerized active control condition [16]. Computerized tasks are more interactive and entertaining, which could result in increased levels of motivation for the active control group [12].

Some limitations due to practical implementation considerations, the study design, and the patient population must be acknowledged. First, study staff members administering the batteries were not blinded, and the total sample size was 19. While this choice enabled our staff to answer questions related to the app during weekly check-ins if needed, this study feature, in combination with the small number of participants that engaged with the app, limited the conclusions. As such, we consider the preliminary efficacy findings to be exploratory. Nevertheless, our findings, especially regarding feasibility, help inform the suitability of training for larger trials in the future. In addition, we administered only the limited testing battery (ie, RBANS) at each 6-week interval and not surveys measuring metamemory, quality of life, and caregiver burden, for example. While this choice allowed us to reduce participant burden (because participants only had to complete approximately 40 minutes of testing), it is unknown whether engagement with the app benefited some other dimension of the participants’ and caregivers’ life experiences other than patient cognition. Furthermore, acceptability measures, such as satisfaction levels regarding the study in general, its individual components, or open-ended questions to collect feedback, were not assessed. Future RCTs should assess acceptability measures to help improve users’ experiences and overall adherence to interventions. In addition, larger RCTs should monitor and report the time point of the study where each participant dropped out. This categorization is important to examine the efficacy of the training in relation to the frequency and length of the assessments over the study period.

Finally, we acknowledge that we did not formally measure why participants stopped engaging with the app. However, in our discussions with the study coordinator, some participants may have experienced some difficulty with the auditory tasks, especially when the level of difficulty increased. It is possible that hearing difficulty might have impacted adherence to the training program as a whole and interfered with the effectiveness of the intervention on cognitive function.

Finally, due to the homogeneity of our sample, we cannot make any conclusions about the feasibility of the Constant Therapy training in other demographic groups. Of note, a factor contributing to this limitation is that our study lacked representation of women, and racially and ethnically minoritized groups.

The implications of this limitation are well acknowledged in such cognitive rehabilitation studies. For example, motivation, initial cognitive ability, and income level have the potential to affect cognitive interventions [54]. Furthermore, the use of technology may be differentially accessed and used based on factors such as one’s level of education [55]. While published work has shown that Constant Therapy rehabilitation training is equally feasible for individuals with speech language disorders who live in different geographic areas (urban vs rural) [26], future RCT studies should further explore the role of different demographic factors, including ethnicity, socioeconomic status, education, and gender, on the feasibility of Constant Therapy in the AD population.

**Conclusions**

Home-based, self-administered, computerized cognitive trainings are a potential tool to help sustain cognitive function in patients with dementia [15,51]. Our study aimed to test the feasibility and preliminary efficacy of the Constant Therapy platform for patients with AD. Despite some of the challenging aspects of long-term intervention studies, our data show that Constant Therapy is a feasible platform for patients with AD for an intervention period of 24 weeks. Our findings support previous evidence that home-based self-administered Constant Therapy programs are a feasible alternative to in-person supervised cognitive training programs [25]. The patients with AD in our study engaged in Constant Therapy tasks and improved their performance over time. An exploratory analysis also showed promising changes in the RBANS coding subtest, which is a measure of executive function.

Future trials are necessary to investigate the efficacy of Constant Therapy training over a 24-week period on cognition and daily life function and to test adherence to longer intervention periods, such as 48 weeks. Thus, while long-term individualized Constant Therapy is feasible in patients with AD, more research is needed to explore its benefits and the factors that can influence its efficacy.
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Abstract

Background: Knee osteoarthritis (OA) is the most common form of OA and a leading cause of disability worldwide. Chronic pain and functional loss secondary to knee OA put patients at risk of developing depression, which can also impair their treatment response. However, no tools exist to assist clinicians in identifying patients at risk. Machine learning (ML) predictive models may offer a solution. We investigated whether ML models could predict the development of depression in patients with knee OA and examined which features are the most predictive.

Objective: The primary aim of this study was to develop and test an ML model to predict depression in patients with knee OA at 2 years and to validate the models using an external data set. The secondary aim was to identify the most important predictive features used by the ML algorithms.

Methods: Osteoarthritis Initiative Study (OAI) data were used for model development and external validation was performed using Multicenter Osteoarthritis Study (MOST) data. Forty-two features were selected, which denoted routinely collected demographic and clinical data such as patient demographics, past medical history, knee OA history, baseline examination findings, and patient-reported outcome measures. Six different ML classification models were trained (logistic regression, least absolute shrinkage and selection operator [LASSO], ridge regression, decision tree, random forest, and gradient boosting machine). The primary outcome was to predict depression at 2 years following study enrollment. The presence of depression was defined using the Center for Epidemiological Studies Depression Scale. Model performance was evaluated using the area under the receiver operating characteristic curve (AUC) and F1 score. The most important features were extracted from the best-performing model on external validation.

Results: A total of 5947 patients were included in this study, with 2969 in the training set, 742 in the test set, and 2236 in the external validation set. For the test set, the AUC ranged from 0.673 (95% CI 0.604-0.742) to 0.869 (95% CI 0.824-0.913), with an F1 score of 0.435 to 0.490. On external validation, the AUC varied from 0.720 (95% CI 0.685-0.755) to 0.876 (95% CI 0.853-0.899), with an F1 score of 0.456 to 0.563. LASSO modeling offered the highest predictive performance. Blood pressure, baseline depression score, knee pain and stiffness, and quality of life were the most predictive features.

Conclusions: To our knowledge, this is the first study to apply ML classification models to predict depression in patients with knee OA. Our study showed that ML models can deliver a clinically acceptable level of performance (AUC>0.7) in predicting the development of depression using routinely available demographic and clinical data. Further work is required to address the class imbalance in the training data and to evaluate the clinical utility of the models in facilitating early intervention and improved outcomes.

(JMIR Form Res 2022;6(9):e36130) doi:10.2196/36130
Introduction

Knee osteoarthritis (OA) is the most common form of OA and a leading cause of disability worldwide, with global prevalence estimated at 16% for individuals aged 15 years and over [1]. Knee OA is a chronic, progressive condition characterized by structural damage to the cartilage [2]. Knee OA results in chronic pain and impaired joint function, significantly limiting the activities of daily living [1,3]. Consequently, these patients experience a poorer health-related quality of life and are at higher risk of developing depression compared to the general population [4]. It has been estimated that up to 20% of patients with knee OA may be suffering from depression [3].

Several studies suggest that depression has an adverse impact on OA prognosis, quality of life, pain levels, as well as treatment effectiveness [5-7]. A longitudinal study conducted by Rathbun et al [8] found that depressive symptoms affected the physical functioning and pain severity of patients with knee OA. Another study showed that a persistently depressed mood significantly increases the severity of pain [9]. Additionally, a bidirectional relationship between pain and depression in patients with knee OA has been described, where concurrent depression increases pain perception and, reciprocally, higher pain levels may lead to a more depressed state [9-11]. It is therefore essential to recognize and address the vicious pain-depression cycle early.

Unsurprisingly, patients with knee OA and comorbid depression report lower coping ability, which translates into more frequent medical help-seeking and reduced satisfaction from treatment, including surgical interventions such as knee arthroplasty [3,10,12,13]. Ultimately, this accounts for a substantial rise in the health care cost burden [14,15]. Agarwal et al [16] estimated that the health care costs per year increase by US $4400 (US $13,684 vs US $9284) for every patient with concurrent OA and depression. The economic cost associated with knee OA is likely to rise in the upcoming years due to increasing life expectancy and thus the proportion of patients with knee OA [2]. With no curative treatment in sight, emphasis should be made on preventative and nonoperative strategies to manage the disease symptoms and reduce worsening factors such as depression [1,12].

Obtaining adequate mental health support should be of primary importance, as the presence of depressive symptoms is a significant predictor of worsening outcomes [17]. At the same time, appropriate therapy with antidepressants and counseling has been shown to significantly lower the perceived severity of pain [18]. However, less than half of all patients affected by knee OA and concurrent depression actively seek support or receive adequate treatment [19,20]. Unfortunately, poor mental health is frequently overlooked by clinicians, who focus primarily on the physical aspects of knee OA and fail to recognize depression or its role in contributing to persisting knee symptoms [12,21]. Being able to predict which patients are at risk of experiencing depression would facilitate a targeted, preventative strategy against worsening outcomes such as pain and declining physical function [17].

Identifying patients with depression early would be helpful; however, no such tools currently exist. Although one previous study has tried to predict depression in this patient population, the model was based on conventional statistical methods, had low accuracy (area under the receiver operating characteristic curve [AUC]=0.742, 95% CI 0.622-0.862), and lacked external validation [22]. This represents a significant gap in care. The solution may lie in machine learning (ML) models. The ability of ML algorithms to handle large data sets, and evaluate complex and nonlinear relationships between variables theoretically makes them better suited for predictive tasks than standard statistical methods [23,24]. To date, no previous study has attempted to build an ML prediction model to detect the development of depression in patients with knee OA.

The primary objective of this study was to apply ML models to predict depression in patients with knee OA, using routinely available clinical data. We hypothesized that ML models can deliver a clinically acceptable level of performance, defined as an AUC greater than 0.7. Our secondary objective was to identify the most important predictive features used by the ML algorithms to make this prediction.

Methods

Data Sources and Study Cohort

We used data from the Osteoarthritis Initiative (OAI) database for model development and data from the Multicenter Osteoarthritis Study (MOST) for external validation. Both are publicly available, prospective cohort studies investigating knee OA progression in the US population [25,26]. The OAI study included adults aged 45-79 years, enrolled between February 2004 and May 2006, and the MOST included adults aged 50-79 years, recruited in 2003.

We included patients who attended the baseline and 15-month/24-month follow-ups, with preexisting knee OA (defined as the presence of symptoms and radiographic evidence of OA) or at high risk of developing knee OA (symptoms of pain, stiffness, and swelling). Patients with a history of rheumatoid arthritis, missing data for the depression scale scores at either consultation, missing radiographic data, missing baseline examination findings, or missing patient-reported outcome measures were excluded.

Ethics Considerations

No ethical approval was required for this study owing to the open access nature of the OAI and MOST databases.

Prediction Outcome

Our primary outcome was the development of depression at 2 years following enrollment in the database. Depression was defined using the Center for Epidemiological Studies Depression Scale (CES-D), which is based on the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition formulation of...
depression, containing 20 questions evaluating the severity of psychosomatic symptoms [27]. The score ranges from 0 to 60, with higher values indicating greater symptom severity. A score of 16 points or more has previously been linked to clinical depression and as such was used in this study to dichotomize patients as either depressed or not depressed [27].

In the MOST, follow-up visits were scheduled at different time points compared with those used in the OAI study, and therefore CES-D scores captured during the 15-month visit were used for external validation.

**Variable Selection**

Variable selection was guided by the literature and clinical relevance as judged by the senior author who is a specialist in the field. To facilitate external validation, equivalent variables had to be available in both the OAI and MOST data sets. In total, there were 2532 baseline variables in the OAI database and 1842 baseline variables in the MOST database; 70 and 66 variables were selected from the respective databases for model development. Variables included information on patient demographics, past medical history, knee OA history, baseline examination findings, and baseline patient-reported outcome measures.

Patient demographics included age, sex, ethnicity, BMI, marital status, living arrangements, current employment, education, and smoking status. Past medical history encompassed the history of heart attack, heart failure, stroke, asthma, chronic obstructive pulmonary disease, peptic ulcer disease, diabetes, kidney disease, and osteoporosis medication. Variables relating to knee OA history consisted of past knee injury, past knee surgery, steroid knee injections, analgesic medication for knee pain, as well as other arthritis medication. Baseline examination findings covered systolic and diastolic blood pressure, medial and lateral tibiofemoral, Kellgren-Lawrence grade, the 20-meter-walk test, the five-times-sit-to-stand test, and baseline CES-D score. Patient-reported outcome measures were the Western Ontario and McMaster Universities Osteoarthritis Index (WOMAC), Physical Activity Scale for the Elderly (PASE), and 12-item Short-Form Health Survey (SF-12).

**Data Preprocessing**

**Bin the Features**

Smoking status was stratified according to smoking intensity into light (1-5 pack-year history of smoking), moderate (10-20 pack-years), or severe (>20 pack-years). BMI was grouped into underweight (BMI<18.5 kg/m²), normal weight (BMI 18.5-24.9 kg/m²), overweight (BMI 25-29.9 kg/m²), and obese (BMI>30 kg/m²), as defined by the World Health Organization [28]. Patients were categorized according to the American Heart Association Hypertension Guidelines to denote the stage of hypertension using variables for systolic and diastolic blood pressures [29]. Results of the five-times-sit-to-stand test were dichotomized, given that ≥10 seconds is the optimal cutoff for predicting the development of disability [30].

**Feature Engineering**

Feature engineering involves the combination of separate variables into a new, “engineered” feature, based on domain expertise and literature evidence. This action decreases the number of separate features and has been shown to improve model performance [31]. The “ethnicity” feature was created by merging variables describing race (white, Black, Hispanic, other). Variables assessing living arrangements were combined to denote whether the patient lived alone or with someone else. A feature for OA history was created by combining variables denoting the presence of other types of arthritis (no other arthritis, one or more joints affected by OA, gout, OA and gout). Variables denoting the use of analgesic medication for knee OA were assigned into a single feature, “analgesic medication” (no pain relief, topical salicylates, nonsteroidal anti-inflammatory drugs or cyclooxygenase-2 inhibitors, opioid medication, combination of analgesic medication, other). The “OA medication” feature was created by combining variables with information on OA treatment and supplements (no medication or vitamin D supplements, bisphosphonates, estrogen/raloxifene, calcitonin/teriparatide, combination of OA medications). The “arthritis medication” feature was created by merging five variables (oral corticosteroids, supplements). The final list of 42 features included in model training is summarized in Table 1.
Table 1. Summary of all features included in the model training.

<table>
<thead>
<tr>
<th>Feature category</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient demographics</td>
<td>Age, sex, BMI, ethnicity, employment status, education status, living alone, marital status, smoking status</td>
</tr>
<tr>
<td>Past medical history and medication</td>
<td>Heart attack, heart failure, stroke, asthma, chronic obstructive pulmonary disease, peptic ulcer disease, diabetes, kidney disease, osteoporosis medication</td>
</tr>
<tr>
<td>Knee osteoarthritis history</td>
<td>Knee arthroscopy, knee meniscectomy, ligament repair, other knee surgery, arthritis of other joints, knee injury, steroid knee injections, analgesic medication for knee osteoarthritis, arthritis medication</td>
</tr>
<tr>
<td>Baseline examination findings</td>
<td>Blood pressure, 20-meter-walk test, five-stands-to-sit test, KLG&lt;sup&gt;a,b&lt;/sup&gt;, CES-D&lt;sup&gt;c&lt;/sup&gt; baseline</td>
</tr>
<tr>
<td>Patient-reported outcome measures</td>
<td>WOMAC&lt;sup&gt;a,d&lt;/sup&gt; (Total, Pain score, Stiffness score); SF-12&lt;sup&gt;e&lt;/sup&gt; (Physical components, Mental health component); PASE&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Separate feature for the right and left knee.
<sup>b</sup>KLG: Kellgren-Lawrence Grade.
<sup>c</sup>CES-D: Center for Epidemiological Studies Depression Scale.
<sup>d</sup>WOMAC: Western Ontario and McMaster Universities Osteoarthritis Index.
<sup>e</sup>SF-12: 12-item Short Form Health Survey.
<sup>f</sup>PASE: Physical Activity Scale for the Elderly.

**Missing Values**

Missing values in the OAI data set were addressed by coding them as “unknown” to match the MOST data set. Following this imputation, only patients with all observations completed were included for analysis.

**Model Development**

**Overview**

Figure 1 summarizes the stages of data preprocessing and model development. The OAI data set was randomly divided into training (80% of observations) and test (20% of observations) sets using a computer algorithm, ensuring that each set included an equal proportion of patients with depression. Six common classification ML algorithms (logistic regression, least absolute shrinkage and selection operator [LASSO], ridge, decision tree, random forest, and gradient boosting machine [GBM]) were trained using the same set of 42 features. Classification models are a type of supervised ML where the algorithm calculates a probability of an observation belonging to the “positive” class based on the input data [32]. If the probability is above the threshold, the observation is labeled as “positive” (ie, depressed). The probability threshold is by default set to 0.5 but can be lowered when the cost of missing a “positive” case is high. Therefore, in this study, the threshold was set to 0.2 [33]. For each model, hyperparameter tuning was conducted until the performance on the training set was maximized. All models were developed using RStudio software (version 1.4.1106) [34].
Figure 1. Flowchart summarizing the project timeline and steps of model development. AUC: area under the receiver operating characteristic curve; GBM: gradient boosting machine; LASSO: least absolute shrinkage and selection operator; MOST: Multicenter Osteoarthritis Study; OAI: Osteoarthritis Initiative.

**Logistic Regression**

Logistic regression is a statistical model that uses a logit function to predict the probability of an observation belonging to the positive class [35]. Logistic regression is well-suited for classification problems such as problems involving describing the risk of developing a disease or the risk of mortality. This model was implemented using the RStudio “stats” package [36].

**LASSO and Ridge Regression**

LASSO and ridge regression models are based on the logistic regression model [24,32,37]. In LASSO, the algorithm adds a “penalty” to each feature so that features are eliminated if not considered important for the prediction by the algorithm [37]. LASSO shrinks regression coefficients toward 0, and ultimately only top informative features are included. This results in a simpler and more easily interpretable model [37]. In ridge, the algorithm reduces less important features to close to zero but does not eliminate them [32]. In this way, all features are kept in the model, which is beneficial when all features need to be included [32]. LASSO and ridge models were developed using the “glmnet” package with optimal hyperparameters for both algorithms set as follows: nfolds=3, s=lambda.min [38].

**Decision Tree and Random Forest**

Decision tree is a simple, tree-shaped algorithm, in which each branch of the tree determines a possible decision or course of action [39]. The model was developed with no additional hyperparameters using the “rpart” package [40]. Random forest is an algorithm similar to the decision tree; it operates by building multiple, independently trained decision trees using random subsets of the data [41]. Subsequently, their predictions are combined into a single prediction outcome. Random forest of 500 trees with nodesize=100 and mtry=4 was developed using the “randomForest” package [42].

**GBM Model**

In GBM, multiple tree-based classifiers are trained to augment each other and to reduce the prediction error [43]. GBM differs from the random forest algorithm in that a new decision tree is trained with the aim to correct errors made by existing trees, rather than training them independently. This model was developed using the “gbm” package and optimum hyperparameters were ntrees=2000, cv.folds=3, interaction.depth=4, and shrinkage=0.1 [44].

**Performance Evaluation**

The overall model performance was evaluated on the previously unseen OAI test set and externally validated using the MOST data set.

The primary model performance criterion was the AUC, and we considered an AUC greater than 0.7 to indicate clinically acceptable performance [45]. For each model, accuracy, precision, and recall are also reported. In addition, the F1 score, a weighed metric of precision and recall, was calculated according to the formula: $F1 = 2 \times \frac{[\text{precision} \times \text{recall}]}{[\text{precision} + \text{recall}]}$. F1 score ranges from 0 (poor performance) to 1 (perfect performance).

While ML may provide a valuable predictive tool, the clinical implementation often raises concerns due to the model’s complexity, referred to as the “black-box” problem [46].
way of improving model understanding is by extracting the most important predictive features. We therefore identified the most important predictive features from the best-performing model.

Results

Study Participants

The initial OAI data set included 4796 patients (Figure 2). Following exclusion of 1085 patients, the final sample size encompassed 3711 patients. After splitting the sample, the training set included 2969 patients and the test set had 742 observations. In the MOST data set, 790 patients were excluded from the initial sample of 3026 cases and the final sample included 2236 patients.

Table 2 summarizes the key patient characteristics. The average age was 61.0 years for the OAI sample and 62.1 years for the MOST sample. In both data sets, the majority of patients were female and of white ethnicity. Less than half of the patients had hypertension stage 1 or higher. There were some differences between the OAI and MOST samples. First, the proportion of depressed patients at 2 years was higher in the MOST sample. The MOST population also had higher average WOMAC scores for both the right and left knees, and a greater proportion of patients using analgesic medication for knee OA.

Figure 2. Summary of patient flow for both databases. CES-D: Center for Epidemiological Studies Depression Scale.
Table 2. Key patient demographic and clinical data.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>OAIa (n=3711)</th>
<th>MOSTb (n=2236)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>61.0 (9.1)</td>
<td>62.1 (8.1)</td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>28.4 (4.8)</td>
<td>30.4 (5.9)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>2149 (57.91)</td>
<td>1297 (58.01)</td>
</tr>
<tr>
<td>Ethnicity (white), n (%)</td>
<td>3082 (83.05)</td>
<td>1932 (86.40)</td>
</tr>
<tr>
<td>Blood pressure (hypertension stage ≥1), n (%)</td>
<td>1847 (49.77)</td>
<td>1008 (45.08)</td>
</tr>
<tr>
<td>Other arthritis, n (%)</td>
<td>1454 (39.18)</td>
<td>1071 (47.90)</td>
</tr>
<tr>
<td>Analgesic medication for knee OAc (any), n (%)</td>
<td>845 (22.77)</td>
<td>1804 (80.68)</td>
</tr>
<tr>
<td>KLGd, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right knee, grade 1 or higher</td>
<td>2294 (61.82)</td>
<td>1180 (52.77)</td>
</tr>
<tr>
<td>Left knee, grade 1 or higher</td>
<td>2206 (59.44)</td>
<td>1264 (56.53)</td>
</tr>
<tr>
<td>WOMAC-total, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right knee</td>
<td>10.7 (10.3)</td>
<td>18.6 (17.5)</td>
</tr>
<tr>
<td>Left knee</td>
<td>10.7 (10.4)</td>
<td>18.3 (17.5)</td>
</tr>
<tr>
<td>Baseline CES-Df, mean (SD)</td>
<td>6.3 (6.0)</td>
<td>6.7 (6.2)</td>
</tr>
<tr>
<td>Depression at 2-year visit, n (%)</td>
<td>342 (9.22)</td>
<td>265 (11.85)</td>
</tr>
</tbody>
</table>

aOAI: Osteoarthritis Initiative.
bMOST: Multicenter Osteoarthritis Study.
cOA: osteoarthritis.
dKLG: Kellgren-Lawrence Grade.
eWOMAC: Western Ontario and McMaster Universities Osteoarthritis Index.
fCES-D: Center for Epidemiological Studies Depression Scale.

Model Performance

In total, six classification models were trained using all 42 features. The results for each model are summarized in Table 3. Figure 3 and Figure 4 present the AUC plots for the internal test set and the external validation set, respectively. The AUC ranged from 0.673 to 0.869 for the internal test set and from 0.720 to 0.876 for the external validation set. Except for the decision tree algorithm, all models yielded an AUC>0.7, suggesting clinically acceptable discrimination between depressed and nondepressed patients [45]. LASSO was the model with the highest AUC on both the internal test set and external validation set.

The accuracy, precision, recall, and F1 scores for the test and validation sets are summarized in Table 4 and Table 5, respectively. The accuracy on the OAI test set varied from 0.895 (decision tree) to 0.923 (random forest). The performance on this metric was lower for the MOST data set, ranging from 0.865 (GBM) to 0.895 (ridge). Despite high accuracy, the proportion of correctly classified positive cases was relatively low. For the internal test set, the F1 scores varied from 0.435 (decision tree) to 0.490 (LASSO), and from 0.456 (ridge) to 0.536 (LASSO) on external validation. LASSO had a consistently high performance for the AUC and F1 score in comparison to the other models, ranking first on both the internal test and external validation sets.
Table 3. Model performance for the internal test set and external validation set.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Model</th>
<th>Test set (OAI)&lt;sup&gt;b&lt;/sup&gt;, AUC&lt;sup&gt;c&lt;/sup&gt; (95% CI)</th>
<th>External validation set (MOST)&lt;sup&gt;d&lt;/sup&gt;, AUC (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LASSO&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.869 (0.824-0.913)</td>
<td>0.876 (0.853-0.899)</td>
</tr>
<tr>
<td>2</td>
<td>GBM&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.858 (0.813-0.903)</td>
<td>0.872 (0.849-0.895)</td>
</tr>
<tr>
<td>3</td>
<td>Ridge</td>
<td>0.864 (0.818-0.910)</td>
<td>0.852 (0.827-0.878)</td>
</tr>
<tr>
<td>4</td>
<td>Random forest</td>
<td>0.808 (0.741-0.874)</td>
<td>0.822 (0.790-0.853)</td>
</tr>
<tr>
<td>5</td>
<td>Logistic regression</td>
<td>0.837 (0.786-0.888)</td>
<td>0.808 (0.775-0.840)</td>
</tr>
<tr>
<td>6</td>
<td>Decision tree</td>
<td>0.673 (0.604-0.742)</td>
<td>0.720 (0.685-0.755)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Models are ranked by their performance on the external validation data set.
<sup>b</sup>OAI: Osteoarthritis Initiative.
<sup>c</sup>AUC: area under the receiver operating characteristic curve.
<sup>d</sup>MOST: Multicenter Osteoarthritis Study.
<sup>e</sup>LASSO: least absolute shrinkage and selection operator.
<sup>f</sup>GBM: gradient boosting machine.

Figure 3. AUC plot of all models tested on the OAI test set (20% of the initial OAI data set). The test set was not used at any stage of model training. AUC: area under the receiver operating characteristic curve; GBM: gradient boosting machine; LASSO: least absolute shrinkage and selection operator; MOST: Multicenter Osteoarthritis Study; OAI: Osteoarthritis Initiative.

Figure 4. AUC plot of all models externally validated on the MOST data set. AUC: area under the receiver operating characteristic curve; GBM: gradient boosting machine; LASSO: least absolute shrinkage and selection operator; MOST: Multicenter Osteoarthritis Study; OAI: Osteoarthritis Initiative.
Table 4. Accuracy, precision, recall, and F1 scores for the test set, ranked by the F1 score.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LASSO(^a)</td>
<td>0.902</td>
<td>0.467</td>
<td>0.515</td>
<td>0.490</td>
</tr>
<tr>
<td>2</td>
<td>Random forest</td>
<td>0.923</td>
<td>0.628</td>
<td>0.397</td>
<td>0.486</td>
</tr>
<tr>
<td>3</td>
<td>Logistic regression</td>
<td>0.906</td>
<td>0.485</td>
<td>0.485</td>
<td>0.485</td>
</tr>
<tr>
<td>4</td>
<td>GBM(^b)</td>
<td>0.901</td>
<td>0.466</td>
<td>0.500</td>
<td>0.482</td>
</tr>
<tr>
<td>5</td>
<td>Decision tree</td>
<td>0.895</td>
<td>0.429</td>
<td>0.441</td>
<td>0.435</td>
</tr>
<tr>
<td>6</td>
<td>Ridge</td>
<td>0.908</td>
<td>0.500</td>
<td>0.426</td>
<td>0.460</td>
</tr>
</tbody>
</table>

\(^a\)LASSO: least absolute shrinkage and selection operator.
\(^b\)GBM: gradient boosting machine.

Table 5. Accuracy, precision, recall, and F1 scores for the validation set, ranked by the F1 score.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LASSO(^a)</td>
<td>0.889</td>
<td>0.528</td>
<td>0.604</td>
<td>0.563</td>
</tr>
<tr>
<td>2</td>
<td>Decision tree</td>
<td>0.890</td>
<td>0.538</td>
<td>0.536</td>
<td>0.537</td>
</tr>
<tr>
<td>3</td>
<td>GBM(^b)</td>
<td>0.865</td>
<td>0.453</td>
<td>0.657</td>
<td>0.536</td>
</tr>
<tr>
<td>4</td>
<td>Random forest</td>
<td>0.894</td>
<td>0.556</td>
<td>0.506</td>
<td>0.530</td>
</tr>
<tr>
<td>5</td>
<td>Logistic regression</td>
<td>0.886</td>
<td>0.344</td>
<td>0.698</td>
<td>0.461</td>
</tr>
<tr>
<td>6</td>
<td>Ridge</td>
<td>0.895</td>
<td>0.593</td>
<td>0.370</td>
<td>0.456</td>
</tr>
</tbody>
</table>

\(^a\)LASSO: least absolute shrinkage and selection operator.
\(^b\)GBM: gradient boosting machine.

Most Important Predictive Features

The most important predictive features identified by LASSO were blood pressure, CES-D score at baseline, total WOMAC score for both knees, and mental and physical components of the SF-12 survey. Blood pressure had the highest coefficient (0.173), followed by the baseline CES-D score (0.126), WOMAC total for the right knee (0.004), and WOMAC total for the left knee (0.003). The mental and physical components of SF-12 had negative coefficients (–0.032 and –0.009, respectively).

Discussion

Principal Findings

The results of this study demonstrate that it is possible, with high accuracy, to predict depression in patients with knee OA using a variety of routinely collected data such as patient demographics, medical history, examination findings, and patient-reported outcome measures. The developed ML models achieved clinically relevant discrimination between depressed and nondepressed patients, with LASSO identified as the best-performing model, yielding an AUC of 0.876 (95% CI 0.853-0.899) on external validation. The accuracies for external validation were high, ranging from 0.865 (GBM) to 0.895 (ridge), meaning that between 86.5% and 89.5% of all patients were correctly classified. However, the F1 scores ranged from 0.456 (ridge) to 0.563 (LASSO). Low F1 scores despite high accuracy implies that the models can identify patients without depression more accurately than those with depression. This is likely due to class imbalance in the data set, which is a common problem in medical research that results in predictive modeling bias toward the majority [47].

While ML may provide a valuable predictive tool, the clinical implementation often raises concerns due to model complexity, often referred to as the “black-box” problem [46]. One way of improving model understanding is to extract the most important features [48]. In this study, blood pressure, the baseline CES-D, the total WOMAC, as well as mental and physical components for SF-12 were identified as being the most informative measures for prediction. Although this does not imply a statistically significant correlation between the features and the prediction outcome, it is reassuring that the input features identified by LASSO have previously been highlighted as factors associated with an increased risk of developing depression in patients with OA [8,9,49]. Surprisingly, blood pressure was identified as being the most informative factor for prediction. The presence of multiple comorbidities can further increase the risk of depression development in patients with knee OA, regardless of their pathophysiology [49]. Notably, the radiographic severity of OA was not highlighted as a predictive feature for depression development. This is consistent with previous research showing that depression and pain are independent from the extent of radiographic degenerative changes [50]. This known discrepancy between knee OA symptoms and radiographic severity highlights the complex nature of the disease and the need for more objective assessment tools. The association between depression, chronic conditions, and pain is complex. The temporality of the relationship between depression and pain has been poorly researched, but it appears...
that both factors potentiate each other, with higher pain severity increasing the persistence of depressed mood and the presence of pain increasing the incidence of depression [5,7,28,51,52]. This highlights the essential role of appropriate, interdisciplinary mental health support for patients with knee OA.

ML predictive models have an important role in augmenting clinical judgment, and when compared with standard predictions, they produce more accurate and less variable risk estimates [53]. The best-performing model in our study, LASSO, could be potentially used to aid in identification of patients at risk of future depression. Since the CES-D score has been designed as a screening tool, the patients identified as “positive” by our model would have to undergo further, more specialist mental health assessment. Depending on that outcome, the patients could be offered either a self-help aid, or potentially, a specialist referral. This would be more economical and time-efficient than assessing every patient attending with knee pain. However, further research is required since the implementation of predictive models is often difficult due to lack of clear clinical guidance on how to act upon the predicted outcome [54].

The advantage of our models lies in their simplicity as they rely on easily accessible clinical information. In addition, LASSO identified only 6 features to be crucial for prediction, making the model more practical. Blood pressure is routinely measured by primary health care practitioners, and WOMAC, SF-12, and CES-D scores are commonly used patient-reported outcome measures [55-57]. The aforementioned questionnaires are brief and require minimal training. Currently, there is no proven strategy to prevent or cure knee OA, and the therapy is focused on alleviating pain and addressing functional limitations [9]. Since depression is a potentially modifiable risk factor for worsening pain and function in knee OA, our prediction model could offer a targeted, preventative strategy. Diagnosing depression in patients with concurrent chronic pain conditions is challenging and having such information would facilitate discussions around the patient’s mental health, even at times when the patient is not yet aware of their symptoms. While further research is required to evaluate the practical aspects of the clinical application, the findings of our study represent an important step toward developing a potential diagnostic aid, addressing a significant gap in knee OA care.

Comparison With Prior Work

To the best of our knowledge, this is the first study applying ML to predict depression in patients with knee OA. One previous study attempted to develop a prediction model based on logistic regression using conventional statistical methods [22]. Although the model achieved a clinically acceptable performance with an AUC of 0.742 (95% CI 0.622-0.862), it was built using a small sample of patients and was not tested on an independent sample or externally validated [22].

Diagnosis of depression is challenging in clinical practice, and ML models have been previously applied to predict illness in different patient populations [58-62]. Clinically relevant predictive performance of common ML classification algorithms was shown in two studies predicting postpartum depression [58,59]. Cvetkovic [60] used a deep-learning approach to predict depression in breast cancer patients, achieving high internal accuracy. However, the study methodology was poorly reported, with information lacking on data preprocessing and model testing [60]. In another study, depression and anxiety in college students were estimated using GBM, with satisfactory performance yielding an AUC of 0.730 [61]. When applied to community-residing older adults, a logistic regression model achieved variable accuracy, ranging from 58.33% for severe depression to 90.44% for mild depression [62]. The variation in model performance achieved by these studies could be attributed to the use of different algorithms, different evaluation tools for detection of depressive symptoms, as well as the use of different predictive features.

Strengths

Our study is strengthened by the use of a large patient cohort for model development, testing, and validation. The list of input features was carefully curated, with selection based on literature evidence, domain expertise, and data completeness. In addition, our predictive models were externally validated and performed well in an independent cohort, demonstrating their generalizability and potential for clinical application. Notably, LASSO identified only six features to be crucial for prediction, which showcases the simplicity of our method and the ease with which this tool could be used in a clinical setting.

Limitations

Several limitations should be addressed in future research. First, the study sample used for model development might not be representative of a general population of patients with knee OA. The prevalence of depressed patients in the training set was 9.2%, which is much lower than the 20% rate previously suggested by the literature [63]. The OAI study excluded patients with end-stage OA, morbid obesity, or those with terminal diseases, whereas these factors are associated with an even higher risk of depression [25,49]. Second, both the OAI and the MOST data sets were based in the United States with patients from a predominantly white ethnic background [25,26]. Further validation of our prediction model in a more ethnically and socioeconomically diverse population would help to detect any potential discrimination. Third, due to differences in the OAI and MOST protocols, follow-up times differed by 15 months between the training and external validation sets. Nevertheless, the models were able to predict on the external data set with similar performance. Lastly, the presence of depression at 2 years was defined using the CES-D scale; although this tool has been validated for use in patients with chronic illness and OA, it is not considered a gold standard for the diagnosis of depression [27]. However, the CES-D questionnaire has the advantage of being brief, easy to understand, and requiring minimal training for the assessor [27].

Conclusions

This is the first study to apply ML classification models to predict depression in patients with knee OA using routinely collected patient data. The LASSO model offered the highest quality of prediction, with an AUC of 0.876 (95% CI 0.853-0.899) on external validation. The advantages of our method include the use of a large patient cohort and routinely collected data, as well as external validation on an independent
data set. This tool offers a potential opportunity to assess a patient’s risk of future depression, facilitating early intervention. Further research is required to establish where such a tool would fit within the care pathway, and while the harmful effects of depression on knee OA are well documented, it will be necessary to confirm that early detection and management of depression in this population leads to the expected improvement in outcomes.
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Abstract

Background: Older Latino individuals are disproportionately affected by various chronic conditions including impairments in physical and cognitive functions, which are essential for healthy aging and independent living.

Objective: This study aimed to evaluate the feasibility and acceptability of FITxOlder, a 12-week mind-body exercise program, in community-dwelling low-income, predominantly older Latino individuals, and assess its preliminary effects on health parameters relevant to healthy aging and independent living.

Methods: This 12-week, single-arm, stage 1B feasibility study had a pre- and poststudy design. A total of 13 older adults (mean age 76.4, SD 7.9 years; 11/13, 85% Latino) of a congregate meal program in a senior center were enrolled. FITxOlder was a tailored Chinese mind-body exercise program using Five Animal Frolics led by a bilingual community health worker (CHW) participating twice a week at the senior center and facilitated by mobile health technology for practice at home, with incrementally increasing goals moving from once a week to at least 3 times a week. The feasibility and acceptability of the study were examined using both quantitative and qualitative data. Healthy aging–related outcomes (eg, physical and cognitive function) were assessed using paired 2-tailed t tests. Qualitative interview data were analyzed using thematic analysis.

Results: The attendance rate for the 24 exercise sessions was high (22.7/24, 95%), ranging from 93% (1.8/2) to 97% (1.9/2) over the 12 weeks. Participants were compliant with the incremental weekly exercise goals, with 69.2% (9/13) and 75.0% (9/12) meeting the home and program goals in the last 4 weeks, respectively. Approximately 83% (10/12) to 92% (11/12) of the
participants provided favorable feedback on survey questions regarding the study and program implementation, such as program content and support, delivery by the CHW, enjoyment and appeal of the Five Animal Frolics, study burden and incentives, and safety concerns. The qualitative interview data revealed that FITxOlder was well accepted; participants reported enjoyment and health benefits and the desire to continue to practice and share it with others. The 5-time sit-to-stand test (mean change at posttest assessment=-1.62; P<.001; Cohen d=0.97) and 12-Item Short Form Health Survey physical component scores (mean change at post intervention=5.71; P=.01; Cohen d=0.88) exhibited changes with large effect sizes from baseline to 12 weeks; the other parameters showed small or medium effect sizes.

**Conclusions:** The research findings indicated that the CHW-led and mobile health–facilitated Chinese qigong exercise program is feasible and acceptable among low-income Latino older adults. The trending health benefits of the 12-week FITxOlder program suggest it is promising to promote physical activity engagement in underserved older populations to improve health outcomes for healthy aging and independent living. Future research with larger samples and longer interventions is warranted to assess the health benefits and suitability of FITxOlder.

*(JMIR Form Res 2022;6(9):e40046)*  doi:10.2196/40046
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**Introduction**

**Background**

Healthy aging is “the process of developing and maintaining the functional ability that enables well-being in older age” [1]. Being able to live independently is one of the key characteristics of healthy aging [2]. However, aging is accompanied by a variety of chronic conditions, and healthy aging is challenged by physical and cognitive function decline and, consequently, a lack of independence and compromised quality of life [3]. Approximately 75% of the diversity in the capacity and circumstances of healthy aging in older age results from the cumulative impact of advantages and disadvantages (eg, income and education) across people’s lives, and race and ethnicity are among the many contributing factors [1].

As the largest and most rapidly growing racial and ethnic minority in the United States [3,4], individuals aged ≥65 years of Latino or Hispanic origin have increasingly experienced health disparities in the aging process despite the noted Latino health paradox [5,6]. Older Latino individuals are more likely to have deteriorating physical and cognitive functions for independent living because of disabilities, poor mental health, and burdens of chronic disease from a lifetime exposure to poor circumstances of healthy aging in older age results from the cumulative impact of advantages and disadvantages (eg, income and education) across people’s lives, and race and ethnicity are among the many contributing factors [1].

As the largest and most rapidly growing racial and ethnic minority in the United States [3,4], individuals aged ≥65 years of Latino or Hispanic origin have increasingly experienced health disparities in the aging process despite the noted Latino health paradox [5,6]. Older Latino individuals are more likely to have deteriorating physical and cognitive functions for independent living because of disabilities, poor mental health, and burdens of chronic disease from a lifetime exposure to poor conditions of daily life, poverty, discrimination, and substandard health care compared with their White counterparts [4,5,7,8]. This health disparity has contributed to longer durations of disabilities, a lower quality of life, and higher costs of health care in older Latino individuals while placing an increased burden on family members who provide their care during late life [4,5,7,8]. Despite urgent calls to develop culturally tailored and sustainable aging programs, research remains scarce on translating evidence-based practices to promote healthy aging in older Latino individuals who live in underserved communities [9-11].

As a distinctive form of complementary and alternative medicine [12], mind-body exercise refers to meditative movements that combine body movement, controlled breathing, and mental focus (or spirituality) to improve the attributes of physical fitness (strength, endurance, balance, and flexibility) and health-related outcomes [13,14]. Qigong, tai chi, and yoga are a few common forms of mind-body exercises that are rooted in Asian culture that have been accepted and practiced in Western countries in recent decades [15-17]. A well-established body of research using randomized controlled trials has demonstrated the clinically significant benefits of qigong, tai chi, and yoga on a variety of health outcomes, including but not limited to physical and cognitive function, quality of life, mental disorders, and chronic pain in diverse clinical and nonclinical populations in Western and non-Western countries [18-22]. Unlike traditional Western exercise, qigong exercise is characterized as low- to moderate-intensity, community-oriented with no or low cost, low-demand regarding space and equipment, and safe for all age groups and health conditions in Asian countries [22,23]. Recently, physicians in the United States and other Western countries have increased the use of the mind-body exercise for managing chronic health conditions and mental disorders following a holistic or integrative health framework. However, the uptake of mind-body exercises in Western countries is mostly limited to adults of younger age and higher socioeconomic status owing to limited availability and lack of awareness of health benefits compared with other forms of alternative health practices in the United States [16,17,24,25].

Although qigong and tai chi are often used interchangeably, qigong was generally used for the purpose of illness prevention and treatment by focusing on combining the physical and spiritual nature of the routines without the push for physical exhaustion, whereas tai chi had an origin in martial arts [26]. *Five Animal Frolics or Five Animal Play (Wu Qin Xi in Chinese)* is a traditional Chinese qigong that mimics the movements and spirit of a tiger, deer, bear, monkey, and crane to cultivate the energy emitted from the 5 animals and create harmony within all parts of the body and with the universe [26,27]. The playful and easy-to-learn movements of Five Animal Frolics can be practiced at different levels of physical exertion and range of movements to control the difficulty and stress loads of the exercise and, therefore, appeal to diverse groups, especially older adults [28].
Although evidence shows that qigong exercises can improve physical and cognitive function and quality of life and reduce fall risk, depression, and anxiety in older adults [21,22,29-32], methodological issues limit the scientific rigor and generalizability of the findings in older underserved racial and ethnic minority adults in the United States [22]. For example, most studies were conducted in China or with participants of higher socioeconomic status in Western countries. Another concern is the failure to address the spiritual, social, and cultural aspects of qigong exercise that can influence the uptake and maintenance of the mind-body exercises in older adults [28,33,34]. Although the concept of qi or energy is central in the teaching and practice of qigong, its meaning remains controversial among Western practitioners and researchers, and its acceptance has not been evaluated in studies conducted in Western populations [35]. Finally, few studies have examined the barriers that limit the access to and availability and sustainability of mind-body exercise, such as transportation, family-friendliness, language, technology, and program cost in older underserved minority adults in the United States [33].

**Objectives**

This paper reports the findings of a stage 1B feasibility pilot study [37] of a refined 12-week community-based and tailored Chinese qigong program using the Five Animal Frolics, “Function Improvement Exercises for Older Sedentary Community-Dwelling Latino Residents (FITxOlder),” to promote healthy aging in community-dwelling Latino older adults [38]. The primary purposes of the study were to (1) evaluate the feasibility of the intervention protocol in terms of program participation, fidelity of implementation, feasibility of the data collection protocol, progression of the stepped exercise program, and study-related adverse events and (2) examine the participants’ satisfaction with and feedback on the delivery of the 12-week program, cultural and age appropriateness of the intervention content and delivery, recruitment and retention practices, data collection protocol, and use of technologies for facilitating and supporting program delivery. The study also explored the changes in healthy aging–related outcomes in response to the exercise intervention.

**Methods**

**Study Design and Sample**

We conducted a single-arm stage 1B feasibility study with a pre- and posttest design to evaluate the feasibility and acceptability of FITxOlder, a 12-week healthy aging program, in older adults who were enrollees of a congregate meal program in a senior center in San Antonio, Texas. Most participants in the selected center were older Latino individuals. All the program participants were eligible to take part in the study if they were able to exercise in a standing position (with or without an assistive device), owned a cell phone, and agreed not to participate in other exercise programs. Those who planned to leave San Antonio during the 3-month study period were excluded. The senior center staff distributed the recruitment flyers to potential program participants. Those who were interested and met the study eligibility criteria attended an orientation session to learn the details of the study.

**Ethical Considerations**

All participants completed a consent form to take part in the study. Recruitment information and consent forms were available in English and Spanish. The participants received up to US $90 (US $20 at baseline, US $30 at midtest assessment, and US $40 at posttest assessment) in grocery gift cards to compensate for their time for participation in data collection. The study protocol was approved by the University of Texas at San Antonio Institutional Review Board (protocol FY20-21-259).

**Intervention Program Description**

FITxOlder was a community-based healthy aging program that was delivered by a trained community health worker (CHW) in a senior center with support and coordination from the senior center director. The FITxOlder intervention in this study was based on the protocol for a previous 3-arm feasibility study that explored the acceptance of qigong exercises and developed and piloted a healthy aging program using Five Animal Frolics among low-income Latino older adults. The original feasibility study included 2 phases: (1) planning and developing the intervention protocol based on input from the target population and (2) pilot-testing the feasibility and acceptability of the developed intervention protocol. The movement routines of Five Animal Frolics used in our study consisted of an opening routine, tiger routine 1 (raising tiger paws), tiger routine 2 (seizing the prey), deer routine 1 (colliding with the antlers), deer routine 2 (running like a deer), monkey routine 1 (lifting the monkey’s paws), monkey routine 2 (picking fruits), bear routine 1 (rotating the waist like a bear), bear routine 2 (swaying like a bear), crane routine 1 (stretching upward), crane routine 2 (flying like a crane), and closing routine. The routines are usually performed following a 13-minute narrated audio or video with background music embedded with animal sounds [27]. In the original pilot, one group learned the official version of Five Animal Frolics, the second group learned a modified version of Five Animal Frolics, and the third group received active control. The 4 components of the original FITxOlder were a CHW-led group session (didactic education, instruction based on the learning needs of older learners, and supervised practice), goal-based home practice (weekly exercise goals), a 3-stepped intervention with different instruction foci, and technology-facilitated support (tablet for showing the exercise video, SMS text message reminders, and follow-up phone calls), as described in Table 1. The weekly exercise goals increased from a minimum of 3 times a week to a minimum of 5 times a week by reaching an equivalent of ≥150 minutes of light to moderate physical activity (PA) per week. We also produced a 32-minute video (5-minute warm-up and replay of 13-minute movement routines of the official and modified Five Animal Frolics with a 1-minute break) to support and facilitate learning and practice at home. Unfortunately, the COVID-19 pandemic disrupted the implementation of the study protocol and prevented a full evaluation of the feasibility and acceptability of the pilot intervention. The rationale, development, and results
of the original FITxOlder pilot program have been published elsewhere [38].

The protocol for the 12-week FITxOlder intervention in this study was refined using the findings from the original pilot intervention and poststudy participant focus group discussion to increase the program’s feasibility and acceptability. First, we aligned the conceptual framework of the intervention with the information-motivation-behavioral skills model that informed factors influencing the uptake and maintenance of a health practice (ie, participants’ learning and practice of Five Animal Frolics) [39]. FITxOlder provided the participants with knowledge of the background, healthy aging benefits, inner workings, and safety of qigong and Five Animal Frolics to increase their understanding and acceptance of the program. Motivation was facilitated by using a group format for social support, modeling by peers, and SMS text messaging and monitoring by a CHW and center staff. FITxOlder also focused on developing behavioral skills (goal setting and self-efficacy for practicing Five Animal Play) to engage the informed and motivated participants in the program and achieve the weekly exercise goals.

Second, the participants learned the modified Five Animal Frolics movements following the stepped instruction progression used in the original pilot (Table 1). In week 10, we introduced an advanced version of the modified Five Animal Frolics that increased the level of difficulty of the movements and physical exertion by increasing the range of movements and demand for balance (eg, on 1 foot). A community videographer made a new video of the modified Five Animal Frolics and a video of the advanced version of the routines for the study participants.

Table 1. Components of the FITxOlder program.

<table>
<thead>
<tr>
<th>Weeks</th>
<th>Intervention activities</th>
</tr>
</thead>
</table>
| 1 to 4 (step 1) | • Biweekly group sessions: attending two 60-minute group sessions led by a CHWb each week  
• Weekly home exercise goals: practice of Five Animal Frolics at least once at home following a video on a tablet  
• Weekly program exercise goals: practice of Five Animal Frolics at least three times (twice at the center and at least once at home)  
• Didactic education: introduction of Five Animal Frolics and qigong to the participants  
• Instruction focus: teaching abdominal breathing; teaching choreography of the modified movement routines  
• Participant support: weekly SMS text message reminder to perform the exercise at home and follow-up contact call by the CHW or senior center after missing a group session |
| 5 to 8 (step 2) | • Biweekly group sessions: attending two 60-minute group sessions led by a CHWb each week  
• Weekly home exercise goals: practice of Five Animal Frolics at least twice at home following a video on a tablet  
• Weekly program exercise goals: practice of Five Animal Frolics at least four times (twice at the center and at least twice at home)  
• Didactic education: visualizing the animals while performing the routine, mimicking the animals’ movements and spirituality, and discussing the correspondence between the movement routines and the health-related elements  
• Instruction focus: teaching blending movements and breathing  
• Participant support: weekly SMS text message reminder to perform the exercise at home and follow-up contact call by the CHW or senior center after missing a group session |
| 9 to 12 (step 3) | • Biweekly group sessions: attending two 60-minute group sessions led by a CHWb each week  
• Weekly home exercise goals: practice of Five Animal Frolics at least three times at home following a video on a tablet  
• Weekly program exercise goals: practice of Five Animal Frolics at least five times (twice at the center and at least three times at home)  
• Didactic education: teaching the consciousness of the present moment and energy, discussing the connections between the movements and the animals’ spirituality, and stressing the importance of combining the movements and breathing  
• Instruction focus: teaching the blending of movements, breathing, and the animals’ spirit into “one” and teaching the advanced version of Five Animal Frolics  
• Participant support: weekly SMS text message reminder to perform the exercise at home and follow-up contact call by the CHW or senior center after missing a group session |

aThe intervention protocol developed for the original pilot study.  
bCHW: community health worker.

Third, in response to the feedback regarding the participants’ interest in learning the background of qigong, we decided to introduce basic information on qigong and Five Animal Frolics: the meaning of qi, history of Five Animal Frolics, symbolism (spiritual or cultural meanings) of the 5 animals, health-related elements associated with movement routines, and consciousness of the present moment. Exposing the participants to the basic background of qigong also allowed us to explore the appropriateness and acceptance of the cultural and spiritual aspects as part of qigong or Asian mind-body teaching.

Finally, we refined the group sessions to offer a supportive learning environment to promote engagement and a sense of mastery in the study participants who were older adult learners following the principles of geragogy [40-42]. The instruction strategies used by the CHW included (1) teaching the movement routine with a whole-part-whole learning model; (2) offering opportunities for active hands-on learning with repeated exposure to the content; (3) developing rapport with the participants, communicating with respect, and recognizing individual differences; (4) offering the background and reasons for learning a task at the early stage of learning; (5) promoting and supporting self-directed and self-paced learning with respect to the participants’ life experience; and (6) providing regular feedback and focusing on small progress with positive reinforcement and support. The 60-minute session was divided into check-in and support, warm-up, supervised practice,
instruction, and administrative time that allowed adequate time for participant engagement and support, as well as a minimum of 30 minutes dedicated to PA (Multimedia Appendix 1).

### Study Measures and Data Collection Procedures

There were 3 types of measures, which offered data to evaluate the feasibility and acceptability of the study, intervention protocols, and changes in healthy aging–related outcomes in response to the exercise intervention. Table 2 describes the measures and criteria used to evaluate the study feasibility. In addition, the CHW completed a group exercise session evaluation form to document reasons for missing the session, check the completion of planned class activities and participation, and report problems with lesson delivery at the end of each group session.

#### Table 2. Measures of feasibility.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Measurement procedure</th>
<th>Success criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant retention: completion rate of midtest and posttest assessment</td>
<td>Percentage of participants who completed the midtest and posttest assessment</td>
<td>≥80%</td>
</tr>
<tr>
<td>Participation: days attending the biweekly group sessions</td>
<td>Percentage of participants who attended the biweekly group sessions at the senior center (2 days per week) based on the attendance records kept by the CHW</td>
<td>≥70%</td>
</tr>
<tr>
<td>Participation: days of practicing Five Animal Frolics using the 32-minute video at home following the weekly home exercise goals</td>
<td>Percentage of participants who achieved the weekly home exercise goals (21 day per week in weeks 1-4, ≥2 days per week in weeks 5-8, and ≥3 days per week in weeks 9-12) based on the reports from the weekly exercise logs kept by the participants</td>
<td>≥50%</td>
</tr>
<tr>
<td>Participation: total number of days practicing the Five Animal Frolics exercise at the center and at home following the weekly program exercise goals</td>
<td>Percentage of participants who achieved the weekly exercise goals (≥3 days per week in weeks 1-4, ≥4 days per week in weeks 5-8, and ≥5 days per week in weeks 9-12) based on the attendance records and the weekly exercise logs</td>
<td>≥50%</td>
</tr>
<tr>
<td>Feasibility of the data collection protocol</td>
<td>Percentage of participants who completed all aging-related outcome measures at the baseline, 6-week, and 12-week assessments</td>
<td>80%</td>
</tr>
<tr>
<td>Study-related adverse events</td>
<td>Number of unanticipated adverse events that were related to the study in weeks 1 to 12 based on reports from the CHW and participants</td>
<td>None</td>
</tr>
</tbody>
</table>

*aCHW: community health worker.*

After completing the exercise in weeks 1 to 12, participants completed the Exercise-Induced Feeling Inventory to report feelings regarding revitalization, tranquility, positive engagement, and physical exhaustion as reactivity to the exercise on a 5-point scale from 0 to 4, where 0 stood for “do not feel at all” and 4 stood for “feel very strongly.” To document whether the meditative state of mind-body connection improved over time, participants completed a modified version of the Meditative Movement Inventory (MMI) [43] to report their perceived state in 2 dimensions (breath focus and meditative connection) on a 5-point scale (5 for all the time, 4 for very frequently, 3 for occasionally rarely, 2 for rarely, and 1 for never) at weeks 2, 5, 7, 9, and 12. Higher scores indicated a higher level of meditative state. Finally, we created an observation form to evaluate the level of proficiency of the participants performing each routine of Five Animal Frolics in 3 dimensions (smooth and fluid movement, consistency of movement, and accurate imitation of movement) on a 5-point scale where 1 stood for not at all, 2 stood for poor, 3 stood for fair, 4 stood for good, and 5 stood for excellent. The evaluation was conducted by 2 observers monitoring 1 participant per routine who was selected randomly. The observations were repeated during the first and second rounds of the Five Animal Frolics exercise in 1 group session in weeks 5, 7, 9, and 12. The average of the scores from the 2 rounds was used. Higher scores indicated a higher level of proficiency.

To assess the acceptability of the intervention, the participants completed a poststudy survey to evaluate their satisfaction with the program content and delivery and provide feedback on the study protocol related to study burdens and incentives and exercise safety. Facilitation using digital technologies (using videos for modeling, tablets for showing the videos, and SMS text messages) was also evaluated. We expected that at least two-thirds of the participants would have a favorable response to the questions in the evaluation survey. We also conducted a focus group discussion with 7 study participants led by an English-Spanish bilingual facilitator to gather feedback on the delivery and content of the FITxOlder program 3 weeks after the completion of the study. The 7 participants were selected conveniently as whoever was available on a selected date when most participants could attend. The focus group discussion was guided by a predesigned interview guide, including topics such as what challenges did you encounter when you practiced the exercise? Probing questions were asked wherever appropriate. The discussion lasted approximately 60 minutes. The session was audio recorded and transcribed for analysis.

As part of the feasibility study, we collected data to explore the changes in healthy aging–related physical, cognitive, physiological, psychosocial, and behavioral outcomes in response to the exercise intervention (Table 3) at midtest assessment in week 6 and posttest assessment in week 13. The participants received written instructions 3 days in advance to prepare for the measurements. Trained bilingual research assistants and research faculty investigators conducted the physical (40 minutes), cognitive (30 minutes), and psychosocial (30 minutes) measurement of the participants in one 2-hour session at the senior center during the morning hours. All psychosocial measures were available in English and Spanish.

https://formative.jmir.org/2022/9/e40046
At the end of the measurement session, the participants received a gift card for taking part in the data collection. The participants also received a report of their weight, blood pressure, and physical function tests over the 3 measurement time points at the end of the study.

Table 3. Description of outcome measures.

<table>
<thead>
<tr>
<th>Outcome (healthy aging–related outcomes) and measure</th>
<th>Measurement procedure</th>
</tr>
</thead>
</table>
| Anthropometric measures and blood pressure           | • Height (cm) and weight (kg) were measured 2 times without shoes. The average was used.  
• Systolic and diastolic blood pressure were measured 2 times after a 5-minute rest. The average was used. |
| Physical function                                    | • Physical function was assessed with a battery of physical function tests consisting of the 5XSTS\(^a\), 50-foot FWT\(^b\), hand grip test, 6MWT\(^c\), and FLRT\(^d\) [44]. |
| Cognitive function                                   | • The Clock Drawing Test is a measure of visual–spatial abilities and cognitive function and has been used as a screen for cognitive impairment and dementia [45]. Participants are asked to draw the face of a clock with the hands set to “ten minutes past 11 o’clock.” Higher scores indicate high cognitive function.  
• Performance on the Trail Making Test Part A and B is linked to visual search speed, speed of cognitive processing, mental flexibility, and executive functioning [46]. Participants are asked to draw a line to connect circles numbered 1 to 25 in ascending order in Part A and to connect the circles in an ascending order while alternating between numbers and letters (ie, 1-A-2-B-3-C) in Part B as quickly as possible. Longer time (seconds) to complete the task indicates lower level of cognitive function. |
| Psychosocial responses                               | • Participants completed the SF-12\(^e\) [47] to generate a physical component score and mental component score of quality of life.  
• Participants completed the BPI\(^f\) to report the level of perceived pain in 2 domains: pain severity (4 items) and pain interference with life (7 items) [48].  
• The participants completed the Sleep Disturbance Short Form 8a (8 items) [49] to report the quality of their sleep. |
| Behavioral response                                  | • Participants completed the basic ADL\(^g\) subscale (5 items) and intermediate ADL subscale (4 items) of the Functional Status Questionnaire [50].  
• The participants wore a GENActiv triaxial accelerometer (Activinsights) on the nondominant wrist for 7 days. Time (hours per day) spent in sleep, sedentary activities, and light physical activity was estimated using the R package GGIR (version 1.10-7; R Foundation for Statistical Computing) [51] in the R environment (version 3.6.1). |
| Biomarker responses (data not reported)             | • A saliva sample was collected after a 12-hour fast. The participants also provided samples of saliva collected at home using a saliva collection kit. |

\(^a\)5XSTS: 5-time sit-to-stand test.  
\(^b\)FWT: fast walk test.  
\(^c\)6MWT: 6-minute walk test.  
\(^d\)FLRT: forward lean reach test.  
\(^e\)SF-12: 12-Item Short Form Health Survey.  
\(^f\)BPI: Brief Pain Inventory.  
\(^g\)ADL: activities of daily living.

**Data Analyses**

The characteristics of the study participants were analyzed using descriptive analyses and are presented as means and SDs for continuous variables and percentages for categorical variables. We adopted descriptive statistics to assess the measures of feasibility and acceptability. Participants’ responses in the focus group discussion were processed using qualitative content analysis [52] to identify themes related to experiences of participating in the FITxOlder program. We also conducted a paired t test (2-tailed) to assess the responsiveness (ie, changes) in the healthy aging–related outcome variables from baseline to midtest and posttest assessments. The Cohen effect size coefficient (Cohen \(d\)) was used to evaluate the changes in each outcome (Cohen \(d=0.2\) for small effect sizes, Cohen \(d=0.5\) for medium effect sizes, and Cohen \(d=0.8\) for large effect sizes) [53]. All analyses were conducted using R software (R Foundation for Statistical Computing) and SAS (version 9.4; SAS Institute).

The focus group discussion data were analyzed by researchers with extensive experience in qualitative analysis using a thematic analysis strategy. The principal investigator checked and verified the codes, and the study team discussed to categorize them into themes.
Results

Overview

A total of 13 participants (mean age 76.4, SD 7.9 years) aged between 62 and 86 years took part in the study (Table 4). The participants were primarily women (12/13, 92%), Latino (11/13, 85%), and English speakers (11/13, 85%). Almost all participants had a high school education or lower (12/13, 92%). All participants (13/13, 100%) met the low-income criteria for eligibility to the state and federal commodity supplemental programs. A total of 8% (1/13) of the participants used an assistance device for balance support, and another participant (1/13, 8%) received a diagnosis of Parkinson disease at the end of the study.

Table 4. Study participant characteristics (N=13).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>76.4 (7.9)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>12 (92)</td>
</tr>
<tr>
<td>Male</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Race and ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Latino</td>
<td>11 (85)</td>
</tr>
<tr>
<td>Black</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Preferred language, n (%)</td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>11 (85)</td>
</tr>
<tr>
<td>Spanish</td>
<td>2 (15)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>3 (23)</td>
</tr>
<tr>
<td>Not married</td>
<td>10 (77)</td>
</tr>
<tr>
<td>Living arrangement, n (%)</td>
<td></td>
</tr>
<tr>
<td>Lived with someone</td>
<td>3 (23)</td>
</tr>
<tr>
<td>Lived alone</td>
<td>10 (77)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Completed elementary school</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Completed middle school</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Attended high school</td>
<td>3 (23)</td>
</tr>
<tr>
<td>Completed high school or GED(^a)</td>
<td>7 (54)</td>
</tr>
<tr>
<td>Attended college or university</td>
<td>1 (8)</td>
</tr>
</tbody>
</table>

\(^a\)GED: General Educational Development.

Feasibility Results

Retention of the participants was very high at the midtest and posttest assessments (Table 5). The completion rate of the data collection protocol for all the healthy aging–related outcomes was 100% (13/13) at baseline and >90% (12/13, 92%) at the midtest and posttest assessments. The attendance to the 24 biweekly group sessions remained high (22.7/24, 94%), ranging from 93% (1.8/2) to 97% (1.9/2) of sessions over the three 4-week periods. Participants were compliant with the incremental weekly home and program exercise goals, with 69.2% (9/13) and 75.0% (9/12) meeting the home and program goals in the last 4 weeks of the program, respectively. The fidelity of the lesson plan implementation was high, with 92% (33/36) of the sessions delivered as planned. The reasons for not completing the lesson plans were interruption because of technical problems with the television monitor and data collection activities. The level of feasibility of the assessed measures met the criteria of feasibility for the pilot study. There was no report of adverse events related to participation in the study. In all, 8% (1/13) of the participants withdrew from the study after the midtest assessment because of an unrelated, pre-existing health condition.
### Table 5. Results of study feasibility (N=13).

<table>
<thead>
<tr>
<th>Measurement procedure and time point</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Participants who took part in the assessments</strong></td>
<td></td>
</tr>
<tr>
<td>Midtest assessment</td>
<td>13 (100)</td>
</tr>
<tr>
<td>Posttest assessment</td>
<td>12 (92)</td>
</tr>
<tr>
<td><strong>Participants who completed all aging-related outcome measures</strong></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>13 (100)</td>
</tr>
<tr>
<td>Midtest assessment</td>
<td>12 (92)</td>
</tr>
<tr>
<td>Posttest assessment</td>
<td>11 (92)</td>
</tr>
<tr>
<td><strong>Participants who attended the biweekly group sessions at the senior center</strong></td>
<td></td>
</tr>
<tr>
<td>Weeks 1-4</td>
<td>1.8 (93)</td>
</tr>
<tr>
<td>Weeks 5-8</td>
<td>1.8 (93)</td>
</tr>
<tr>
<td>Weeks 9-12</td>
<td>1.9 (97)</td>
</tr>
<tr>
<td>Weeks 1-12</td>
<td>22.7 (94)</td>
</tr>
<tr>
<td><strong>Participants who achieved the weekly home practice goals (≥1 day per week in weeks 1-4, ≥2 days per week in weeks 5-8, and ≥3 days per week in weeks 9-12)</strong></td>
<td></td>
</tr>
<tr>
<td>Weeks 1-4</td>
<td>9 (75)</td>
</tr>
<tr>
<td>Weeks 5-8</td>
<td>7 (58)</td>
</tr>
<tr>
<td>Weeks 9-12</td>
<td>9 (69)</td>
</tr>
<tr>
<td><strong>Participants who achieved the weekly program exercise goals (center plus home: ≥3 days per week in weeks 1-4, ≥4 days per week in weeks 5-8, and ≥5 days per week in weeks 9-12)</strong></td>
<td></td>
</tr>
<tr>
<td>Weeks 1-4</td>
<td>10 (83)</td>
</tr>
<tr>
<td>Weeks 5-8</td>
<td>8 (67)</td>
</tr>
<tr>
<td>Weeks 9-12</td>
<td>9 (75)</td>
</tr>
<tr>
<td><strong>Lessons in which the lesson activities were delivered as planned</strong></td>
<td></td>
</tr>
<tr>
<td>Weeks 1-4</td>
<td>7 (88)</td>
</tr>
<tr>
<td>Weeks 5-8</td>
<td>7 (88)</td>
</tr>
<tr>
<td>Weeks 9-12</td>
<td>7 (88)</td>
</tr>
<tr>
<td>Weeks 1-12</td>
<td>33 (92)</td>
</tr>
</tbody>
</table>

*aN=12.

*bN=8.

*cN=36.

Figure 1A shows the modestly increasing trends in tranquility, revitalization, positive engagement, and physical exhaustion at the end of the exercise portion of each session over the 12-week period. The level of participants’ meditative state (i.e., breath focus and meditative connections) measured by MMI increased gradually from week 2 to week 9 followed by a decrease in week 12 for both breath focus and meditative connection (Figure 1B). Figure 1C displays the modest upward trends of smooth and fluid movement, movement consistency, and accurate imitations of the Five Animal Frolics routines based on observations of performance by the participants in weeks 5, 7, 9, and 12.
Figure 1. (A) Subscale scores (1-5) of the Exercise-Induced Feeling Inventory (EFI): positive engagement, revitalization, tranquility, and physical exhaustion from week 1 to week 12. (B) Levels of meditative state (1-5) over 5 time points for breath focus and meditative connection. (C) Five Animal Play performance evaluation scores (1-5) over 4 time points for smooth and fluid movement, movement consistency, and accurate imitations.

Acceptability Results
The level of satisfaction with the FITxOlder program was high, with a majority of participants providing favorable feedback on survey questions addressing the area of program content and support, delivery by CHW, enjoyment and appeal of Five Animal Frolics, opinions on incorporating the background information of qigong and Five Animal Frolics, study burden and incentives, and safety concerns, with a few exceptions (Multimedia Appendix 2). An overwhelming majority indicated high levels of acceptance of program content (10/11, 91%) and study incentives (11/11, 100%) and enjoyment of Five Animal Frolics (9/10, 90%-10/11, 91%) while expressing little concern for related safety (0%) and learning the cultural background of qigong and Five Animal Frolics (1/11, 9%). The participants
were also very positive about the use of videos, tablets, and SMS text messages for facilitating program delivery and support. The participants also identified areas that could be improved (eg, the delivery of instruction and content by the CHW and long data collection sessions).

Identified themes and examples of corresponding quotes from the participants’ responses in the focus group discussion are presented in Multimedia Appendix 3. The most frequently mentioned theme was the benefits associated with the program (18 references), and the least frequently mentioned theme was participation challenges due to family events and doctor’s appointments (3 references). Overall, the FITxOlder program was well received and appreciated. The participants reported health, opportunity for PA, and socialization as motives and time conflicts and family commitments as barriers to program participation. The health benefits associated with the FITxOlder program included improvements in physical and mental health, pain, and sleep quality. The participants also expressed challenges when practicing Five Animal Frolics because of physical limitations or the complexity of the movements and routines but were able to modify (ie, body gestures) to accommodate them. Participants reported experiencing the spirit of the animals and acceptance of being taught qigong information in the instruction. Participants reported a preference for a model proximal to their age (rather than the younger model) in the Five Animal Frolics video, confusion regarding following the frontal or rear view of the model, and concerns about the timing of the cues in the narration. Finally, the participants reported having shared the exercise in their social circles and expressed a strong desire to continue the exercise in the future.

Changes in Healthy Aging–Related Outcomes

The responsiveness of the healthy aging–related physiological, cognitive, psychosocial, and behavioral outcomes of the FITxOlder intervention is displayed in Table 6. There were 65% (15/23) of outcome measures that had noticeable differences from baseline to posttest assessment, including (1) changes with small effect sizes in systolic blood pressure, 5-foot fast walk, lean forward reach test, 6-minute walk test, Clock Drawing Test scores, Trail Making Test Part A scores, sleep disturbance, pain severity score, 12-Item Short Form Health Survey (SF-12) mental component scores, sedentary time, and light PA; (2) changes with medium effect sizes in pain interference scores and sleep time; and (3) changes with large effect sizes in the 5-time sit-to-stand test (mean change at posttest assessment=−1.62; \( P<.001 \); Cohen \( d=0.97 \)) and SF-12 physical component scores (mean change at posttest assessment=5.71; \( P=.01 \); Cohen \( d=0.88 \)). The changes from baseline to midtest assessment were smaller, as expected, but showed a favorable trend in 43% (10/23) of the outcome measures.
Table 6. Health outcomes at baseline, 6 weeks, and 12 weeks.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Baseline, mean (SD)</th>
<th>Midtest assessment, mean (SD)</th>
<th>Posttest assessment, mean (SD)</th>
<th>Baseline to midtest assessment</th>
<th>Baseline to posttest assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Change</td>
<td>Change</td>
</tr>
<tr>
<td>Anthropometric measures and blood pressure</td>
<td></td>
<td></td>
<td></td>
<td>Cohen d</td>
<td>Cohen d</td>
</tr>
<tr>
<td>Mean SBPa (mm Hg)</td>
<td>149.96 (20.80)</td>
<td>139.5 (10.73)</td>
<td>142.75 (15.27)</td>
<td>−10.46</td>
<td>0.62</td>
</tr>
<tr>
<td>Mean DBPb (mm Hg)</td>
<td>75.27 (11.88)</td>
<td>73.23 (8.92)</td>
<td>76.83 (14.24)</td>
<td>−2.04</td>
<td>0.58</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>30.13 (3.32)</td>
<td>30.80 (3.68)</td>
<td>29.99 (4.35)</td>
<td>0.66c</td>
<td>0.19</td>
</tr>
<tr>
<td>Body fat percentage, %</td>
<td>41.22 (4.81)</td>
<td>41.57 (4.7)</td>
<td>41.46 (5.6)</td>
<td>0.35</td>
<td>0.07</td>
</tr>
<tr>
<td>Physical function</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5XSTSd (seconds)</td>
<td>12.68 (2.45)</td>
<td>11.93 (3.59)</td>
<td>10.74 (2.21)</td>
<td>−0.75</td>
<td>0.24</td>
</tr>
<tr>
<td>Grip strength (dominant hand; kg)</td>
<td>19.10 (6.82)</td>
<td>18.45 (5.8)</td>
<td>19.61 (5.96)</td>
<td>−0.65</td>
<td>0.23</td>
</tr>
<tr>
<td>FWTc (seconds)</td>
<td>16.00 (5.03)</td>
<td>18.82 (9.82)</td>
<td>15.06 (4.73)</td>
<td>2.82</td>
<td>0.36</td>
</tr>
<tr>
<td>Reach (cm)</td>
<td>25.35 (6.55)</td>
<td>22.75 (9.24)</td>
<td>27.42 (4.57)</td>
<td>2.6</td>
<td>0.33</td>
</tr>
<tr>
<td>6MWTf (m)</td>
<td>383.28 (116.67)</td>
<td>392.56 (130.32)</td>
<td>412.02 (118.72)</td>
<td>9.28</td>
<td>0.08</td>
</tr>
<tr>
<td>Cognitive function</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clock Drawing Test score</td>
<td>7.46 (1.98)</td>
<td>8.62 (1.26)</td>
<td>8.08 (1.68)</td>
<td>1.15e</td>
<td>0.69</td>
</tr>
<tr>
<td>TMTb Part A (seconds)</td>
<td>73.14 (68.09)</td>
<td>62.89 (61.12)</td>
<td>58.23 (54.19)</td>
<td>−10.26</td>
<td>0.16</td>
</tr>
<tr>
<td>TMT Part B (seconds)</td>
<td>161.72 (107.66)</td>
<td>166.89 (161.33)</td>
<td>149.87 (166.44)</td>
<td>5.17</td>
<td>0.04</td>
</tr>
<tr>
<td>Psychosocial and behavioral measures</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep disturbance score</td>
<td>23.38 (2.53)</td>
<td>23.23 (2.59)</td>
<td>22.67 (2.74)</td>
<td>−0.15</td>
<td>0.06</td>
</tr>
<tr>
<td>Pain severity score</td>
<td>2.83 (1.92)</td>
<td>2.52 (2.85)</td>
<td>2.35 (1.87)</td>
<td>−0.31</td>
<td>0.13</td>
</tr>
<tr>
<td>Pain interference score</td>
<td>2.89 (2.64)</td>
<td>2.23 (2.37)</td>
<td>1.47 (1.72)</td>
<td>−0.66</td>
<td>0.26</td>
</tr>
<tr>
<td>Basic ADLg score</td>
<td>10.69 (3.28)</td>
<td>11.31 (1.03)</td>
<td>10.67 (3.42)</td>
<td>0.62</td>
<td>0.25</td>
</tr>
<tr>
<td>Intermediate ADL score</td>
<td>18.62 (5.42)</td>
<td>18.92 (3.97)</td>
<td>18.92 (3.70)</td>
<td>0.31</td>
<td>0.07</td>
</tr>
<tr>
<td>FSQh total score</td>
<td>29.31 (8.02)</td>
<td>30.23 (4.21)</td>
<td>29.58 (6.4)</td>
<td>0.92</td>
<td>0.14</td>
</tr>
<tr>
<td>SF-12-PCSi score</td>
<td>39.15 (9)</td>
<td>42.78 (9.75)</td>
<td>46.43 (8.6)</td>
<td>3.64</td>
<td>0.39</td>
</tr>
<tr>
<td>SF-12-MCSj score</td>
<td>53.80 (9.87)</td>
<td>53.87 (12.03)</td>
<td>50.57 (11.06)</td>
<td>0.07</td>
<td>0.01</td>
</tr>
<tr>
<td>Sleep (hours per day)</td>
<td>6.29 (1.36)</td>
<td>6.30 (1.49)</td>
<td>6.83 (2.49)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Sedentary time (hours per day)</td>
<td>13.92 (2.28)</td>
<td>13.85 (2.23)</td>
<td>12.92 (3.35)</td>
<td>−0.07</td>
<td>0.03</td>
</tr>
<tr>
<td>LPAk (hours per day)</td>
<td>2.78 (1.39)</td>
<td>2.89 (1.04)</td>
<td>3.26 (1.12)</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

aSBP: systolic blood pressure.
bDBP: diastolic blood pressure.
c<.01.
d5XSTS: 5-time sit-to-stand test.
eFWT: 50-foot fast walk test.
f6MWT: 6-minute walk test.
gP=.01.
hTMT: Trail Making Test.
iADL: activities of daily living.
FSQ: Functional Status Questionnaire.
kSF-12-PCS: 12-Item Short Form Health Survey physical component score.
lSF-12-MCS: 12-Item Short Form Health Survey mental component score.
mLPA: light physical activity.
Discussion

Principal Findings

The results of the study support the feasibility and acceptability of the refined FITxOlder, a community-based mind-body exercise program based on the Five Animal Frolics delivered by a CHW with technology-facilitated support and tailored for low-income community-dwelling Latino older adults. Strong feasibility was demonstrated by participant retention and program attendance; compliance with exercise goals was indicative of the increased appeal of complementary and alternative medicine and mind-body exercise [64] for healthy aging in older adults who are seeking a socially, culturally, and geragogically tailored program [33,55,56]. The trending health benefits in physical function, cognition, and psychosocial well-being as well as objective measures of PA and sleep are essential for healthy aging and independent living [2,3].

Feasibility and Acceptability

The high level of engagement and retention in this study can be partially attributed to the engagement of older adults in developing the PA program [57]. FITxOlder was based on lessons learned from a previous pilot study that used an iterative process to gather input from a work group of Latino older adults in developing and tailoring the delivery of the FITxOlder program as well as the Five Animal Frolics routines [38]. For example, participants were appreciative of the group format that offered opportunities for socialization and peer support in FITxOlder [58,59] and the program delivery by a bilingual CHW who provided linguistically and socially sensitive support to engage the participants [60]. The findings also reflect older adults’ interest in improving quality of life and independent living beyond health indexes [61]. In addition, FITxOlder was designed as a safe and low to moderate intensity mind-body exercise, which was favored by older adults with considerable health conditions that hindered them from engaging in intensive exercise programs [62]. However, feedback from the participants revealed needs for improvement in the quality and design of the exercise video and instruction delivery. Finally, the use of the exercise video modeled by the CHW and of SMS text message reminders facilitated the participation in home practice and the achievement of weekly exercise goals. The overall adherence to the prescribed exercise frequency in the study was similar to the adherence rate in published exercise studies on older adults [63].

The upward trend in tranquility, revitalization, and positive engagement scores of the Exercise-Induced Feeling Inventory subscales reflected positive psychological and emotional reactions in the participants that have been associated with increased PA level as well as exercise adherence in previously published studies on adults [64,65] and older adults [66,67]. Participants in a 10-week yoga intervention group also demonstrated increased tranquility, revitalization, and positive engagement [68]. Furthermore, it is worth pointing out that the scores on the physical exhaustion subscale at each group session consistently exceeded the level reported by older adults who completed a 30-minute moderate-intensity aerobic exercise routine (≥64% of maximum heart rate) [66].

The gradual increases in the scores of breath focus and meditative connection on the MMI and in the observed movement smoothness and fluidity and accuracy of movement imitation were consistent with the progressive goals in the 3 steps of the instructions (ie, the participants’ meditative state and movement proficiency improved with in-class instruction and practice during the first 9 weeks [43]). The decline in the scores in week 12 was the result of introducing the advanced version of the Five Animal Frolics that started in week 10. Although it is normal to experience reduced mastery when a more challenging routine is introduced, the decline in the scores indicated that the participants were inadequately prepared to learn the advanced version, and thus their experience of mastery was adversely affected. However, the overall changes in scores suggest that the participants were responsive to the stepped instruction and support the validity of the MMI and performance observation.

The refined FITxOlder was highly acceptable to the study participants, as demonstrated by the high retention, high program attendance, and compliance with weekly exercise goals by FITxOlder participants. Our results were consistent with the findings of a 2021 systematic review that reported high attendance, with 73% to 95% participation in supervised group sessions and adherence to home self-practice (63%-80%) in women taking part in qigong interventions [69]. However, past healthy aging studies using traditional Western exercise or tai chi have reported low retention and low program participation because of dissatisfaction with the program delivery format or the program not meeting the participants’ needs (disease focus vs holistic health) [70,71]. For example, HAPPY, a community-based healthy aging program of biweekly group sessions delivered by a peer coach using traditional Western exercise, significantly improved physical and cognitive functions but only retained 66.6% of older adult participants at the 3-month follow-up [72]. Furthermore, results from our quantitative and qualitative analysis indicated that the Five Animal Frolics being easy to learn, suitable for home practice, and safe. The acceptance of using a tablet for FITxOlder practice suggests that Latino older adults can benefit from using digital technologies provided by the study for health promotion practices [73,74]. A previous study reported that older participants were able to practice qigong at home using a study-provided video [75]. FITxOlder participants also expressed the importance of SMS text message reminders for keeping them on track to meet weekly exercise goals. Of note, the percentage of participants who achieved the weekly home practice goals was not optimal and was lower than the rate of attendance to group sessions. This suggests that the at-home practice recommendation did help increase exercise engagement to some extent; it also suggests the importance of a supportive learning environment to promote exercise engagement. The completion rate (11/12, 91.7%-13/13, 100%) of data collection was higher than those reported in past qigong studies (67%) [69], and most participants (9/10, 90%) did not consider the data collection burdensome. Finally, this study offered important insight on the acceptance of introducing background information on qigong and Five Animal Frolics in a predominantly Latino sample. In the future, it is important to further explore the best approach for the integration of the multidimensions of qigong.
into the holistic health framework for effective dissemination to non-Asian population groups [76,77].

**Healthy Aging–Related Outcomes**

Despite the light to moderate intensity of the Five Animal Frolics, the responsiveness in the healthy aging–related outcomes was promising and showed an effect size consistent with published randomized controlled trials in older adults with longer intervention durations using traditional Western exercises [78], tai chi [79,80], or Five Animal Frolics [81,82]. Of particular interest were the changes in the 5-time sit-to-stand and SF-12 physical component scores, which were reflective of improvements in physical functions for independent living among older adults [83,84]. To be noted, there was also an improvement in cognitive function, another key factor for healthy aging and independent living [85,86]. By contrast, the decline in SF-12 mental component scores from midtest to posttest assessment was countervuitive to the reported socialization benefit from participating in the FITxOlder program. We speculate that worsening health conditions (ie, diagnosis of mental disorder and surgery) unrelated to the study and family hardships in some of the participants in the last 4 weeks of the intervention might have contributed to the decline in mental health. Finally, the slightly increased BMI from baseline to midtest assessment was unexpected. On the basis of the report of a review, overall studies directly examining the effects of mind-body exercise on body weight are limited [87]. A recent study randomized 543 participants into a tai chi group, a conventional exercise group, and a control group and reported reduced body weight and waist circumference in both intervention groups but not in the control group at weeks 12 and 38 [88]. The midtest assessment in our study at 6 weeks after the intervention may not have been long enough to show exercise effects. Particularly, our study did not consider other factors such as diet intake, which are also important for body weight and BMI.

There was indirect evidence that the FITxOlder program helped participants meet PA recommendations [89] as participants practiced ≥30 minutes per day of Five Animal Frolics on most days of the week during the last month of the intervention. The increase in PA was corroborated by objectively measured changes in time spent in light PA (+28.2 minutes per day) as well as sedentary time (−59.4 minutes per day). Of note, the increase in light PA is particularly important as Five Animal Frolics consists of slow and smooth movements that will be recorded as light rather than moderate PA by accelerometry. The increase in sleep duration (+38.3 minutes per day) was another benefit for maintaining physical and cognitive functioning in older adults [90].

**Limitations**

There are several limitations to this study. The changes observed in the study should be interpreted with caution because of the short intervention duration and use of a single-arm design. Previous studies have reported significant improvements in the outcomes of older adults using interventions lasting ≥6 months [91]. The single-arm design also did not allow for the testing of a placebo effect associated with within-study socialization and attention received by the study staff [92]. The efficacy of qigong for healthy aging should be tested using a rigorous study design, a larger sample size, and long-term follow-up. In addition, the improvement in physical and cognitive function outcomes may be due to a learning effect caused by repeated testing. Not all the participants in this study were Latino. However, all participants (13/13, 100%) were older adults from the same low-income community, and most of them (11/13, 85%) were Latino. Therefore, our findings could still be applicable to our target population of low-income community-dwelling older Latino individuals. Finally, most of the study participants (12/13, 92%) were women. The generalizability of the findings to men is limited. Strategies for recruiting male participants to such studies need to be explored.

**Conclusions**

Healthy aging research in underserved minority populations remains limited [93]. The FITxOlder program demonstrated high feasibility and acceptability for both in-person delivery and practice at home among low-income Latino older adults. The trending health benefits of this short-term intervention suggest that the FITxOlder program might be a promising approach to promote PA engagement in underserved older populations for various health improvements (eg, physical and cognitive function and psychosocial well-being), which are essential for the promotion of healthy aging and independent living. Future research with larger samples and longer interventions is warranted to assess the health benefits of the FITxOlder program and its suitability.
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Abstract

Background: The low level of adherence in internet-based self-help interventions for depression suggests that in many existing programs, the motivational fit between the program and the user is unsatisfactory (eg, the user seeks autonomy, but the program provides directive guidance). Personalized, motive-oriented, self-help interventions could enable participants who interact with a program and its contents to have more engaging and less aversive experiences and thus increase adherence.

Objective: In an experimental study with a nonclinical analogue sample, we aimed to test the hypotheses that a better motivational person-program fit is linked with higher anticipated adherence, working alliance, and satisfaction with the program.

Methods: Motivational person-program fit was examined with respect to the 2 contrasting motives being autonomous and being supported. The hypotheses were tested by specifically varying the motivational person-program fit in a nonclinical sample (N=55), where participants were asked to work on, and subsequently evaluate, a limited set of individual pages of a self-help program with guidance (in the form of text messages) for depression. The sections of the self-help program were redesigned to either particularly address the autonomy motive or the support motive. For the quasi-experimental variation of the motivational person-program characteristics, we divided the 55 participants into 2 groups (autonomy group: n=27, 49%; support group: n=28, 51%) by screening method (using the Inventory of Approach and Avoidance Motivation), corresponding to the 2 motives. Both groups evaluated (in randomized order) 2 excerpts of the program—one that matched their motive (fit) and one that was contrary to it (no fit). Immediately after the evaluation of each excerpt, anticipated adherence, working alliance, and treatment satisfaction were assessed.

Results: Regarding being supported, the satisfaction with or violation of this motive had an impact on (optimal) anticipated adherence as well as working alliance and satisfaction with the intervention; a congruent person-program fit resulted in significantly higher anticipated adherence (t₂₇=3.00; P=.006), working alliance (t₂₇=3.20; P=.003), and satisfaction (t₂₇=2.86; P=.008) than a noncongruent fit. However, a similar impact could not be found for the motive being autonomous. Several correlations were found that supported our hypotheses (eg, for the congruent person-program fit autonomy motive and autonomy group, support satisfaction negatively correlated with optimal anticipated adherence).

Conclusions: This first experimental study gives reason to assume that motive orientation may have a positive influence on adherence, working alliance, and satisfaction in internet-based self-help interventions for depression and other mental disorders. Future studies should conduct randomized controlled trials with clinical samples and assess clinical outcomes.

(JMIR Form Res 2022;6(9):e37287) doi:10.2196/37287
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Introduction

Background

To address the gap in the treatment of mental disorders [1], in the last decade, numerous internet-based interventions have been developed and investigated with regard to feasibility, acceptance, effectiveness, and side effects [2-4]. Internet-based interventions have some well-known advantages (eg, higher flexibility, resource saving, applicability, lower costs, and high levels of anonymity) over conventional treatment options such as psychotherapy and are therefore assumed to be able to address specific treatment barriers and narrow treatment gaps [5-7]. Internet-based interventions can be categorized as either self-guided (no additional individual therapeutic support), guided (with individual therapeutic support in the form of messages or contact through telephone), or blended (combination of internet-based programs and conventional psychotherapy) [8-10]. Most of these programs have been developed for anxiety disorders and depression [11], although programs for other mental disorders such as schizophrenia or pathological gambling are also addressed [12,13]. For programs with therapeutic guidance, meta-analyses have found effect sizes comparable to those for conventional face-to-face psychotherapy [2,7]. For self-guided programs, the effects reported are smaller; however, there are several advantages that speak for their use (eg, they provide increased access to treatment for those who do not meet the full criteria of a disorder, are cost-effective and resource saving, and there are no waiting times [14,15]).

Adherence in Internet-Based Interventions

Although internet-based interventions have proven effective in reducing psychological symptoms, treatment adherence in such interventions is usually low, and treatment dropout rates are high [15,16]. Rates of dropout from internet-based interventions for depression can be as high as 75%, with a mean of 32% (SD 17%) [17]. Several predictors of treatment adherence in self-guided internet-based interventions for depression have been identified: male gender, low educational background, and comorbid anxiety disorders are associated with low adherence [18]. A more recent study found that a higher educational level, extraversion (personality trait), and participants’ use of cognitive behavioral therapy skills predicted lower dropout risk, whereas technical difficulties and openness to experience predicted higher dropout risk [17]. Studies consistently found that only a minority of participants use self-guided interventions on a regular basis [13,16,19-21]. Findings further indicate that use is associated with effectiveness: those who regularly (ie, several times a week) work with the interventions do benefit best in terms of symptom reduction [22,23]. It is therefore crucial to investigate ways on how to enhance users’ motivation to use such interventions frequently. Although Titov et al [23] found that sending reminders through automated emails facilitated treatment outcomes, a previous study on a smartphone app self-help intervention for depression aimed to increase use by sending daily smartphone reminders through push notifications but still found frequent use only for a few participants [22]. Consequently, it is necessary to look for new approaches that can sustainably increase adherence, possibly by personalizing interventions. Attempts to date to increase adherence are invariably based on nontheoretical trials, and there is a lack of studies that test theoretically based approaches embedded in basic research.

Personalization to Increase Adherence

There is widespread agreement that all forms of psychological interventions should be tailored to individual patient characteristics and needs [24]. We hypothesize that by adapting the content of internet-based interventions to specific patient characteristics as well as user needs and motives, adherence to these interventions can be increased. According to a recent meta-analysis, adapting psychotherapy to specific patient preferences is associated with fewer treatment dropouts and more positive treatment outcomes than providing a nonpreferred type or mode of treatment [25]. Another meta-analysis investigated the extent to which treatment outcomes are improved when therapists offer less directive treatments to patients with high reactance [26,27]. The results showed a large effect size (Cohen d=0.79) and confirmed that individuals with high reactance had better outcomes when therapists adopted a reflective and nondirective attitude rather than a directive and authoritarian one. To a slightly lesser extent, a directive and authoritarian attitude for individuals with low reactance did yield better outcomes too.

When personalizing internet-based interventions, it is crucial to look beyond symptom severity [28]. Furthermore, personalization should not only mean that users receive personalized feedback on their exercises, but rather that the contents and elements of self-help programs are adapted, possibly based on a preliminary assessment. Berger et al [29] evaluated an internet-based, tailored, guided self-help treatment for social anxiety disorder, panic disorder with or without agoraphobia, and generalized anxiety disorder by comparing the tailored treatment with both a standardized disorder-specific internet-based treatment and a wait-list control group. The study found large effect sizes for both active groups as well as the control group (Cohen d=0.80 and Cohen d=0.82, respectively), but no difference was found in effectiveness in all outcomes between the 2 active groups. Furthermore, a Swedish research group developed internet-based interventions for anxiety disorders and depression that tailor the content to the individual symptoms of the user and evaluated the approach in several trials [30-32]. The group found that the tailored approach was superior to the approaches used for the active control groups (web-based discussion group [30] and standardized, nontailored internet-based treatment [32]). A more recent study compared a tailored internet-based intervention for depression and anxiety in older adults with weekly general support and found a higher reduction of anxiety (Cohen d=0.50) in the tailored approach [33]. Moritz et al [34] evaluated a web-based self-help program for obsessive-compulsive disorder and examined whether a version tailored to individual problems would produce greater effects than the full program, but they did not find better outcomes for the tailored approach. In most of these programs, tailoring consisted of selecting and sequencing existing modules specifically for the user based on information obtained from a web-based assessment. Another option could be to adapt internet-based interventions to individual motives of users [35].
Motive-Oriented Internet-Based Interventions

According to the consistency theory, human functioning can be understood as need driven, and approach and avoidance motives are assumed to promote satisfaction of the basic needs for control and orientation, pleasure, attachment, and self-enhancement, as well as to prevent frustration or violation of these needs [36-38]. In this context, incongruence can be understood as insufficient motive satisfaction in interaction with the environment [39]. In psychotherapy, therapists derive the most important motives of their patients from their behavior (bottom-up) with the help of plan analysis and proactively take them into account when building and maintaining the therapy relationship [40].

From a motivational perspective, internet-based interventions can be understood as environments that individuals access to satisfy their individual needs or to prevent the needs from being violated [35,36]. The low level of adherence in self-guided internet-based interventions for depression suggests that in many existing programs the motivational fit between the program and the user is unsatisfactory (eg, the user seeks autonomy, although the program provides much support and guidance in a directive style). Personalized, motive-oriented, self-guided interventions could enable individuals who interact with the program and its contents to have more engaging and less aversive experiences and thus increase treatment adherence [41,42].

Objectives of This Study

Within a nonclinical experimental study, excerpts of a web-based intervention for depression were adapted to the following 2 potentially opposing motives: being autonomous and being supported. Using these 2 motives, we tested the hypotheses that a better motivational person-program fit is associated with (1) higher anticipated adherence, (2) working alliance, and (3) satisfaction with the program.

Methods

Study Design

This study was based on an experimental design. The independent variables were (1) group (groups screened with the Inventory of Approach and Avoidance Motivation based on terciles: autonomy group [AutGrp]=autonomy high, >2/3, and support low, <1/3, vs support group [SuppGrp]=support high, >2/3, and autonomy low, <1/3) and (2) motive orientation through 2 versions of excerpts of a self-help internet-based intervention (autonomy condition [AutCond] and support condition [SuppCond]) tailored to the 2 groups. A motivational fit existed in the conditions AutCond-AutGrp and SuppCond-SuppGrp, whereas a discrepancy existed in the conditions SuppCond-AutGrp and AutCond-SuppGrp. The dependent variables were motivational incongruence during program use, expected adherence, working alliance, and treatment satisfaction.

Procedures

The study was performed at the University Medical Center Hamburg-Eppendorf (Germany), and the assessment was conducted on the web using the survey software Unipark (Questback). Refer to Figure 1 for a detailed procedure of the assessment.

On the first page of the excerpt of the self-help intervention, prospective participants received basic information about the study (participants were informed that they would see different versions of excerpts of an internet-based intervention that they would have to evaluate; no information on the motive adaptation was provided before the study participation) and were instructed that they would be briefly screened to determine whether they were suitable to participate in the study. In addition, to prevent fake participation by computer programs, a simple arithmetic problem had to be solved to get to the second page. Prospective participants were then screened using the Questionnaire for the Analysis of Motivation Schemas (Fragebogen zur Analyse Motivationaler Schemata [FAMOS]) [43] to form the 2 groups (high values for autonomy and low values for support vs high values for support and low values for autonomy). Candidates who did not achieve such suitable scores (refer to the Study Design section) on this questionnaire were excluded from further participation. The study participation then lasted approximately 1 hour, and all study participants were rewarded with a €10 (US $10.30) Amazon voucher for their participation (given only to those who passed the screening and completed the entire survey). At the end of the study, participants were informed in detail about the background and the course of the study by means of a printable information page. Subsequently, an electronic declaration of informed consent for study participation and data collection was requested.

This was followed by the administering of the questionnaires (refer to the Measures section) as well as the processing of both versions of the 3-page excerpts of the self-help program (refer to the Excerpts of the Self-help Internet-Based Intervention for Depression section) and their evaluation. After each page, the participants were asked for their motivational incongruence, mood, and arousal as well as 2 questions on how they would rate the quality and comprehensibility of the page. The order of the excerpt versions was randomized (AutCond-SuppCond or SuppCond-AutCond). After the evaluation of each excerpt, the dependent variables (expected adherence, working alliance, and treatment satisfaction) were assessed. At the end of the survey, 4 knowledge questions about the content of the self-help excerpts were asked, and the participants received a short debriefing on the rationale of the study. Subsequently, participants could enter their email address for receiving the voucher. As the email address was processed and stored independently of all other information, the study data were completely anonymous at all times. Accordingly, participants were informed that they could not subsequently request the deletion of their data. Participants were notified that they were not participating in an intervention study.
Sample Size
The power analysis for calculating the sample size for an ANOVA was conducted using G*Power (Heinrich Heine University Düsseldorf) [44], and it revealed a sample size of n=54 to detect a medium effect of Cohen $f=0.25$, with Cronbach $\alpha=.05$ and a power of 0.95.

Recruitment
The sample was recruited through different student, psychology, and study announcement internet forums, and Facebook groups. The recruitment took place from May 16, 2019, to October 19, 2019.

Eligibility Criteria
Those interested could participate if German was their native language, and they were aged $\geq 18$ years. A current self-reported mental illness (eg, depression) was a criterion for exclusion. Filters were used to automatically prevent unsuitable prospective participants from participating (eg, age <18 years or self-reported mental illness).

Ethics Approval
The local psychological ethics committee of the Center for Psychosocial Medicine of the University Medical Center Hamburg-Eppendorf approved the project (LPEK-0033; April 28, 2019). All participants provided informed consent on the web before participating in the study. The study was conducted in accordance with the Declaration of Helsinki, and the authors assert that all procedures contributing to this work comply with the ethics standards of relevant national and institutional guidelines.

Excerpts of the Self-help Internet-Based Intervention for Depression
The excerpts that have been adapted to address the 2 motives (autonomy and support) were derived from an existing self-guided internet-based intervention with guidance in the form of text messages for depression called MOOD [20]. For both motives, 3 pages of the intervention were adapted to satisfy the need for autonomy (AutCond) and the need for support (SuppCond). The pages included an introduction to the program, psychoeducation on cognitive strategies and automatic thoughts, and assessment of dependent variables (expected adherence, WAI, and ZUF-8).

Figure 1. Flowchart of the assessment procedure. APOI: Attitudes Toward Psychological Online Interventions; AutCond: autonomy condition; AutGrp: autonomy group; FAMOS: Fragebogen zur Analyse Motivationaler Schemata (Inventory of Approach and Avoidance Motivation); IAF: Index of Autonomous Functioning; K-INK: Kurzversion des Inkonkruenzfragebogen (Incongruence Questionnaire, short version); MWT-B: Multiple-Choice Vocabulary Intelligence Test; PHQ-9: Patient Health Questionnaire-9, depression module; SuppCond: support condition; SuppGrp: support group; TDEQ-12: Theoretical Depressive Experiences Questionnaire, short version; WAI: Working Alliance Inventory; ZUF-8: Zufriedenheitsfragebogen (Client Satisfaction Questionnaire).
as well as information on ABC schemas. In both conditions, therapeutic support was provided in the form of text messages; the nature of the support differed in that in the SuppCond, the guide was proactive and made contact with the user, whereas in the AutGrp, the guide was available upon request, that is, the initiative came from the users. Examples of how the contents were adapted are presented in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Examples of motive-oriented adaptations.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Autonomy condition</strong></td>
</tr>
<tr>
<td><strong>Interventions as means for motive satisfaction</strong></td>
</tr>
<tr>
<td><strong>Motive-oriented formulations</strong></td>
</tr>
<tr>
<td><strong>Motive-oriented functions</strong></td>
</tr>
<tr>
<td><strong>Motive-oriented guidance</strong></td>
</tr>
</tbody>
</table>

**Measures**

**Overview**

Data were collected on the web through the survey software Unipark. The following data were collected: motives (basis for screening and group formation; German version of the Inventory of Approach and Avoidance Motivation: FAMOS), motivational incongruence (Incongruence Questionnaire, short version [Kurzversion des Inkongruenzfragebogen (K-INK)]), attitudes regarding web-based interventions (Attitudes Toward Psychological Online Interventions [APOI]), dependency (Theoretical Depressive Experiences Questionnaire, short version [TDEQ-12]), autonomy (Index of Autonomous Functioning [IAF]), depressiveness (Patient Health Questionnaire-9, depression module [PHQ-9]), the level of intelligence (Multiple-Choice Vocabulary Intelligence Test [MWT-B]), expected adherence, working alliance, and satisfaction with the program (Client Satisfaction Questionnaire [Zufriedenheitsfragebogen (ZUF-8)]).

**Primary Outcome Measure**

To measure the anticipated adherence, the following questions were asked about expected time investment and frequency of log-ins:

1. How much time would you like to actively spend in the full version of the program (in hours and minutes; optimal anticipated adherence)?
2. How much time would you realistically actually spend in the full version of the program (in hours and minutes; realistic anticipated adherence)?
3. In how many of the 10 weeks would you log in to the program?
4. In the weeks with log-in: On average, how often would you log in to the program?
5. If you would still have the opportunity to log in after the 10 weeks in the program: How often would you do this in a year?

Participants provided the answers in free-text fields, where only whole numbers could be entered.

**Secondary Outcome Measures**

**Working Alliance Inventory**

The Working Alliance Inventory (WAI) [45] is a self-rating instrument for measuring the quality of alliance based on the pantheoretical, tripartite conceptualization of the therapeutic alliance (agreement on treatment goals, agreement on the tasks of the therapy, and development of a therapeutic bond). In this study, the short version of WAI [46,47], which consists of 12 items, was used. These 12 items were adapted to correspond to an internet-based intervention. The reference was no longer to a therapist but to a guide or contact person whose availability was announced on the excerpts of the web-based program (but with whom there was no actual interaction). For each of the three subscales (goals, tasks, and bond), 4 items were rated on a 5-point Likert scale ranging from 1=rarely to 5=always. The internal consistency of the subscales is good (Cronbach α=.81-.91), and it is excellent for the total scale (Cronbach α=.90-.93 [48]).

**Patient Satisfaction (Measured Using the ZUF-8)**

The ZUF-8 [49] is the German version of the Client Satisfaction Questionnaire. This self-assessment questionnaire consists of 8 items that serve to assess patients’ treatment satisfaction (eg, psychotherapy). The 8 items can be rated on a 4-point rating scale (excellent, good, lessgood, and bad). A total score ranging from 8 to 32 can be achieved, with high scores indicating a high degree of satisfaction. The internal consistency ranges from Cronbach α=.87 to Cronbach α=.93 [50].
Instruments Used for the Formation and Verification of the Two Groups

FAMOS: Inventory of Approach and Avoidance Motivation
The self-report questionnaire FAMOS [43] captures the motives of patients undergoing psychotherapy in terms of central components of motivational schemes and was used for the formation of the 2 groups. The motives are assessed as approach motives (14 scales, eg, intimacy and attachment, status, and performance) and avoidance motives (9 scales, eg, loneliness and separation, disregard, and failure) with a total of 94 items. The items are rated on 5-point Likert scales from not important at all to extremely important or not bad at all to extremely bad. In this study, only the approach (9 items) and avoidance (10 items) scales for the 2 motives autonomy and support were assessed. The internal consistency of the individual scales varies between Cronbach α=.37 and Cronbach α=.93 [43].

TDEQ-12: Used to Measure Depressive Experiences
The TDEQ-12 [51], one of the short versions of the questionnaire on depressive experiences [52], is a self-reporting questionnaire that intends to distinguish between dependence and self-criticism. The questionnaire consists of 12 items that are scored on a 7-point Likert scale ranging from 1=strongly disagree to 7=strongly agree. The questionnaire has satisfactory psychometric properties. The dependency factor was made up of 5 items that had internal consistency with a Cronbach α=.77, whereas the internal consistency of the self-criticism factor consisting of 7 items had a Cronbach α=.78 [53]. In our study, only the 5 items assessing dependency were used to check whether the 2 groups differed significantly in dependency.

IAF: Used to Measure Trait Autonomy
The IAF [54] is a self-rating questionnaire to measure trait autonomy based on three theoretically derived subscales assessing authorship or self-congruence, interest-taking, and low susceptibility to control. The questionnaire consists of 5 items per scale that can be answered on a 5-point rating scale (1=not at all true, 2=not much true, 3=somewhat true, 4=mostly true, and 5=completely true). The internal consistency of the scale is good (Cronbach α=.82 [54]). The IAF was used to check whether the 2 groups differed significantly in autonomy.

Instruments Used for Testing Group Comparability

APOI: Used to Measure Attitudes Toward Psychological Web-Based Interventions
The APOI [55] is a self-assessment questionnaire for assessing attitudes toward psychological web-based interventions covering four dimensions: (1) skepticism and risk perception, (2) trust in therapeutic efficacy, (3) perception of deficits in mechanization, and (4) perception of advantages of anonymity. It consists of 16 items that can be rated on a 5-point rating scale ranging from 1=do not agree at all to 5=fully agree. A higher total score indicates a more positive attitude toward psychological web-based interventions. All 4 dimensions are equally weighted. The APOI’s internal consistency has a Cronbach α=.77 [55].

K-INK: Used to Measure Incongruence
Incongruence (unsatisfactory fit of motivational goal and actual experience) was assessed with the short version of the INK [56], a self-rating questionnaire with originally 94 items on 14 approach scales and 9 avoidance scales. The INK has satisfactory reliability (Cronbach α=.72-.87) and validity. Item contents and scale structure are derived from the FAMOS. Although the FAMOS measures the intensity of motives (importance or being bad), the INK measures the degree of insufficient implementation of these motives (satisfaction with the implementation of approach motives or the occurrence of avoidance motives). The short version (K-INK) contains only the 23 items with the highest item total correlations. Answers can be given on a 5-point Likert scale ranging from 1=much too little to 5=completely sufficient.

PHQ-9: Used to Measure Depressive Symptoms
Depressive symptoms were assessed with the PHQ-9 [57], which is a self-rating questionnaire that consists of 9 items on depressive symptoms over the past 2 weeks. The items can be answered on a 4-point Likert scale ranging from 0=not at all to 3=nearly every day. The questionnaire can assist the diagnosis of major depression according to Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition, criteria. Its internal consistency ranges from Cronbach α=.86 to Cronbach α=.89 [58].

MWT-B: Used to Measure General Intelligence Levels
The MWT [59] is a performance test to measure general intelligence levels, specifically crystallized intelligence. The test includes 2 versions—A and B. Both versions consist of a total of 37 lines with 5 terms each. In each line only 1 of these 5 terms is a real word; this is the one to be found out and marked by the participant. The other terms are fictitious constructions. Test results correlate quite well with the global IQ of healthy adults (median of r=0.72 [59]). In our study, we randomly presented each participant with only 1 item (a line of 5 terms) to exclude participants whose intelligence level was too low per the exclusion criteria.

Statistical Analyses
Group differences in sociodemographic characteristics and assessed questionnaires were determined using Welch 2-tailed t tests and chi-square tests. The Shapiro-Wilk test was used to test for normality of data. Logarithmic (log) transformation was applied for skewed data. The main hypothesis was tested using an ANOVA with repeated measurements (within-subject: motive performance) and avoidance motives). The short version (K-INK) contains only the 23 items with the highest item total correlations. Answers can be given on a 5-point Likert scale ranging from 1=much too little to 5=completely sufficient.

PHQ-9: Used to Measure Depressive Symptoms
Depressive symptoms were assessed with the PHQ-9 [57], which is a self-rating questionnaire that consists of 9 items on depressive symptoms over the past 2 weeks. The items can be answered on a 4-point Likert scale ranging from 0=not at all to 3=nearly every day. The questionnaire can assist the diagnosis of major depression according to Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition, criteria. Its internal consistency ranges from Cronbach α=.86 to Cronbach α=.89 [58].

Results

Sample Characteristics
In total, 55 participants were included in the analyses. No participant was excluded from the study on account of
intelligence levels (based on the MWT-B). Sample characteristics are depicted in Table 2. The participants’ mean age was 27.27 (8.18) years. The majority of the participants were women (47/55, 85%), and almost half were single (27/55, 49%). The 2 groups (AutGrp: 27/55, 49%, and SuppGrp: 28/55, 51%) did not differ in sociodemographic characteristics, depressive episodes in the past (lifetime), current depressive symptoms (PHQ-9), attitudes toward web-based interventions (APOI), or motivational incongruence (K-INK). The formation of 2 groups based on the screening with the FAMOS questionnaire worked very well. As intended, the 2 groups differed significantly in their responses to independent questionnaires of autonomy (IAF; $P=.01$; Cohen $d=-0.786$, 95% CI $-1.335$ to $-0.237$) and dependence (TDEQ-12; $P<.001$; Cohen $d=1.321$, 95% CI 0.738-1.905) with large effect sizes. Thus, the AutGrp had high levels of autonomy and low levels of dependence compared with the SuppGrp, and the check of the group formation can be deemed successful.

### Table 2. Sociodemographic characteristics of the sample (N=55).

<table>
<thead>
<tr>
<th></th>
<th>Autonomy group (n=27)</th>
<th>Support group (n=28)</th>
<th>t test (df)</th>
<th>Chi-square (df)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>28.48 (9.44)</td>
<td>26.11 (6.71)</td>
<td>1.07 (53)</td>
<td>N/A</td>
<td>.29</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>22 (81)</td>
<td>25 (89)</td>
<td>N/A</td>
<td>0.67 (2)</td>
<td>.41</td>
</tr>
<tr>
<td>Marital status (single), n (%)</td>
<td>15 (56)</td>
<td>12 (43)</td>
<td>N/A</td>
<td>0.89 (3)</td>
<td>.35</td>
</tr>
<tr>
<td>School education (years), mean (SD)</td>
<td>12.11 (0.80)</td>
<td>12.29 (1.08)</td>
<td>-0.68 (53)</td>
<td>N/A</td>
<td>.50</td>
</tr>
<tr>
<td>Past depression, n (%)</td>
<td>4 (15)</td>
<td>6 (21)</td>
<td>N/A</td>
<td>0.40 (1)</td>
<td>.53</td>
</tr>
<tr>
<td>Autonomy (IAF$^b$), mean (SD)</td>
<td>4.13 (0.59)</td>
<td>3.65 (0.63)</td>
<td>2.94 (53)</td>
<td>N/A</td>
<td>.01</td>
</tr>
<tr>
<td>Dependence (TDEQ-12$^c$), mean (SD)</td>
<td>2.67 (1.23)</td>
<td>4.59 (1.64)</td>
<td>-4.92 (53)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Depressive syndrome (PHQ-9$^d$), mean (SD)</td>
<td>13.54 (3.87)</td>
<td>15.03 (4.41)</td>
<td>-1.33 (53)</td>
<td>N/A</td>
<td>.19</td>
</tr>
<tr>
<td>Attitudes toward web-based interventions (APOI$^e$), mean (SD)</td>
<td>52.26 (8.14)</td>
<td>49.29 (7.67)</td>
<td>1.39 (53)</td>
<td>N/A</td>
<td>17</td>
</tr>
<tr>
<td>Motivational incongruence (K-INK$^f$), mean (SD)</td>
<td>2.01 (0.46)</td>
<td>2.27 (0.66)</td>
<td>-1.72 (53)</td>
<td>N/A</td>
<td>.09</td>
</tr>
</tbody>
</table>

$^a$N/A: not applicable.  
$^b$IAF: Index of Autonomous Functioning.  
$^c$TDEQ-12: Theoretical Depressive Experiences Questionnaire, short version.  
$^d$PHQ-9: Patient Health Questionnaire-9, depression module.  
$^e$APOI: Attitudes Toward Psychological Online Interventions.  
$^f$K-INK: Kurzversion des Inkonkruenzfragebogen (Incongruence Questionnaire, short version).

### Manipulation Checks

The violation and satisfaction of the 2 motives being autonomous and being supported for the different fits of group and condition are presented in Figure 2. Focusing on the incongruent and congruent fits (ie, mismatch and match) for the AutGrp in autonomy violation, the incongruent fit SuppCond-AutGrp reported a higher autonomy violation (mean 1.73, SD 0.72) than the congruent fit AutCond-AutGrp (mean 1.44, SD 0.65; $t_{27}=2.36$; $P=.03$), which is in line with our expectations. The results of the interaction effect of the repeated measures ANOVA showed that all 4 combinations did not differ significantly in autonomy violation ($F_{1,53}=0.06$; $P=.80$). However, the main effects for condition ($F_{1,53}=4.95$; $P=.03$) and group ($F_{1,53}=5.90$; $P=.02$) were significant. Overall, the SuppCond (mean 1.97, SE 0.12) and the SuppGrp (mean 2.09, SE 0.15) experienced higher levels of autonomy violation than the AutCond (mean 1.71, SE 0.12) and the AutGrp (mean 1.57, SE 0.15).

For support violation, AutCond-SuppGrp reported a higher support violation (mean 3.26, SD 1.36) than the congruent fit SuppCond-SuppGrp (mean 2.15, SD 1.14; $t_{28}=4.50$; $P<.001$), which is also consistent with our expectations. For support violation, the interaction effect was significant ($F_{1,53}=7.37$; $P=.009$), as were both the main effects for condition ($F_{1,53}=17.44$; $P<.001$) and group ($F_{1,53}=7.12$; $P=.01$). For condition, support violation was higher in the AutCond (mean 2.67, SE 0.17) than in the SuppCond (mean 2.00, SE 0.15). However, for group, support violation was higher in the SuppGrp (mean 1.97, SE 0.20) than in the AutGrp (mean 2.71, SE 0.19). The interaction term stems from a significant difference among the conditions in the SuppGrp ($t_{27}=5.00$; $P<.001$) and a nonsignificant difference among the conditions in the AutGrp ($t_{26}=1.01$; $P=.32$).
Regarding autonomy satisfaction, as expected, autonomy in the incongruent fit SuppCond-AutGrp was *slightly too little* (mean –0.11, SD 0.36), and the congruent fit AutCond-AutGrp reported an autonomy satisfaction that was almost *just right* (mean –0.03, SD 0.37). However, this difference was not significant ($t_{27}=0.83; P=.41$). The interaction effect ($F_{1,53}=2.21; P=.14$) and the main effect for group ($F_{1,53}=1.78; P=.19$) for autonomy satisfaction were not significant, but the main effect for condition was significant ($F_{1,53}=4.95; P=.03$). Specifically, satisfaction regarding autonomy was closer to *just right* in the SuppCond (mean –0.09, SE 0.06) than in the AutCond (mean 0.10, SE 0.08).

Finally, for support satisfaction, the incongruent fit AutCond-SuppGrp (mean –0.82, SD 0.79) had the lowest ratings (*slightly too little* support). In the congruent fit SuppCond-SuppGrp, the rating was the closest to *just right* (mean –0.06, SD 0.54). This difference was significant ($t_{28}=4.34; P<.001$).
The interaction effect here was significant ($F_{1,53}=4.88; P<.001$), as was the main effect for condition ($F_{1,53}=3.74; P=.03$); however, the effect for group was not significant ($F_{1,53}=1.97; P=.17$). Overall, the satisfaction regarding support was closer to just right in the SuppCond (mean $–0.14$, SE $0.08$) than in the AutCond (mean $–0.61$, SE $0.09$). The significant interaction term stems from a significant difference between the groups in the AutCond ($t_{53}=2.27; P=.03$) and a nonsignificant difference between the groups in the SuppCond ($t_{53}=0.10; P=.92$).

**Anticipated Adherence**

The results of the anticipated adherence (in anticipated minutes spent with the program; optimal and realistic), working alliance, and satisfaction are shown in Table 3 and Figure 3. The highest anticipated adherence (both optimal and realistic) was found for the combinations SuppCond-SuppGrp (optimal adherence: mean 193.59, SD 180.82; realistic adherence: mean 201.82, SD 230.96; refer to Table 3 for all log-transformed data) and AutCond-SuppGrp (optimal adherence: mean 280.29, SD 356.16, and realistic adherence: mean 209.32, SD 305.01); the lowest anticipated adherence was found for the combination AutCond-AutGrp (optimal adherence: mean 121.15, SD 97.93; realistic adherence: mean 121.15, SD 97.93). The results of the interaction effect of the repeated measures ANOVA showed that the combinations did not significantly differ for anticipated adherence ($F_{1,53}=0.88; P=.35$, and log–realistic adherence: $F_{1,53}=0.59; P=.45$). In addition, no main effects for group were found (log–optimal adherence: $F_{1,53}=0.32; P=.86$, and log–realistic adherence: $F_{1,53}=0.001; P=.98$). For condition, a main effect was present for optimal anticipated adherence ($F_{1,53}=6.49; P=.01$), with higher ratings in the SuppCond (mean $5.07$, SE $0.14$) than in the AutCond (mean $4.89$, SE $0.15$), but a main effect was not present for realistic anticipated adherence ($F_{1,53}=2.04; P=.16$).

The results of the paired sample $t$ tests indicated significant within-group differences for optimal anticipated adherence in the SuppGrp ($t_{27}=3.00; P=.006$). No significant within-group differences could be found for realistic anticipated adherence in the AutGrp.

Several correlative relationships between motive satisfaction or dissatisfaction and anticipated (optimal and realistic) adherence could be found. For the congruent person-program fit AutCond-AutGrp, support satisfaction negatively correlated with optimal anticipated adherence ($r=–0.40; P=.04$) and, in a matching result, support dissatisfaction positively correlated with optimal anticipated adherence ($r=0.43; P=.02$). In addition, for the incongruent fit SuppCond-AutGrp, support satisfaction negatively correlated with optimal anticipated adherence ($r=–0.59; P=.001$), and in another matching result, support dissatisfaction negatively correlated with optimal anticipated adherence ($r=0.58; P=.002$). For realistic adherence, in the congruent person-program fit AutCond-AutGrp, autonomy satisfaction correlated with realistic anticipated adherence ($r=0.46; P=.02$).

### Table 3. Anticipated adherence (optimal and realistic) shown as expected time (in minutes) spent with the program; working alliance was measured with the Working Alliance Inventory (WAI), and satisfaction with the program was measured with the Client Satisfaction Questionnaire (Zufriedheitsfragebogen [ZUF-8]; N=55).

<table>
<thead>
<tr>
<th>Condition and variables</th>
<th>Autonomy group (n=27)</th>
<th>Support group (n=28)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Values, mean (SD)</td>
<td>Log-transformed mean (SD)</td>
</tr>
<tr>
<td><strong>Autonomy condition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adherence (optimal)</td>
<td>193.59 (180.82)</td>
<td>4.89 (0.90)</td>
</tr>
<tr>
<td>Adherence (realistic)</td>
<td>121.15 (97.93)</td>
<td>4.52 (0.84)</td>
</tr>
<tr>
<td>WAI</td>
<td>3.19 (0.80)</td>
<td>N/A</td>
</tr>
<tr>
<td>ZUF-8</td>
<td>2.93 (0.53)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Support condition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adherence (optimal)</td>
<td>207.85 (182.45)</td>
<td>5.01 (0.81)</td>
</tr>
<tr>
<td>Adherence (realistic)</td>
<td>138.00 (128.95)</td>
<td>4.59 (0.83)</td>
</tr>
<tr>
<td>WAI</td>
<td>3.34 (0.79)</td>
<td>N/A</td>
</tr>
<tr>
<td>ZUF-8</td>
<td>2.97 (0.49)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*a Italics indicate congruence (normal font indicates incongruence). b N/A: not applicable.*
Working Alliance and Satisfaction

For working alliance (with the program and a guide whose availability was announced), neither a significant interaction effect ($F_{1,53}=2.12; P=.15$) nor a significant main effect for group ($F_{1,53}=1.84; P=.18$) was shown, but a significant main effect for condition was present ($F_{1,53}=11.23; P=.001$). Working alliance was descriptively highest for the combination SuppCond-AutGrp (mean 3.34, SD 0.79) and lowest for the combination AutCond-SuppGrp (mean 2.82, SD 0.73). Likewise, no significant interaction effect was found for satisfaction ($F_{1,53}=3.48; P=.07$). Here, the main effect for group bordered on significance ($F_{1,53}=3.77; P=.06$), whereas the main effect for condition was significant ($F_{1,53}=5.56; P=.02$). Satisfaction was significantly higher in the SuppCond (mean 2.92, SE 0.06) than in the AutCond (mean 2.75, SE 0.08). Satisfaction was numerically highest for SuppCond-AutGrp (mean 2.97, SD 0.49) and lowest for AutCond-SuppGrp (mean 2.56, SD 0.59).

The paired sample $t$ tests showed significant within-group differences for working alliance ($t_{27}=3.20; P=.003$) and satisfaction ($t_{27}=2.86; P=.008$) for the SuppGrp, with higher scores in the matching case than in the mismatch case, but not for the AutGrp. Independent sample $t$ tests revealed significant differences for satisfaction in the AutCond between both groups ($t_{33}=2.44; P=.02$), with the AutGrp being more satisfied than the SuppGrp, but no significant differences were revealed for any other parameter.

Support satisfaction correlated with treatment satisfaction measured with the ZUF-8 for the congruent fit AutCond-AutGrp ($r=0.60; P=.001$) as well as for the incongruent fit AutCond-SuppGrp ($r=0.69; P<.001$) and, in a matching result, support dissatisfaction negatively correlated with treatment satisfaction for the same fits (AutCond-AutGrp: $r=-0.59; P=.001$; AutCond-SuppGrp: $r=-0.80; P<.001$). Support satisfaction correlated with working alliance for the congruent fit AutCond-AutGrp ($r=0.53; P=.004$) and the incongruent fit AutCond-SuppGrp ($r=0.58; P=.001$), whereas support dissatisfaction negatively correlated with working alliance for AutCond-AutGrp ($r=-0.50; P=.008$) and AutCond-SuppGrp ($r=-0.72; P<.001$).

Discussion

Overview

Low adherence in self-guided internet-based interventions for depressive and other mental disorders is a significant issue and might be optimized by adapting the content and the context of the interventions to the personal needs and motives of the user, resulting in more engaging and less aversive experiences. In this nonclinical experimental study, the 2 motives being autonomous and being supported were used to test the hypothesis that a better motivational person-program fit is associated with less motivational incongruence and higher anticipated adherence. The formation of 2 groups was successful; the manipulation check suggested that a congruent person-program fit is associated with lower subjective motive violation and partly higher motive satisfaction (not for autonomy satisfaction) compared with a noncongruent fit, but the main hypotheses were only partially supported. This study represents a first attempt to experientially examine the adaptation of internet-based interventions to individuals’ motives as a tool to increase adherence, working alliance, and satisfaction with the interventions. This is a novel way to personalize internet-based interventions, inspired by theories and findings from
motive-oriented therapeutic relationship building in face-to-face therapies [36,37,41,42].

**Manipulation**

The formation of 2 groups based on the screening with the FAMOS was successful and revealed significant differences between the 2 groups in autonomy and dependence, with large effect sizes in independent measures. The manipulation (adapting the excerpts of the intervention and the form of the intervention to the 2 opposed motives) can be regarded as almost successful. The incongruent fits reported a significantly higher violation of the 2 motives than the congruent fits. Regarding the motive satisfaction, the congruent fit also resulted in a significantly higher support satisfaction (closest to just right) than the incongruent fit. However, this was not the case for autonomy satisfaction ($P=.41$). The requirements for the experimental setup can therefore be considered as fulfilled for autonomy and support violation and support satisfaction but not for autonomy satisfaction. It may have been a decisive factor that the motives being autonomous and being supported were only explicitly captured by a questionnaire. It is conceivable that these constructs can be better assessed using implicit measures [60,61]. In addition, the autonomy-granting condition might have had a less strong effect than the support-granting condition, which is another explanation for the lack of differences in autonomy satisfaction.

**Main Results**

Contrary to our expectations, there was no significant interaction between group and condition regarding the self-reported hypothetical expectation of the use of the full version of the program. Within-group differences for optimal anticipated adherence were significant in the SuppGrp. Thus, participants who described themselves as needing support reported that they would be more adherent to a program that matches their needs, corroborating the main hypotheses of this paper. However, surprisingly, this was not the case for the AutGrp. It therefore seems that the SuppGrp was more satisfied with the program overall (in contrast to the AutGrp) and that a congruent motive orientation for this group (SuppGrp) resulted in a higher anticipated adherence than an incongruent motive orientation. An explanation for these results could be that in the SuppCond, the texts directly referred to guidance in the form of personal therapeutic support (eg, “Personal guide will contact you regularly and ask how you are doing” and “Even if you do not contact me, I will check at least once a week how far you have progressed in the program and what you have entered in the worksheets to give you personal feedback with suggestions”). From a large base of studies, we know that guidance has a beneficial effect on adherence and effectiveness [2,8,15,62]. It is conceivable that the expectation of therapeutic guidance alone has a greater effect on anticipated adherence than more supportive language or wording alone.

Although for working alliance (measured using the WAI) neither a significant interaction effect nor a significant main effect for group was shown, there was a significant main effect for condition: the SuppCond was accompanied by higher working alliance. Similarly, no significant interaction and group effects were found for satisfaction with the program (measured using the ZUF-8), whereas the main effect for condition was significant: the supportive program was expected to be more satisfying. As for anticipated adherence, within-group differences (match vs mismatch) for working alliance and satisfaction were significant for the SuppGrp, again corroborating one of our main hypotheses, but not for the AutGrp.

An explanation for the nonsignificant within-group results in the AutGrp might be that the manipulation for autonomy satisfaction did not completely work out. Therefore, the results must be considered with caution.

**Limitations**

This study includes several limitations. An important limitation is that adherence to the internet-based intervention was not measured as true adherence on a behavioral level but as time in anticipated minutes working with the program. Thus, both the validity of the measures and the generalizability of the associated findings can be partially questioned. However, treatment expectations are known to have a major impact because they are among the most important predictors of outcomes [63,64]. Furthermore, the sample was not a clinical sample and was recruited mainly through student forums or psychology groups, again diminishing the generalizability of the findings. Particularly, the lack of distress and treatment motivation in this nonclinical sample is likely to have led to smaller effects (ie, because participants did not experience distress, they may not have felt it necessary to spend much time with the web-based program), which the study was not powered to detect. Taken together, the successful formation of groups apparently with matching and mismatching program versions was strong enough to induce motive satisfaction and violation, but the impact on more distal measures such as anticipated adherence might have been underestimated in this nonclinical sample. An additional shortcoming is that no control condition (evaluating a program with no motive adaptation) was included in the study, resulting in a limited validity of the results, and the motives were assessed only explicitly with the FAMOS and not implicitly.

**Conclusions**

Our study should be seen as a first proof of concept from which programs could now be adapted and evaluated for other motives. Despite the inconclusive results regarding autonomy, the study gives reason to assume that motive orientation could have a positive impact on adherence, working alliance, and satisfaction in internet-based interventions for depression and other mental disorders. This should be investigated in future randomized controlled trials with clinical samples that allow assessment of the actual (and not only the anticipated) adherence, working alliance, and treatment satisfaction.
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Abstract

Background: Mobile apps have been shown to play an important role in the management, care, and prevention of infectious diseases. Thus, skills for self-care—one of the most effective ways to prevent illness—can be improved through mobile health apps.

Objective: This study aimed to design, develop, and evaluate an educational mobile-based self-care app in order to help the self-prevention of COVID-19 in underdeveloped countries. We intended the app to be easy to use, quick, and inexpensive.

Methods: In 2020 and 2021, we conducted a methodological study. Using the ADDIE (analysis, design, development, implementation, and evaluation) educational model, we developed a self-care management mobile app. According to the ADDIE model, an effective training and performance support tool is built through the 5 phases that comprise its name. There were 27 participants who conducted 2 evaluations of the mobile app’s usability and impact using the mobile health app usability and self-care inventory scales. The study design included pre- and posttesting.

Results: An Android app called MyShield was developed. The results of pre- and posttests showed that on a scale from 0 to 5, MyShield scored a performance average of 4.17 in the physical health dimension and an average of 3.88 in the mental well-being dimension, thereby showing positive effects on self-care skills. MyShield scored highly on the “interface and satisfaction,” “ease of use,” and “usefulness” components.

Conclusions: MyShield facilitates learning self-care skills at home, even during quarantine, increasing acquisition of information. Given its low development cost and the ADDIE educational design on which it is based, the app can be helpful in underdeveloped countries. Thus, low-income countries—often lacking other tools—can use the app as an effective tool for fighting COVID-19, if it becomes a standard mobile app recommended by the government.

(JMIR Form Res 2022;6(9):e39718) doi:10.2196/39718
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Introduction

In 2019 and 2020, COVID-19 attracted international attention as a serious threat to public health [1,2]. Thereafter, the virus spread rapidly around the world. On March 11, 2020, the World Health Organization declared the epidemic to be a pandemic [3]. The world then faced a situation that seemed impossible: without war, the global population was in danger; COVID fatalities mounted, and nothing seemed to make people safe. What remained was hope, and small steps everyone could take, such as isolation and good hygiene. This is where simple tools can help, and some examples of such tools are those related to digital technology.

Higher-income and further-developed countries such as Japan, the United States, and South Korea indeed started using digital technology to fight COVID-19, including such methods as contact tracing, the internet of things, big-data analytics, and artificial intelligence [4]. In other, similarly developed countries, such as Canada and Australia, mobile apps (eg, COVID Alert and COVIDSafe) were used to inform citizens about COVID-19 and its prevention [5-7]. These tools appeared to be working well: with a relatively low usage cost to both the governmental and individual user, their effects were quite noticeable.

Nonetheless, most people in lower-income and underdeveloped countries lack access to complex digital technology, as these countries’ levels of information and communications technology infrastructure are much lower than those of more developed countries [8,9]. Several studies have recently indicated that mortality, hospitalization rate, and complications due to COVID-19 in underdeveloped countries have been higher than in other countries [8-10]. It is conventionally agreed upon that due to demographic features, weak health care systems, inequality in the economic and political sectors, corruption, and other sociocultural characteristics, many underdeveloped countries have lower levels of protection against the spread of COVID-19 and its subsequent effects [8,9,11]. In addition to these factors, a lack of social distancing and self-care knowledge contributed to an increased incidence of COVID-19 and its variations, highlighted by a mutation first reported in India commonly known as the Delta variant [12]. All viruses have variants, but the coronavirus’ new mutations make it unpredictable and even more difficult to fight.

For the above reasons, learning self-care is important [13,14]. For lower-income and socially unequal communities, self-care is considered to be the main way of responding to the disease’s spread and severity, mainly because of self-care’s low cost [15]. In self-care, individuals use their own knowledge and abilities to maintain and improve their health [16]. It is a challenging skill that requires time and energy, because its implementation depends on internal (ie, cognitive, physical, emotional, and behavioral) and external (ie, environmental, political, and societal) factors [14]. Meanwhile, self-care has become a new strategy for managing and preventing chronic and infectious diseases, leading to increased energy, more positive emotions, reduced stress, improved health and well-being, and increased self-confidence [17,18]. Self-care is where mobile apps enter the scene, with their capabilities to help people learn self-care tasks.

COVID-19–related smartphone apps offer useful capabilities and functionalities, such as tracking, follow-up, and prevention [18-20]. Furthermore, the growing popularity of mobile software and its relatively low cost have led to the emergence of mobile self-care systems [21]. Not only are such systems relatively cheap and easy to develop, but they also help to manage disease prevention. It is no wonder that in recent years, mobile software has been applied in various medical and health fields [18-21]. In light of these advancements, current digital technologies are highly productive despite their low cost, and they can greatly support health management in lower-income and underdeveloped countries.

While a basic mobile app can be built solely by a person or persons with sufficient development skills, such an app is unlikely to become a useful, popular app; it has been built using only the knowledge and skills of the developer or developers, without input or feedback from specialized experts. Knowing this, we decided to design our app with deeper knowledge in the areas of mobile app design, development, and COVID-19 health information. This involved conducting a study in which we would ask various experts—health practitioners and mobile technology professionals—for their help; in this way, the resulting app would be designed using much deeper and broader knowledge than a single author or team could provide.

We also decided to use the ADDIE (analysis, design, development, implementation, and evaluation) education model, which is used to build educational systems. While the app we wanted to create was not an educational system per se, it did aim to teach, and we wanted it to teach effectively. We observed a strong correlation between our concept of a mobile app and educational systems created using the ADDIE model. Why did we decide to use this model to create a mobile app? We believed that an app that was designed using an educational model had a greater chance to teach its users effectively than an app designed without an educational methodology.

Therefore, in this study, we aimed to design, develop, and implement a standalone mobile app for training self-care skills based on the ADDIE educational model in order to improve self-care and prevent COVID-19, particularly in underdeveloped countries. We evaluated various facets of the app, all directly or indirectly related to its main goal: to help its users enhance their self-care skills in the context of COVID-19.

Methods

Overview
The present methodological study used the ADDIE educational design model to develop an educational mobile app for self-care with the purpose of supporting self-prevention of COVID-19 [22]. ADDIE gives education professionals and designers the
ability to lay the groundwork for principled and effective training [23]. This model can be utilized for both traditional and electronic learning [24]. ADDIE consists of the 5 phases the acronym was built upon: analysis, design, development, implementation, and evaluation (Figure 1) [23].

**Figure 1.** Educational app development (analysis, design, development, implementation, and evaluation) model phases.

### Analysis Phase
During the analysis phase, we sought to determine the appropriate practical contents of the mobile app and categorize them. For this purpose, from October 1 to 15, 2020, we interviewed 3 infectious disease experts and 2 nursing specialists. Because of COVID-19 conditions, the interviews were remote and used the Zoom meeting software. We used qualitative methods to analyze and categorize the resulting content requirements for a self-care mobile app [18,25]. In order to make the app pleasant to use, we used interesting content presented in various formats (eg, written text, images, infographics, and videos).

### Design Phase
In the design phase, we focused on optimizing the user experience of the designed mobile app and its feature list; we did so through online workshops with a group of experts in the fields of health information technology, medical informatics, user experience design, and Android mobile app development. The experts were enrolled via requests on social networks (eg, Instagram, Facebook, and LinkedIn) sent from October 20 to 28, 2020; we tried to enroll as many experts as possible.

According to the literature, we required between 14 and 28 experts [26]. Ultimately, 14 people agreed to participate in the design phase. In this phase, we used the Balsamiq Mockups software (Balsamiq Studios, LLC) to draw the user experience flow, and Figma (Figma, Inc) to prototype the user experience. Once the experts accepted an alpha version of the app’s prototype, we evaluated it using the heuristic method, in order to determine those elements of the app that needed improvement before the development phase.

We asked 5 experts in the field of user experience design and development of mobile health (mHealth) apps for assistance. They ranked the prototype using Jacob Nielsen’s 10 general principles of severity for evaluating interactive design, which use a 5-point scale [27,28]: 0 (“I do not agree that this is a usability issue”), 1 (“Not to be fixed unless extra time is available for the project”), 2 (“This should be fixed, but at the lowest priority”), 3 (“Must be fixed, so it should be given high priority”), and 4 (“This must be fixed before the product can be released”).

### Development Phase
The results of the analysis and design phases provided the knowledge to be used in the development phase, in which we developed a database using My Structured Query Language (MySQL) and a mobile app, which we called “MyShield,” using Android Studio. The development phase took place from November 1 to 8, 2020.

### Implementation Phase
During this stage, we recruited ordinary people (ie, nonexperts) for our study through purposive sampling. Interested candidates contacted us through online registration after seeing the recruitment posts on social networks (including Instagram, Facebook, and LinkedIn). Twenty-seven participants registered; this was within the intended range of 25 to 30 subjects, as used in other, similar studies [26,29]. The participants were aged 18 to 50 years and were required to own a smartphone running Android (minimum version 4.1).

We used an online workshop to introduce the research team and project aims. During the workshop, we explained the ADDIE design process to the participants and their involvement. As a pretest, conducted before using the app, the participants were required to complete a self-care inventory (SCI) questionnaire. This questionnaire includes 30 items and 6 dimensions [30]. The questions were answered using a 5-point scale (almost never, occasionally, half of the time, fairly often, and almost always). In this questionnaire, each dimension included 5 questions; the respondents scored each question using this scale.
Then, we calculated each respondent’s score by adding the points from all 6 dimensions; the result shows the person’s level of self-care (Multimedia Appendix 1). The final score ranged from 30 to 150, with the following interpretations [30]: 120 or above, the person has personal well-being and serenity; 91 to 119, the person has some control of a good system of self-care; 50 to 90, the person is struggling and could use some assistance in developing a stronger self-care system; and under 50, the person experiences some serious difficulties in the area of self-care.

Once the participants completed the questionnaires, they started using the MyShield app, from November 10 to December 25, 2020 (45 days). During these 45 days, we asked the participants to use the app every day for as long as they wanted, but for at least 20 minutes per day; the time of day did not matter. The app contains an initial guide (presented as a showcase); we also created a WhatsApp group where the participants could ask us any questions related to the study and the app. The initial guide feature displayed the guidelines on how to work with the app after the user’s first encounter with it. The app also contained an “About Us” section, where users could find information about the research, the app design team, and how to contact the team. The app allowed users to update to a newer version in the case of any resolved technical issues.

Evaluation Phase

After the implementation phase ended on December 26, 2020, we used the standard standalone MAUQ (Mobile Health App Usability Questionnaire) to evaluate the usability of the app. This questionnaire has 3 factors: ease of use (5 items), interface and satisfaction (7 items), and usefulness (6 items). It is based on a 7-item Likert scale ranging from 1 (strongly disagree) to 7 (strongly agree) [31]. In the end, we converted each factor into a percentage between 0 and 100 based on each item’s mean. We reused the self-care inventory questionnaire [30] in a posttest to analyze how the app influenced the participants’ self-care skills; we did so by comparing these results with the pretest conducted during the implementation phase. Both questionnaires were designed with Google Forms, whose web addresses were sent to the WhatsApp group. The data were analyzed using SPSS software version 22 (SPSS Inc).

Ethics Approval

The participants in the pretest and posttest surveys provided informed consent. Tarbiat Modares University Ethics Committee (IR. MODARES. REC.1399.142) approved the entire study protocol.

Results

Design and Evaluation

In the analysis phase, meetings with the experts helped us find the optimal content of the MyShield app, including the main menu. The participants agreed that MyShield should cover the following 5 topics: self-motivation, daily life management, personal hygiene, healthy eating, and exercise.

We determined that self-motivation content should teach the users how to think positively, motivate themselves, and utilize their intrinsic motivations. In matters related to daily life management, the app should include strategies on how to manage stress, fear, and anger. Education is also essential in other areas, such as managing life during personal quarantine and social activities. The personal hygiene aspect should deal with education related to masking and observing social distancing, washing hands, and use of disinfectants. Healthy eating education should include information on useful supplements, beverages, fatty foods, proteins, dairy products, nutrition programs, and controlling or avoiding smoking. Exercise education should cover such topics as exercising at home, conditions for exercising outdoors, professional exercise, the intensity of exercise, and exercise in self-quarantine.

Online workshops conducted with the 14 experts were utilized to determine the practical features; moreover, the user experience decided during the design phase helped us to determine the practical design of MyShield, as follows. The app starts with an initial opening screen. Next, the registration page appears. Here, the user must provide a few pieces of personal information (email, user name, and password). An introduction slide appears on the initial launch of the app. Three slides appear to be ideal for introducing the app. We found that in order to familiarize the user with the app, the showcase should appear after the introduction slide. After this, the user sees the main menu. It has two action bars: one, at the top of the page, displays the search feature of the entire app; while the other, at the bottom of the page, contains buttons, messages, help, settings, and profiles. On the left-hand side, there is a hamburger button (3 horizontal lines) which, when tapped, leads to the app’s settings. The settings include fonts, title searches, option selection and clearing, find, last read, light or dark theme, notification, changing passwords, and an “About Us” option. The content had a share button, which should be checked as marked. In addition, the users had an option of liking or disliking the content. Figure 2 shows the user experience flow. For example, tapping the “sign in” button opens the Main Page screen. Thus, this figure is both a user experience flow and a wireframe, which is an illustrated guide that shows the schematic and general framework of the MyShield app.

During the heuristic evaluation of the app’s prototype, these features each earned 0 to 2 points, meaning that the prototype received a rejection or an acceptable score. Table 1 presents the results: ΣA represents the total number of points for each item from Jacob Nielsen’s 10 general principles; ΣB is the same as ΣA with duplicated points eliminated. The total for ΣA was 45 and the total for ΣB was 23 (Table 1).

In the development phase, functional requirements, user interface screens, and software database designs were created. The interface design was a process that involved installing specialized software on smartphones and connecting them to the internet, so that users could register their accounts in the app. Thus, the users were registered on the server and their registration IDs were stored on the app server. MySQL was used to design and develop the database, and Android Studio was used to develop the app. Eventually, after thorough consultation with infectious disease specialists and experienced nurses, a beta version of MyShield was developed and released (Figure 3).
Figure 2. User experience flow of the MyShield mobile app.
Table 1. MyShield’s prototype scoring according to a heuristic evaluation based on Jacob Nielsen’s 10 general principles.

<table>
<thead>
<tr>
<th>Heuristic principle</th>
<th>$\Sigma A^a$</th>
<th>$\Sigma B^b$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visibility of system status</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Match between system and the real world</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>User control and freedom</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Consistency and standards</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Error prevention</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Recognition rather than recall</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Flexibility and efficiency of use</td>
<td>9</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Aesthetic and minimalist design</td>
<td>6</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Error identification, diagnosis, and recovery</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Help and documentation</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>45</td>
<td>23</td>
<td>8</td>
<td>10</td>
<td>8</td>
<td>11</td>
<td>8</td>
</tr>
</tbody>
</table>

$^a\Sigma A$: total number of points.

$^b\Sigma B$: number of points after removing duplicates.

Figure 3. Examples of pages from the MyShield self-care mobile app.

**MyShield Usability and Satisfaction**

Table 2 shows that the mean age of the 27 participants was 29.8 years; 12 (44%) participants were aged between 29 and 38 years. Fifteen participants (56%) were women; 19 (70%) had a bachelor’s degree or higher; and 12 (44%) had used a smartphone for at least 5 years.

The participants completed the MAUQ questionnaire designed for standalone mHealth apps. Overall, all items received a score of 3.5 or higher (Table 3). The “interface and satisfaction” component was rated the strongest with 95.9%, followed by “ease of use” (89.5%) and “usefulness” (86.7%).
Table 2. Demographic characteristics of the participants (N=27).

<table>
<thead>
<tr>
<th>Characteristics, n (%)</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-28</td>
<td>7 (26)</td>
</tr>
<tr>
<td>29-38</td>
<td>12 (44)</td>
</tr>
<tr>
<td>39-50</td>
<td>8 (30)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>12 (44)</td>
</tr>
<tr>
<td>Female</td>
<td>15 (56)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>High school diploma</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Some college credits, no degree</td>
<td>5 (19)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>10 (37)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>5 (19)</td>
</tr>
<tr>
<td>Professional degree</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Duration of smartphone use (years)</strong></td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>5 (19)</td>
</tr>
<tr>
<td>3-5</td>
<td>10 (37)</td>
</tr>
<tr>
<td>5 or more</td>
<td>12 (44)</td>
</tr>
</tbody>
</table>
Table 3. The mean and SD of the results obtained from the MyShield usability app according to the Mobile Health App Usability Questionnaire. These statements can receive responses ranging from 1 (strongly disagree) to 7 (strongly agree).

<table>
<thead>
<tr>
<th>Items</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ease of use</strong></td>
<td></td>
</tr>
<tr>
<td>1. The app was easy to use.</td>
<td>6.54 (0.499)</td>
</tr>
<tr>
<td>2. It was easy for me to learn to use the app.</td>
<td>6.33 (0.471)</td>
</tr>
<tr>
<td>3. The interface of the app allowed me to use all the functions (such as entering information, responding to reminders, viewing information) offered by the app.</td>
<td>6.29 (0.568)</td>
</tr>
<tr>
<td>4. The navigation was consistent when moving between screens.</td>
<td>6.15 (0.422)</td>
</tr>
<tr>
<td>5. Whenever I made a mistake using the app, I could recover easily and quickly.</td>
<td>6.00 (0.756)</td>
</tr>
<tr>
<td><strong>Interface and satisfaction</strong></td>
<td></td>
</tr>
<tr>
<td>1. I like the interface of the app.</td>
<td>6.95 (0.213)</td>
</tr>
<tr>
<td>2. The information in the app was well organized, so I could easily find the information I needed.</td>
<td>6.93 (0.258)</td>
</tr>
<tr>
<td>3. The app adequately acknowledged and provided information to let me know the progress of my action.</td>
<td>6.89 (0.348)</td>
</tr>
<tr>
<td>4. Overall, I am satisfied with this app.</td>
<td>6.83 (0.373)</td>
</tr>
<tr>
<td>5. The amount of time involved in using this app has been fitting for me.</td>
<td>6.69 (0.462)</td>
</tr>
<tr>
<td>6. I would use this app again.</td>
<td>6.49 (0.523)</td>
</tr>
<tr>
<td>7. I feel comfortable using this app in social settings.</td>
<td>6.18 (0.383)</td>
</tr>
<tr>
<td><strong>Usefulness</strong></td>
<td></td>
</tr>
<tr>
<td>1. The app improved my access to health care services.</td>
<td>6.51 (0.5)</td>
</tr>
<tr>
<td>2. The app would be useful for my health and well-being.</td>
<td>6.44 (0.585)</td>
</tr>
<tr>
<td>3. The app helped me manage my health effectively.</td>
<td>6.20 (0.72)</td>
</tr>
<tr>
<td>4. I could use the app even when the internet connection was poor or not available.</td>
<td>5.88 (0.391)</td>
</tr>
<tr>
<td>5. This app has all the functions and capabilities I expected it to have.</td>
<td>5.75 (0.652)</td>
</tr>
<tr>
<td>6. This mHealth app provided an acceptable way to receive health care services, such as accessing educational materials, tracking my own activities, and performing self-assessment.</td>
<td>5.63 (0.483)</td>
</tr>
</tbody>
</table>

Impact Rate of MyShield: Pretest and Posttest

In the pretest, the participants completed an SCI questionnaire before using the app: 2 respondents scored below 50, 8 scored 50 to 90, 14 scored 91 to 119, and 3 scored above 120 (Figure 4). In the posttest, the participants’ self-care scores increased notably at low levels, but those at high self-care levels increased only a little: 2 respondents who had a score below 50 in the pretest stage reached scores above 50 (even reaching close to 90) (Figure 4).

After the users used MyShield, we examined their average scores (0-5) for the self-care dimensions in the pretest and posttest to determine which dimensions had improved and which had decreased. The mean mental well-being score increased from 2.95 in the pretest to 3.88 in the posttest. For the physical health dimension, the mean score increased from 3.21 to 4.17. The increases for the other dimensions were visibly smaller (Figure 5).
Discussion

Principal Findings

This study aimed to develop a self-care app in order to help users improve their skills to prevent COVID-19 infection. To this end, we have developed, with the help of various field experts, a mobile app called MyShield; it is designed to work mainly in underdeveloped countries, as people in such countries are often left alone to struggle with their fear of COVID-19.

We designed MyShield using the ADDIE educational model. This is a novel, interdisciplinary approach to app design. MyShield is a mobile app that, in addition to being a potential public health resource, is also an educational entity built to teach people self-care skills and health knowledge that is effective well beyond the use of the app. MyShield utilizes the ADDIE educational model to enable users to teach themselves these self-care skills, making the app a channel of knowledge the user can learn from. A possible effect that the app attempts to achieve is an increased chance for users to protect themselves from COVID-19. While MyShield is just a tool to initiate this
learning, it is the source of the positive effects we have just discussed. We hope this plan will come to fruition, and that MyShield will encourage people from underdeveloped countries to believe in their own skills and learn or improve their self-care skills to reduce health risks.

As a standalone app, MyShield includes 6 major menus and various subcategories directly related to self-care training. In order to see how MyShield helped the participants, we conducted pretests before the initial use of the app. After participants used MyShield for 45 days, we conducted posttests to see if using the app helped them enhance their self-care skills. Both tests used a self-care inventory questionnaire to assess the participants’ self-care levels. All participants showed improvement; those who had shown poor self-care skills in the pretest improved much more than those with higher self-care awareness (Figure 5).

Comparison With Prior Work

In the COVID-19 era, mobile apps are particularly useful when their design does not limit their use to a particular group or particular members of society, but rather allows them to be used by all society’s members, including young people, older adults, and people with physical disabilities. This issue is so crucial that it is emphasized as one of social justice and human rights [33,34]. To reach this goal, however, mobile apps need to be designed accordingly. In view of the user experience and user interface of MyShield, we tried to move the app user interface toward better usability and accessibility for various people, manipulating such features as font size and color, brightness, and dark and light themes [35]. We also tried to facilitate using the app so that the user did not need to perform complex functions. This led to an app design that did not require any special skills, such as working with Bluetooth or phone settings, and in which all functions were easily understood. We recognize one possible practical limitation of this study, which was the small number of participants, particularly older ones [36]. This suggests further work to be done in this area.

Islam et al [37] examined many mobile apps designed specifically for COVID-19. They classified the apps into various categories, such as remote assistance, patient monitoring, current status, COVID-19 prevention, COVID-19 control, communication support, and treatment services. None of these apps, however, directly emphasized training in self-care skills [37]. MyShield addresses this gap; it does so by directly focusing on the training of self-care skills. Thus, MyShield can be particularly useful in lower-income and underdeveloped countries, since studies have shown their citizens do not pay as much attention to training self-care skills [15]. This may result from many social and economic factors, even though this is perhaps the least expensive way to improve a society’s condition, particularly in the case of COVID-19 [14,18]. The impact ratings of the MyShield app indicate that it can improve people’s self-care skills by providing credible educational materials and enhancing citizens’ motivation to maintain their physical health and personal hygiene during the COVID-19 era.

According to our research, MyShield’s ease of use rating reached 89.5%, a value suggesting that the app is easy to use. This includes easy learning, proper organization of information, and convenient access to information, features that many studies have emphasized are of crucial importance. Indeed, as other researchers have shown, ease of use strongly affects users’ perception of mHealth services [38-40]. Various studies have found that important items for assessing the quality of mHealth apps include information management, navigation consistency, guidelines, user interface design, error prevention, user control, freedom, performance speed, medical features, and content validity [41-44].

MyShield’s strength is in its interface, which had a satisfaction rating of 95.9%. According to the participants, the app organized information well, displayed progress, provided health information in a comprehensive manner, and let its users perform all its functions in an appropriate way. Access to health care services and educational materials is a unique feature of health apps [18,45-47]. MyShield was also rated well in these areas by the participants, who reported that they had no problems with accessing educational materials, tracking their own activities, and performing self-assessment.

The MAUQ results showed that the app met the health and care needs of individuals and helped them to improve their self-care skills by providing them with relevant information. We consider that such a systematic approach, taking into account people’s needs and limitations, reaches far beyond the confines of many contributions of COVID-19 self-care apps.

Limitations

The study had a small number of participants. The number, however, was large enough to represent the app’s user groups in aspects such as education, gender, and age. However, we could have specifically included more older participants, most of whom are unfamiliar with health care apps on smartphones. This would have required a much larger study group. Our study designed the app specifically to address the needs of underdeveloped countries, but we conducted our survey in Iran, a more developed country than the target audience of this app. However, most participants—selected through purposive sampling—had little knowledge about self-care, so they can be considered a fair representation of people from underdeveloped countries.

Another limitation was the length of time (45 days) during which the participants had the opportunity to use MyShield. Budget limitations prevented us from extending the study beyond 45 days. Perhaps if the participants used the MyShield app for a longer period of time, the self-care inventory would have improved. In addition, the app was available for Android only, automatically excluding all iOS (ie, Apple) users. A future study may address these issues.

Conclusion

This study demonstrates that using a standalone mobile app based on a standard educational model can improve people’s self-care skills. Improving self-care skills in underdeveloped countries with mobile health apps is a rather simple, inexpensive, and effective solution. It does, however, require a way to reach people and to convince them to use such an app. We consider that the design and development of MyShield can be used as a practical and realistic model for the development of mHealth.
According to our findings, standard educational models combined with existing designs (e.g., user-centered or interactive designs) for mobile health apps can meet most requirements of mobile educational apps. As our research shows, MyShield can help people from both underdeveloped and developing countries, where the fight against COVID-19 is particularly difficult due to economics. We developed MyShield using a special educational design method to enable people to better learn to improve their self-care skills, thus helping to better protect themselves against COVID-19.
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Abstract

Background: Calorimetry is both expensive and obtrusive but provides the only way to accurately measure energy expenditure in daily living activities of any specific person, as different people can use different amounts of energy despite performing the same actions in the same manner. Deep learning video analysis techniques have traditionally required a lot of data to train; however, recent advances in few-shot learning, where only a few training examples are necessary, have made developing personalized models without a calorimeter a possibility.

Objective: The primary aim of this study is to determine which activities are most well suited to calibrate a vision-based personalized deep learning calorie estimation system for daily living activities.

Methods: The SPHERE (Sensor Platform for Healthcare in a Residential Environment) Calorie data set is used, which features 10 participants performing 11 daily living activities totaling 4.5 hours of footage. Calorimeter and video data are available for all recordings. A deep learning method is used to regress calorie predictions from video.

Results: Models are personalized with 32 seconds from all 11 actions in the data set, and mean square error (MSE) is taken against a calorimeter ground truth. The best single action for calibration is wipe (1.40 MSE). The best pair of actions are sweep and sit (1.09 MSE). This compares favorably to using a whole 30-minute sequence containing 11 actions to calibrate (1.06 MSE).

Conclusions: A vision-based deep learning energy expenditure estimation system for a wide range of daily living activities can be calibrated to a specific person with footage and calorimeter data from 32 seconds of sweeping and 32 seconds of sitting.

(JMIR Form Res 2022;6(9):e33606) doi:10.2196/33606
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Introduction

Background

The ability to measure energy expenditure is important in a wide variety of settings. Examples range from sports training [1] to diabetes and cardiovascular disease monitoring [2]. Of particular interest is obesity management, where the amount of activity found in sedentary people at work and in the home can make a large difference to their overall fitness [3], especially when energy expenditure that is not due to exercise is taken into account [4]. The most accurate ways to measure person-specific energy expenditure are to use a sealed chamber [5] or indirect calorimetry [6]. However, other than the upfront costs and time with such equipment, they are also intrusive and cumbersome when used for a significant length of time, and they require expert installation. Further, they are unsuitable for long-term deployment in homes (eg, for health monitoring applications), whether for large scale studies or for individual cases.

In the absence of such accurate measurements, clinicians have used metabolic equivalent task (MET) tables [7,8] as an approximation, where each action has an associated energy...
expends this can be a time-consuming process, especially for a long sequence containing multiple activities, as each activity must be manually assigned start and end times. However, most importantly, METs are highly inaccurate compared to calorimetry. Hence, other approaches have sought to bridge the accuracy gap, while also reducing the burden on clinicians and annotators. For example, wearables have been explored as a cheaper, less intrusive, and more portable alternative [9-16] with improved results over METs. Large-scale home monitoring systems [17-19] have started to provide enough data to investigate computer vision approaches [20-22], which are cheap, much less intrusive, and more accurate. This provides the opportunity to extend the monitoring of energy consumption from stationary work environments [23-25], where variation between different people cannot be accurately captured by self-reporting.

The main problem with noncalorimeter-based approaches is that they still offer a general model only. That is, they will provide the same energy expenditure estimation for 2 individuals carrying out an action in a similar way, even though they may be using different amounts of energy.

Our aim is to estimate energy expenditure from observations of a person’s physical movement. To this end, we train a deep learning model using footage of participants wearing calorimeters. Traditionally, deep learning methods have required a vast amount of data to personalize [26,27]. However, we exploit recent advances that can adapt general models to specific tasks [28-32] and determine which small set of actions is best suited to personalizing a general model. This will reduce the amount of calorimeter time per participant necessary for model personalization and will demonstrate that vision-based deep learning models are suitable for use in real-world settings. This is the first time in the literature a personalized vision-based energy expenditure estimation training regime has been addressed. On a more fundamental level, determining which actions are most suitable for fine-tuning a deep neural network can also give an indication about which types of activity are necessary to indicate a person’s calorific profile. The approach introduced in this paper will be of practical use in many fields that monitor energy expenditure, such as sports training [1], nutrition [33], obesity management [34,35], and so on.

## Materials

For this study, we used the SPHERE (Sensor Platform for Healthcare in a Residential Environment) Calorie data set [36]. We briefly recap the key properties here before explaining our neural network approach to provide personalized energy expenditure estimations.

## Data Collection

A total of 10 participants performed a variety of daily living activities while using a K4b2 (COSMED) calorimeter. The activities consisted of the following: *stand, sit, walk, wipe, vacuum, sweep, lie, exercise, stretch, clean, and read*. The participants are filmed using an off-the-shelf RGB-D (Red, Green, Blue plus Depth) sensor, and the video footage is pseudonymized by extracting silhouettes [37]. In total, 4.5 hours of footage at 30 frames per second and calorimeter data are available. To obtain a ground truth label for each video frame, calorimeter data are interpolated between each breath reading.

## Methods

### Ethics Approval

No ethics approval was required for this study, as we only used publicly available anonymized data for the purpose it was designed for.

### Overview

In this section, we will use our recently developed deep learning method [30] and provide a brief overview. Deep learning models consist of a neural network architecture, which processes a data stream (to give the energy expenditure estimation in our case) with an associated training regime to adapt a randomly initialized model to the desired task—often referred to as a learned model.

### Architecture

Deep neural network video architectures typically consist of 2 subnetworks, which are as follows: (1) a spatial subnetwork to extract useful features from each video frame—this part is necessary as the type of action currently being performed and the participant’s body position can be an indicator of how much energy they are consuming. This is the convolutional neural network (Figure 1). Specifically, ResNet-18 [38] with pretrained ImageNet [39] weights is used; and (2) a temporal subnetwork to combine features extracted from each frame and to use this information to make an estimation—this part is necessary because just using 1 video frame is insufficient for energy consumption estimation; how fast participants move as well as their previous behavior and actions can have a great effect and must therefore be considered. For this stage, we deploy a temporal convolutional network [40] (Figure 1).

These 2 subnetworks are trained jointly (in this paper, we refer to this combined architecture as the “network”), so they can learn to specialize short- or long-term observations effectively. Previous works have shown that around 30 seconds of video footage is required to accurately regress calorie values [21,36] as previous activity affects the current calorimeter reading. Thus, we take advantage of an architecture that uses the spatial subnetwork to observe at 1 frame per second and a temporal subnetwork to combine 30 seconds worth of spatial subnetwork features.
Figure 1. Neural network architecture for processing silhouette video streams, consisting of a convolutional neural network (CNN) for extracting frame features and a temporal convolutional network (TCN) for combining frame features over a period of 30 seconds. To achieve an initialization that can be quickly adapted to unseen participants, the main training objective is to minimize the calorie loss while maximizing the person loss. Seq: sequence.

Training

Given an architecture to process the video data, along with silhouette videos and calorimeter readings, a training regime is required to learn from examples in a training set. As a large amount of data is usually required to train a neural network [26,27], they are often “pretrained” on a related large data set, then “fine-tuned” on the data set being used. However, in the case of learning a personalized model, the data requirements are still too large to be used for conventional fine-tuning. Thus, we use our recently developed few-shot (otherwise known as “meta-learning” or “learning to learn”) technique [30], which aims to learn a model that can be fine-tuned with very little amount of data.

Instead of optimizing the estimation of the current network, the training process optimizes the estimation of the network after it has been fine-tuned to a random participant from the training set, while an adversarial component aims to make the initialization agnostic to the participants in the training set. Figure 2 provides an illustration of this process. Specifically, it shows that first, a small “task” is constructed from the training set, containing a small amount of silhouette video and associated calorimeter readings. Subsequently, 2 copies of the network initialization (ie, primary weights) are taken, which are named the task specialization and adversarial weights. The task specialization network is fine-tuned for a small number of iterations and becomes well suited to the current task. The adversarial weights are combined with an adversarial classifier, which are trained to predict which participant is used for this specific task. However, during this part, the gradients between the adversarial classifier and adversarial weights are negated. This means that as the adversarial classifier becomes better at classifying the person, the adversarial weights lose the ability to classify the person (ie, they become person agnostic). The task specialization and adversarial weights are finally merged back into the primary set of weights, and the process repeats with a different task. This process results in a set of primary weights that are agnostic to the participants in the training set yet are well suited to fine-tuning to unseen participants (Figure 2). For evaluation on an unseen participant, the primary set of weights are fine-tuned using a small amount of data from the unseen participant, and the adversarial component is not required because we want the evaluation network to be personalized to the evaluation participant.

Figure 2. Visualization of our data pipeline used to train and fine-tune a neural network, which is then used to provide personalized energy expenditure estimations from video.
Results

Overview
In this section, we outline our experiments and their results. Our aim is to find a network fine-tuning procedure that requires the minimum amount of data. In practice, this means less participant, clinician, and calorimeter time is required to personalize an energy expenditure model.

Experimental Setup
A leave-one-out cross validation is used. In other words, 9 participants are used to train the model, and the 10th is used for evaluation. This process is repeated for each participant. To provide context to our results, we compare them against the following baselines: (1) MET value, which is calculated using expert labelled action start and end times; (2) no fine-tuning, which is a general model baseline as it can only make estimations with information learned from participants not being evaluated on; (3) fine-tune on one whole sequence of the participant the model is being personalized to—here, much more data are available to fine-tune than for the rest of our experiments, so this represents an upper bound for performance. The average length of a sequence is 30 minutes; (4) comparison with the work that introduces the meta-learning method in this paper [30], but only fine-tuned on the start of a sequence that contains frames without action labels; and (5) fine-tune using data from all 11 actions (32 seconds per action). This shows that standard training or fine-tuning fails with small amounts of data, even if fine-tuned with examples from all actions.

Mean square error (MSE) of the neural network estimation against the ground truth calorimeter reading is used as the evaluation metric. Note that an error is calculated for every video frame (but the model will have seen the previous 30 seconds of video to make this prediction).

There are 2 long (20-30 minutes) sequences per participant. For all experiments, the network is fine-tuned using data from sequence 1 and evaluated on sequence 2 and vice versa. This ensures that no data for evaluation have been seen during training or fine-tuning.

Single-Action Personalization
To fine-tune to the participant being used for evaluation, 60 video clips are used. As we are assessing how well the model personalizes using a single action, these 60 clips are taken from a 32-second block of video where the fine-tuning action first appears. Each clip contains 30 uniformly sampled frames from 30 seconds of video (ie, sampling 1 frame every second). Given 32 seconds of video at 30 frames per second, there are 32*30=960 frames. The first video clip uses frames 1, 31, ..., 901. The second video clip uses frames 2, 32, ..., 902, and so on.

The first row of Table 1 shows the results of fine-tuning on each action compared against the baselines listed above. We can see that 32 seconds of wipe is best for learning a personalized calorific profile. However, it is still short of the upper bound on performance. The model fine-tuned on a whole video sequence has an MSE of 1.06 compared to 1.40 for wipe.
**Multiple Action Personalization**

With the hypothesis that a broader range of actions provides a better calorific profiling of a person, we deploy multiple actions to fine-tune. This is motivated by the example in Figure 3 and the associated single-action personalization results, where fine-tuning on a whole sequence outperforms models fine-tuned on any single action. For the following experiments, we compare every pair of actions. For each action, the same amount of footage is available to fine-tune as there was in the previous experiments (ie, 32 seconds). Table 1 also shows the results of all 2-action combinations averaged per participant. To verify that any improvement is not just due to an increase in fine-tuning data (ie, 64 seconds from 2 actions compared to 32 seconds from 1), we include single-action results with the larger 64 seconds of fine-tuning data.

The best performing pair (sweep and sit) has an MSE of 1.09, which outperforms the best single-action pair (wipe, MSE 1.40). It is also very close to the whole sequence baseline, despite using much less data (64 seconds compared to 30 minutes).

An example of multiple-action fine-tuning is given in Figure 4, for which the whole sequence model performs the worst. The best single (wipe) and pair (sweep and sit) fine-tuned models are shown alongside models fine-tuned on the whole sequence and with all actions (32 seconds per action).

Finally, Table 2 details the baselines, single-action results, and selected double-action results for each person individually.
Figure 3. Example energy expenditure estimations from silhouettes (recorded at 30 frames per second) using single action fine-tuning. The top example shows a success case where a model fine-tuned using only 32 seconds of wipe outperforms the whole sequence baseline, and that stretch is not a good action to use. The bottom example shows a failure case, where the models fine-tuned on a single action do not adapt to the period of high energy expenditure toward the end of a sequence. Seq: sequence.

Figure 4. An example sequence of silhouettes and energy expenditure estimations. Here, the best pair of actions for calibration across all participants is compared against the best single action, a whole video sequence to calibrate, and shorter footage from every action. Seq: sequence.
Table 2. Mean square error of baselines and single- and selected double-action fine-tuned models. The results are shown for each participant (“Pn”) individually along with the average over all participants. A blank entry indicates the action was not in video sequence used for fine-tuning.

<table>
<thead>
<tr>
<th>Actions</th>
<th>Participants</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P1</td>
<td>P2</td>
</tr>
<tr>
<td><strong>Baselines</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MET&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2.19</td>
<td>2.56</td>
</tr>
<tr>
<td>Before train only</td>
<td>1.38</td>
<td>0.82</td>
</tr>
<tr>
<td>All (whole sequence)</td>
<td>0.60</td>
<td>0.54</td>
</tr>
<tr>
<td>All (32s/action)</td>
<td>0.85</td>
<td>0.41</td>
</tr>
<tr>
<td>Sequence start [30]</td>
<td>0.29</td>
<td>0.58</td>
</tr>
<tr>
<td><strong>Single action</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stand</td>
<td>0.53</td>
<td>0.67</td>
</tr>
<tr>
<td>Sit</td>
<td>0.49</td>
<td>0.92</td>
</tr>
<tr>
<td>Walk</td>
<td>0.80</td>
<td>0.53</td>
</tr>
<tr>
<td>Wipe</td>
<td>0.29</td>
<td>1.56</td>
</tr>
<tr>
<td>Vacuum</td>
<td>0.79</td>
<td>0.63</td>
</tr>
<tr>
<td>Sweep</td>
<td>1.01</td>
<td>0.57</td>
</tr>
<tr>
<td>Lie</td>
<td>1.52</td>
<td>0.70</td>
</tr>
<tr>
<td>Exercise</td>
<td>1.56</td>
<td>0.76</td>
</tr>
<tr>
<td>Stretch</td>
<td>5.93</td>
<td>46.52</td>
</tr>
<tr>
<td>Clean</td>
<td>1.17</td>
<td>2.15</td>
</tr>
<tr>
<td>Read</td>
<td>2.05</td>
<td>1.35</td>
</tr>
<tr>
<td><strong>Action pairs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweep/sit</td>
<td>0.96</td>
<td>0.67</td>
</tr>
<tr>
<td>Lie/sit</td>
<td>0.61</td>
<td>0.53</td>
</tr>
<tr>
<td>Vacuum/stand</td>
<td>0.87</td>
<td>0.57</td>
</tr>
<tr>
<td>Vacuum/wipe</td>
<td>0.48</td>
<td>0.64</td>
</tr>
<tr>
<td>Sweep/wipe</td>
<td>0.60</td>
<td>0.59</td>
</tr>
<tr>
<td>Wipe/wipe</td>
<td>0.57</td>
<td>0.95</td>
</tr>
<tr>
<td>Stretch/exercise</td>
<td>2.83</td>
<td>2.19</td>
</tr>
<tr>
<td>Clean/stretch</td>
<td>5.01</td>
<td>5.39</td>
</tr>
<tr>
<td>Stretch/lie</td>
<td>1.78</td>
<td>9.14</td>
</tr>
<tr>
<td>Stretch/stand</td>
<td>1.72</td>
<td>2.63</td>
</tr>
</tbody>
</table>

<sup>a</sup>MET: metabolic equivalent task.
<sup>b</sup>Best baseline.
<sup>c</sup>Best single action.
<sup>d</sup>Blank entries indicate the action was not in the video sequence used for fine-tuning.
<sup>e</sup>Best action pair.

Discussion

**Single or Pair Difference**

The results presented above raise several points for discussion. Perhaps the most important is why the best single action to fine-tune with (wipe) is not part of the best pair to fine-tune with (sweep and sit). Given a distribution of calorimeter or silhouette sequences (which contain a wide variety of actions and calorific profiles), we would expect fine-tuning with 1 action to cover the middle of this distribution. If 2 actions are available, then each can be representative of more extreme parts of the energy expenditure or silhouette distribution while still adequatly covering the middle of the distribution; 2 actions outperforming 1 corresponds to this intuition.
Action Variation

Another interesting observation is that there is a large amount of variation when fine-tuning using different actions. For example, fine-tuning using stretch is much worse than any other single action (17.85 MSE compared to the baseline 1.06 and second worst 6.77). One possible reason is that a participant stretching produces very different silhouettes compared to any of the other actions they perform. If a model is fine-tuned using these silhouettes, it has been conditioned to very different data compared to the other actions and thus gives bad estimations. A similar effect can be seen with exercise, which has less extreme but different silhouettes (6.77 MSE). This reasoning also applies to specific actions outperforming models fine-tuned on the sequence start. The sequence start may not provide enough information about a participant’s calorific profile for the fine-tuned model to work well across a wide variety of actions.

Participant Variation

There is also a difference in how all methods perform on specific participants. In particular, all models struggle on P10, with even the model fine-tuned on a whole sequence giving an MSE of 2.02. This is unlikely to be caused by visual differences (in the way that models fine-tuned on stretch are) as all actions perform poorly. Rather, it is most likely due to P10 having a calorific profile, which is very dissimilar to those found in all the other participants and could possibly be remedied by collecting data from more participants to use during the training of the initialization.

Conclusion

In this paper, we showed that a personalized calorie expenditure model that is more accurate than other existing techniques (bar intrusive calorimetry devices) is possible using a vision-based deep learning technique. The method can be personalized and can perform indefinitely in clinical and home environments after just 64 seconds of calorimeter calibration.

Our method uses a state-of-the-art deep learning technique, which learns an initialization from a data set containing calorimeter readings of footage from multiple participants. The initialization can then be adapted quickly to a participant unseen in the training set with footage and calorimeter readings of them sweeping for 32 seconds and sitting for 32 seconds. This personalized model outperforms the general models that have been used in the past.

The method outlined in this paper provides some benefits. It is suitable for long-term continuous monitoring of energy expenditure in daily living scenarios and environments as it is noninvasive and does not require any change to participant behavior. It requires very little expensive clinician and calorimeter time to personalize, and it only needs a relatively cheap RGB-D sensor. Further, it does not require any human annotation of actions or activities after recording has finished.
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Abstract

Background: With the increased popularity of mobile menstrual tracking apps and boosted Facebook posts, there is a unique opportunity to recruit research study participants from across the globe via these modalities to evaluate women’s health. However, no studies to date have assessed the feasibility of using these recruitment sources for epidemiological research on ovulation and menstruation.

Objective: The objective of this study was to assess the feasibility of recruiting a diverse sample of women to an epidemiological study of ovulation and menstruation (OM) health (OM Global Health Study) using digital recruitment sources. The feasibility and diversity were assessed via click and participation rates, geographic location, BMI, smoking status, and other demographic information.

Methods: Participants were actively recruited via in-app messages using the menstrual tracking app Clue (BioWink GmbH) and a boosted Facebook post by DivaCup (Diva International Inc.). Other passive recruitment methods also took place throughout the recruitment period (eg, email communications, blogs, other social media). The proportion of participants who visited the study website after viewing and clicking the hypertext link (click rates) in the in-app messages and boosted Facebook post and the proportion of participants who completed the surveys per the number of completed consent and eligibility screeners (participation rates) were used to quantify the success of recruiting participants to the study website and study survey completion, respectively. Survey completion was defined as finishing the pregnancy and birth history section of the OM Global Health Study questionnaire.

Results: The recruitment period was from February 27, 2018, through January 24, 2020. In-app messages and the boosted Facebook post were seen by 104,000 and 21,400 people, respectively. Overall, 215 participants started the OM Global Health Study survey, of which 140 (65.1%), 39 (18.1%), and 36 (16.8%) participants were recruited via the app, the boosted Facebook post, and other passive recruitment methods, respectively. The click rate via the app was 18.9% (19,700 clicks/104,000 ad views) and 1.6% via the boosted Facebook post (340 clicks/21,400 ad views.) The overall participation rate was 44.6% (198/444), and the average participant age was 21.8 (SD 6.1) years. In terms of geographic and racial/ethnic diversity, 91 (44.2%) of the participants resided outside the United States and 147 (70.7%) identified as non-Hispanic White. In-app recruitment produced the most
geographically diverse stream, with 44 (32.8%) of the 134 participants in Europe, 77 (57.5%) in North America, and 13 (9.8%) in other parts of the world. Both human error and nonhuman procedural breakdowns occurred during the recruitment process, including a computer programming error related to age eligibility and a hacking attempt by an internet bot.

Conclusions: In-app messages using the menstrual tracking app Clue were the most successful method for recruiting participants from many geographic regions and producing the greatest numbers of started and completed surveys. This study demonstrates the utility of digital recruitment to enroll participants from diverse geographic locations and provides some lessons to avoid technical recruitment errors in future digital recruitment strategies for epidemiological research.

(Online Multimodal Recruitment: OM Health Study) doi:10.2196/39046
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Introduction

Increased access to the internet via smartphones allows individuals to obtain information to better understand their menstrual cycles via social media, content-specific blogs, and mobile health apps. As of 2021, 93% of individuals in the United States use the internet. This usage is consistent across racial/ethnic groups, with 91% of Black Americans, 93% of White Americans, and 95% of Hispanic Americans using the internet [1]. In January 2018, 95% of Americans owned a mobile phone and 77% of those owned a smartphone. These numbers have steadily increased. In February 2021, 97% of Americans owned a mobile phone and 85% owned a smartphone [2]. Not only has access to these devices increased, but as of 2020, there were more than 300 reproductive health apps in the Apple App and Google Play Stores largely targeting women of childbearing age [3]. In this paper, we refer to individuals who menstruate as “women,” but we acknowledge that not all of those who menstruate identify as women. In 2019, the 5 most popular mobile menstrual tracking apps, according to obstetricians/gynecologists interviewed for an article in Women’s Health, were Clue (BioWink GmbH), Flo (Flo Health Inc.), Ovia Fertility (Ovia Health), Eve by Glow (Glow Inc), and MagicGirl [4]. Recruitment via mobile menstrual tracking apps presents unique opportunities to advance epidemiological research on menstruation [5,6].

Researchers are beginning to take advantage of health apps and online platforms, including blogs, for recruitment of study participants [7]. In particular, the use of boosted Facebook posts for recruitment to health research is increasing in popularity, and recent studies have examined their use to recruit for clinical trials [8,9] and hard-to-reach populations [10]. Hard-to-reach populations include those who are traditionally underrepresented in research studies, such as people from racial/ethnic minorities [11] and rural populations [12]. The feminine hygiene market has an estimated worth of US $35.4-$40 billion [13] and presents an exciting opportunity to recruit a large, diverse, and global population of individuals who menstruate in order to better understand the factors that may impact the hypothalamic-pituitary-ovarian axis. Similarly, the women’s health app market is estimated to be worth US $20.8 billion [14]. However, studies assessing the utility of these sources for recruitment to epidemiological research on ovulation and menstruation (OM) are lacking.

The ovulation and menstruation study (OM Global Health Study) recruited individuals from the mobile menstrual tracking app Clue and a boosted Facebook post by DivaCup (Diva International Inc). Clue is a menstrual tracking app that was founded in 2013 by the Berlin-based company BioWink GmbH. It has over 12 million users from 190 different countries [15] and is considered to have 1 of the largest user bases worldwide among reproductive health apps [3]. Founded in 2001, Diva International Inc. is a Canadian menstrual care company that sells its menstrual cups in over 35 countries [16] and maintains engagement with its consumer base via its social media accounts, blog, and newsletter communications.

Previous research, such as that by Fenner et al [17], Wise et al [18], and Mahalingaiah et al [19], are examples of studies that recruited women through various digital modalities. Fenner et al [17] ran Facebook advertisements over a 5-month period targeting women in Victoria, Australia [17]. Wise et al [18] described recruitment for the Pregnancy Study Online (PRESTO) study over a 99-week period via internet ads, word of mouth, and flyers [18]. Lastly, in a cohort description paper among the first 10,000 participants in the Apple Women’s Health Study, multiple digital recruitment modalities were used [19].

The objective of this study was to assess the feasibility of recruiting a geographically diverse sample of women to an epidemiological study of OM health via digital recruitment. Feasibility and diversity were assessed via click and participation rates, geographic location, BMI, smoking status, and other demographic information about study participants.

Methods

OM Health Study

The OM Health Study is the umbrella study that includes the OM Health Pilot Study and the current OM Global Health Study. The OM Health Study was designed to advance our understanding of factors that promote menstrual health and awareness. Details regarding its health and lifestyle survey
instrument and pilot launch within the United States have been previously described [20,21].

**Ethical Considerations**

Participants provided informed consent to take part in the study. The web-based consent form included questions used to determine a participant’s interest in the current study, follow-up surveys, future studies, and contributing biospecimens. The parent study was approved by the Boston University Medical Campus Institutional Review Board (ID: IRB H-35075). De-identified study data were approved for analysis by the Harvard University Institutional Review Board (ID: IRB20-0638).

**Participant Recruitment**

A timeline of participant recruitment into the OM Global Health Study is displayed in Figure 1, and materials used to recruit participants are displayed in Figure 2. Participants were recruited online via 3 recruitment streams. The first was a DivaCup-boosted Facebook post including language related to a diagnosis of polycystic ovary syndrome (PCOS; “boosted Facebook post recruitment”) that was deployed on the DivaCup Facebook page on February 28, 2018 (Figure 2a). A boosted Facebook post is an ad that is created from posts on a Facebook page and is intended to create new user engagement and increase current user interactions [22]. The second stream comprised Clue in-app messages (“app recruitment”). In-app messages were sent to a subset of Clue users who were born after 2001, had the app language set to English, and had not received a survey from Clue within the past 60 days. Additionally, this subset comprised Clue users who opened the app during August 6-19, 2019 (Figure 2b). A third stream included other online passive recruitment study materials between February 27, 2018, and January 24, 2020 (Figure 2c). The other stream (“other passive recruitment”) consisted of posts on the OM Global Health Study’s social media accounts (LinkedIn, Twitter, and Facebook); DivaCup’s social media accounts, blog, or newsletter; or the Boston University Medical Campus weekly email blast that is sent to faculty, staff, and students. Passively recruited individuals were those who engaged with the other passive recruitment materials and those who may have encountered the study website on their own. To be eligible for the OM Global Health Study, individuals were required to be aged 18-44 years, not be currently pregnant, have no history of chemotherapy radiation or surgical menopause, and have a valid email address. The recruitment approach was split into 2 separate communications. Participants were given the link to the Research Electronic Data Capture (REDcap; Vanderbilt University)–administered survey and went through the consent and screener first. If they were eligible, they then received an email with an individualized link to the survey to continue their participation in the study.

**Figure 1.** Timeline of digital recruitment. Note: Vertical red lines denote when active recruitment events (boosted Facebook post and in-app messages) occurred.
Recruitment and Participation Metrics
Click rate metrics were calculated to quantify the interest of potential participants for the OM Global Health Study website from the discrete recruitment events (ie, DivaCup and Clue). Click rate metrics were defined for the boosted DivaCup Facebook post and Clue in-app messages as the number of clicks per the number of ad views as reported by Facebook metrics and the number of clicks per in-app message views as reported by Braze customer engagement software for Clue, respectively.

Overall participation rates were calculated and defined as the number of completed surveys per number of completed consents and eligibility screeners. Survey completion was defined as survey completion per number of initiated surveys. Initiated consents attributed to nonhuman engagement were excluded. We defined nonhuman engagement as survey forms that appeared to be initiated by a web app security scanner. Geographic, demographic, and health-related characteristics of participants who started the survey were evaluated using SAS 9.4 (SAS Institute).

Results
Recruitment and Enrollment
The click rate was 18.9% (19,700 clicks/104,000 ad views) via the Clue app and 1.6% via the boosted Facebook post (340 clicks/21,400 ad views). Overall, 215 individuals started the survey, of whom 140 (65.1%), 39 (18.1%), and 36 (16.8%) were recruited via the app, the boosted Facebook post, and other passive recruitment methods, respectively (Table 1). The first participant enrolled on February 27, 2018, and the last participant enrolled on September 22, 2019. Upticks in cumulative enrollment coincided with the deployment of the boosted Facebook post and in-app messages (Figure 1). The survey completion rate was 92.1% (198 completed per 215 started).

A total of 1466 consents and 856 eligibility screeners were completed, resulting in 444 consented and eligible individuals. Among those screened for eligibility (N=856), individuals were excluded if they were under 18 years of age (n=355, 41.5%), did not provide an email address (n=19, 2.2%), or were no longer menstruating (n=38, 4.4%). All those excluded because they were underage were recruited via the app. Of those who were recruited via the app (N=140) and provided a reason for nonparticipation in the eligibility screener (n=69, 49.3%), 64 (92.8%) reported the reason was their age and 52 (75.4%) specifically stated they were under the age of 18 years. The highest number of consents (n=2750, 46.2%) was initiated by an internet bot started on September 7, 2019; none of these progressed past the eligibility screener and were thus unable to start and complete the survey. Thus, the participation rate for the survey was 44.6% (198/444).
Table 1. Derivation of final study population and recruitment metrics by recruitment stream.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Overall, N</th>
<th>Boosted Facebook post</th>
<th>In-app messages</th>
<th>Other passive recruitment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date(s) of recruitment</td>
<td>February 27, 2018 - January 24, 2020</td>
<td>February 28, 2018</td>
<td>August 6, 2019 - August 19, 2019</td>
<td>February 27, 2018 - January 24, 2020</td>
</tr>
<tr>
<td>Ad views, n (%)</td>
<td>125,400 (100)</td>
<td>21,400 (17.2)</td>
<td>104,000 (82.8)</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Ad clicks, n (%)</td>
<td>20,110 (100)</td>
<td>340 (1.7)</td>
<td>19,770 (98.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Consent, n (%)</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Excluded: internet bot</td>
<td>2750 (100)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Initiated</td>
<td>1755 (100)</td>
<td>74 (4.2)</td>
<td>1598 (91.1)</td>
<td>83 (4.7)</td>
</tr>
<tr>
<td>Completed</td>
<td>1446 (100)</td>
<td>73 (5.1)</td>
<td>1293 (89.4)</td>
<td>80 (5.5)</td>
</tr>
<tr>
<td>Eligibility screener, n (%)</td>
<td>355 (100)</td>
<td>0</td>
<td>355 (100)</td>
<td>0</td>
</tr>
<tr>
<td>Excluded: no longer menstrating</td>
<td>38 (100)</td>
<td>20 (52.6)</td>
<td>2 (5.3)</td>
<td>16 (42.1)</td>
</tr>
<tr>
<td>Excluded: email address not provided</td>
<td>19 (100)</td>
<td>0</td>
<td>19 (100)</td>
<td>0</td>
</tr>
<tr>
<td>Completed</td>
<td>856 (100)</td>
<td>68 (7.9)</td>
<td>724 (84.6)</td>
<td>64 (7.5)</td>
</tr>
<tr>
<td>Eligible and consented</td>
<td>444 (100)</td>
<td>48 (10.8)</td>
<td>348 (78.4)</td>
<td>48 (10.8)</td>
</tr>
<tr>
<td>OM&lt;sup&gt;b&lt;/sup&gt; Global Health Survey, n (%)</td>
<td>215 (100)</td>
<td>39 (18.1)</td>
<td>140 (65.1)</td>
<td>36 (16.8)</td>
</tr>
<tr>
<td>Completed</td>
<td>198 (100)</td>
<td>37 (18.7)</td>
<td>128 (64.6)</td>
<td>33 (16.7)</td>
</tr>
<tr>
<td>Recruitment metrics</td>
<td>N/A</td>
<td>1.6% (340/21,400)</td>
<td>18.9% (19,700/104,000)</td>
<td>N/A</td>
</tr>
<tr>
<td>Click rate (clicks/views)</td>
<td>44.6% (198/444)</td>
<td>77.1% (37/48)</td>
<td>36.8% (128/348)</td>
<td>68.8% (33/48)</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.
<sup>b</sup>OM: ovulation and menstruation.

**Participant Characteristics**

The average age of the 215 participants who started the survey was 21.8 (SD 6.1) years. The average age of the participants was 28.8 (SD 6.3) years for the boosted Facebook post and 28.0 (SD 5.8) years for other passive recruitment. Due to the programming misspecification in the Clue app, only participants who reported that they were aged 18 years were notified about the study; thus, the average age was 18.3 (SD 1.1) years among Clue recruits (Table 2). Approximately, 119 (60%) of the 198 participants who started and completed the survey were 18 years old.

In terms of racial/ethnic diversity, 147 (70.7%) of the participants overall identified as non-Hispanic White, 35 (16.8%) more than one race/ethnicity, 10 (4.8%) Hispanic, 6 (2.9%) Asian, 4 (1.9%) Black, 4 (1.9%) Middle Eastern, and 2 (1.0%) other race/ethnicity. Overall, 123 (59.4%) of the participants had a high school education or less. In addition, 62 (29.8%) participants did not know their household income, 34 (16.4%) preferred not to answer, and the remaining majority (n=51, 24.5%) fell within the US $25,000-$74,999 income range, while 33 (15.9%) reported a household income of US $100,000 or more. Regarding health-related characteristics, the prevalence of smoking at least 100 cigarettes over their lifetime was 11.3% (n=22), and 31 (15.2%) and 49 (24.0%) of the participants were classified as overweight (BMI=25-29.9 kg/m<sup>2</sup>) and obese (BMI≥30.0 kg/m<sup>2</sup>), respectively. Overall, 104 (51.0%) reported having ever used a hormonal contraceptive, and 87 (43.3%) rated their health as good. There were no notable differences in demographic characteristics by survey completion status (Multimedia Appendix 1, Table S1). The prevalence of health characteristics is presented in Multimedia Appendix 1 (Table S2), and that of health characteristics among those 18 years old is presented in Multimedia Appendix 1 (Table S3). Of note, prevalence within the entire cohort versus those 18 years old was 22.7% and 3.4% for PCOS, 18.7% and 12.7% for gastroesophageal reflux disease (GERD), 21.2% and 23.7% for eating disorders, 3.5% and 3.4% for diabetes, 38.4% and 33.9% for depression, and 44.9% and 46.6% for anxiety, respectively.
### Table 2. Demographic and health-related characteristics of participants, overall and by recruitment stream (N=215).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall (N=215)</th>
<th>Boosted Facebook post (n=39)</th>
<th>In-app messages (n=140)</th>
<th>Other passive recruitment (n=36)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD; range)</strong></td>
<td>21.8 (SD 6.1; 18-44)</td>
<td>28.8 (SD 6.3; 18-44)</td>
<td>18.3 (SD 1.1; 18-26)</td>
<td>28.0 (SD 5.8; 18-43)</td>
</tr>
<tr>
<td><strong>Residence</strong>, n (% )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia</td>
<td>8 (3.9)</td>
<td>0</td>
<td>6 (4.5)</td>
<td>2 (5.7)</td>
</tr>
<tr>
<td>Australia</td>
<td>4 (1.9)</td>
<td>0</td>
<td>4 (3.0)</td>
<td>0</td>
</tr>
<tr>
<td>Europe</td>
<td>46 (22.3)</td>
<td>2 (5.4)</td>
<td>44 (32.8)</td>
<td>0</td>
</tr>
<tr>
<td>North America (outside the United States)</td>
<td>29 (14.1)</td>
<td>12 (32.4)</td>
<td>15 (11.2)</td>
<td>2 (5.7)</td>
</tr>
<tr>
<td>South America</td>
<td>4 (1.9)</td>
<td>1 (2.7)</td>
<td>3 (2.2)</td>
<td>0</td>
</tr>
<tr>
<td>United States</td>
<td>115 (55.8)</td>
<td>22 (59.5)</td>
<td>62 (46.3)</td>
<td>31 (88.6)</td>
</tr>
<tr>
<td><strong>Race/ethnicity, n (% )</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White (non-Hispanic)</td>
<td>147 (70.7)</td>
<td>32 (84.2)</td>
<td>91 (67.4)</td>
<td>24 (68.6)</td>
</tr>
<tr>
<td>Latina/Hispanic</td>
<td>10 (4.8)</td>
<td>0</td>
<td>8 (5.9)</td>
<td>2 (5.7)</td>
</tr>
<tr>
<td>Black/African American (non-Hispanic)</td>
<td>4 (1.9)</td>
<td>0</td>
<td>2 (1.5)</td>
<td>2 (5.7)</td>
</tr>
<tr>
<td>Asian</td>
<td>6 (2.9)</td>
<td>0</td>
<td>4 (3.0)</td>
<td>2 (5.7)</td>
</tr>
<tr>
<td>Middle Eastern</td>
<td>4 (1.9)</td>
<td>0</td>
<td>4 (3.0)</td>
<td>0</td>
</tr>
<tr>
<td>Other race/ethnicity</td>
<td>2 (1.0)</td>
<td>0</td>
<td>2 (1.5)</td>
<td>0</td>
</tr>
<tr>
<td>More than 1 race/ethnicity</td>
<td>35 (16.8)</td>
<td>6 (15.8)</td>
<td>24 (17.8)</td>
<td>5 (14.3)</td>
</tr>
<tr>
<td><strong>Educational attainment, n (% )</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate/General Education- al Development (GED) or less</td>
<td>123 (59.4)</td>
<td>2 (5.3)</td>
<td>120 (89.6)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Some college or 2-year degree</td>
<td>26 (12.6)</td>
<td>18 (47.4)</td>
<td>6 (4.5)</td>
<td>1 (2.9)</td>
</tr>
<tr>
<td>4-year college graduate</td>
<td>33 (15.9)</td>
<td>13 (34.2)</td>
<td>6 (4.5)</td>
<td>14 (40.0)</td>
</tr>
<tr>
<td>More than 4-year college degree</td>
<td>25 (12.1)</td>
<td>5 (13.2)</td>
<td>2 (1.5)</td>
<td>18 (51.4)</td>
</tr>
<tr>
<td><strong>Total annual household income (US $), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below 25,000</td>
<td>16 (7.7)</td>
<td>4 (10.5)</td>
<td>9 (6.7)</td>
<td>3 (8.6)</td>
</tr>
<tr>
<td>25,000-49,999</td>
<td>24 (11.5)</td>
<td>8 (21.1)</td>
<td>9 (6.7)</td>
<td>7 (20.0)</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>27 (13.0)</td>
<td>6 (15.8)</td>
<td>11 (8.2)</td>
<td>10 (28.6)</td>
</tr>
<tr>
<td>75,000-99,999</td>
<td>12 (5.8)</td>
<td>2 (5.3)</td>
<td>7 (5.2)</td>
<td>3 (8.6)</td>
</tr>
<tr>
<td>100,000 or mor</td>
<td>33 (15.9)</td>
<td>10 (26.3)</td>
<td>17 (12.6)</td>
<td>6 (17.1)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>34 (16.4)</td>
<td>5 (13.2)</td>
<td>28 (20.7)</td>
<td>1 (2.9)</td>
</tr>
<tr>
<td>Do not know</td>
<td>62 (29.8)</td>
<td>3 (7.9)</td>
<td>54 (40.0)</td>
<td>5 (14.3)</td>
</tr>
<tr>
<td>Smoked at least 100 cigarettes over lifetime, n (%)</td>
<td>22 (11.3)</td>
<td>8 (21.6)</td>
<td>10 (8.0)</td>
<td>4 (12.1)</td>
</tr>
<tr>
<td><strong>BMI (kg/m²), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight (&lt;18.5)</td>
<td>17 (8.3)</td>
<td>0</td>
<td>17 (13.0)</td>
<td>0</td>
</tr>
<tr>
<td>Normal weight (18.5-24.9)</td>
<td>107 (52.5)</td>
<td>4 (10.8)</td>
<td>84 (64.1)</td>
<td>19 (52.8)</td>
</tr>
<tr>
<td>Overweight (25.0-29.9)</td>
<td>31 (15.2)</td>
<td>5 (13.5)</td>
<td>19 (14.5)</td>
<td>10 (27.8)</td>
</tr>
<tr>
<td>Obese (≥30.0)</td>
<td>49 (24.0)</td>
<td>28 (75.7)</td>
<td>11 (8.4)</td>
<td>7 (19.4)</td>
</tr>
<tr>
<td>Hormonal contraceptives use ever, n (%)</td>
<td>104 (51.0)</td>
<td>35 (94.6)</td>
<td>38 (28.8)</td>
<td>31 (88.6)</td>
</tr>
<tr>
<td><strong>Participant’s rating of current health, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>22 (11.0)</td>
<td>1 (2.7)</td>
<td>14 (10.8)</td>
<td>7 (20.6)</td>
</tr>
<tr>
<td>Very good</td>
<td>66 (32.8)</td>
<td>11 (29.7)</td>
<td>40 (30.8)</td>
<td>15 (44.1)</td>
</tr>
</tbody>
</table>
Other passive recruitment

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall (N=215)</th>
<th>Boosted Facebook post (n=39)</th>
<th>In-app messages (n=140)</th>
<th>Other passive recruitment (n=36)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good</td>
<td>87 (43.3)</td>
<td>19 (51.4)</td>
<td>58 (44.6)</td>
<td>10 (29.4)</td>
</tr>
<tr>
<td>Fair</td>
<td>24 (11.9)</td>
<td>6 (16.2)</td>
<td>16 (12.3)</td>
<td>2 (5.9)</td>
</tr>
<tr>
<td>Poor</td>
<td>2 (1.0)</td>
<td>0 (0.0)</td>
<td>2 (1.5)</td>
<td>0 (0.0)</td>
</tr>
</tbody>
</table>

\(^a\)n (% complete): age, 215 (100%); residence, 206 (95.8%); race/ethnicity, 208 (96.7%); education, 207 (96.3%); income, 208 (96.7%); smoking status, 195 (90.7%); BMI, 204 (94.9%); hormonal contraceptive, 204 (94.9%); self-rated current health, 201 (93.5%); “complete” defined as pregnancy birth history complete in the questionnaire.

\(^b\)n (% complete): age, 39 (100%); residence, 37 (94.9%); race/ethnicity, 38 (97.4%); education, 38 (97.4%); income, 38 (97.4%); smoking status, 37 (94.9%); BMI, 37 (94.9%); hormonal contraceptive, 37 (94.9%); self-rated current health, 37 (94.9%).

\(^c\)n (% complete): age, 140 (100%); residence, 134 (95.7%); race/ethnicity, 135 (96.4%); education, 134 (95.7%); income, 135 (96.4%); smoking status, 125 (89.3%); BMI, 131 (93.6%); hormonal contraceptive, 132 (94.3%); self-rated current health, 130 (92.9%).

\(^d\)n (% complete): age, 36 (100%); residence, 35 (97.2%); race/ethnicity, 35 (97.2%); education, 35 (97.2%); income, 35 (97.2%); smoking status, 33 (91.7%); BMI, 36 (100%); hormonal contraceptive, 35 (97.2%); self-rated current health, 34 (94.4%).

\(^e\)“Residence” defined as country of birth reported and reporting not living in the United States.

**Geographic Diversity**

Overall, 115 (55.8%) of the 206 participants recruited via different modalities who completed the residence question resided in the United States, 46 (22.3%) in Europe, 29 (14.1%) outside the United States in North America, and approximately 16 (7.8%) in other parts of the world (Table 2). Recruitment via the Clue app (Germany) produced the most geographically diverse stream: 77 (57.5%) of the 134 participants recruited via the app who completed the residence question resided in North America, 44 (32.8%) in Europe, 6 (4.5%) in Asia, 4 (3.0%) in Australia, and 3 (2.2%) in South America. The boosted Facebook post through DivaCup (Canada) had the greatest proportion of participants who lived in parts of North America outside the United States (12/37, 32.4%). Most participants recruited via other passive recruitment methods (31/35, 88.6%) resided in the United States. Participants who were recruited within the United States, through all the modalities, resided in 33 different states, with over half located in 6 states: Massachusetts (n=27, 23.5%), California (n=11, 9.6%), Ohio (n=9, 7.8%), Texas (n=8, 7.0%), Illinois (n=6, 5.2%), and New York (n=6, 5.2%); see Figure 3.

**Figure 3.** Geographic distribution of participants within the United States.

**Technical Recruitment Errors**

Two major errors occurred during the study period. One appeared to be due to an internet bot, and the second was a programming misspecification in the Clue app. Although these can be considered procedural breakdowns, screening of potential enrollees ensured eligibility requirements were met for those who did participate in the study. The internet bot appeared to result from a hacking attempt into the REDcap survey. This resulted in 2750 consent forms started on 1 day, with no further progression onto the study forms. These inputs were excluded.
from the study. The second procedural breakdown involved the age of those recruited via the Clue app. This was attributable to a programming misspecification for targeting the in-app message, which set the target birth year as greater than 2001 (instead of earlier than 2001). All these individuals were excluded from the study since they were under 18 years of age.

Discussion

Principal Findings
Digital recruitment via in-app messaging, a boosted Facebook post, and other passive recruitment methods was determined to be feasible. Previous studies have demonstrated that internet-based recruitment is cost-effective and typically increases cohort diversity, although it is limited geographically to specific regions, as seen in Fenner et al [17], Wise et al [18], and Mahaligaiah et al [19]. Moreover, previous studies have illustrated that diversity has increased in digital recruitment studies. Through the use of smartphone-based technology specifically, as was done in the MyHeart Counts study [23] and the Apple Women’s Health Study [19], our descriptive paper elaborated on the utility of these methods and, as detailed next, highlighted various limitations of each modality.

Click and Participation Rates
We had a 44.6% overall participation rate, which is slightly above a previous health study that recruited women aged 16-25 years via a Facebook ad (24.5%) [17]. Although in-app recruitment had a higher click rate compared to the boosted Facebook post (19% vs 1.6%), the interpretation of these results was limited due to the programming misspecification that occurred upon initial release of the messaging. In addition, 75% of women from the in-app recruitment stream were not able to participate because they were under 18 years of age. Thus, this sample had overrepresentation of 18-year-olds. Future studies to assess age-related health risks will require additional stratification by age.

Health Characteristics
We found that individuals who chose to participate across all 3 recruitment platforms had similar health characteristics, such as the BMI, smoking, and hormonal contraceptive use. These health-related findings likely reflect the large proportion of participants who were 18 years old, due to the programming misspecification. Thus, these findings may not be generalizable to the intended study population, which would have included larger proportions of individuals across the targeted age range of 18-45 years. Future studies should ensure that such problems do not arise in order to determine how digital platforms can be used to recruit individuals across a wider age range and with more variable health characteristics. Similarly, recruitment messaging targeting PCOS in the DivaCup post may oversample women with this disease [24]. Women using mobile menstrual tracking apps or those motivated to consume reproductive health information online may have differing goals, such as disease management, fertility enhancement, contraception, or health optimization, that may introduce selection bias that could impact measures of association derived from an epidemiological study using these forms of recruitment [5].

Geographic Diversity
Diva International Inc. targets its advertisements to women primarily in Canada, the United States, Mexico, and Australia [25], while BioWink GmbH, which is based in Germany, is used in 190 countries worldwide [15]. The geographic reach of these companies is reflected in the geographic spread of our participants (ie, 44% were international). Additionally, participants recruited in the OM Global Health Study were more geographically diverse within the United States (33 states) compared to the OM Pilot Study (20 states) that relied primarily on in-person recruitment strategies [21]. Future epidemiological studies utilizing digital recruitment may benefit from partnering with similar companies with a wide geographic user base to target diverse participants for their research.

Additionally, in-app recruitment via Clue was able to not only reach a large audience (104,000 in-app message views) but also was rapid (in-app messaging occurred over a 2-week period) and inexpensive compared to traditional health research recruitment. Thus, in-app recruitment may be a cost-effective strategy that may enable health research in an increasingly strained funding environment.

Limitations
Our study leveraged the consumer base of 2 major companies, Diva International Inc. and BioWink GmbH, and demonstrated the feasibility of using the platforms of these companies to recruit participants. Our results also demonstrated an opportunity to use mobile apps for recruitment of younger participants for research. Despite the widespread access to the internet and ownership of smartphones, some potential limitations of our study are the lack of ownership of electronic devices, such as smartphones and computers; digital illiteracy; and language barriers. Another major limitation of our study is the average age of those recruited via Clue due primarily to a programming misspecification. Although it would have been useful to see the age distribution of participants with targeting including those older than 18 years, our results show that younger women are interested in participating in research. Of those individuals who provided a reason for declining participation, 93% (n=64) stated that they were aged less than 18 years and 94% of ineligible participants (n=355) were deemed so due to age. Similarly, a prior study using the menstrual tracking app Flo to assess cycle variability found that approximately half of their participants were between the ages of 18 and 24 years [26]. These streams may present an opportunity for recruiting teenage women into health research. More importantly, this finding demonstrates that adequate study staff will be needed to reach out to participants and confirm eligibility, as was done by Fenner et al [17]. In addition to the protection of minors, it will be important to consider how demographic and health indicators are influenced by age. For example, younger generations tend to self-rate their health better than older generations [27].

Lastly, this study provides lessons for optimizing the use of digital tools in future research, including avoiding human and nonhuman sources of procedural breakdowns and improving information technology management. With traditional in-person recruitment, errors can be more easily identified than with digital recruitment. For example, it is simple for research assistants...
working in a clinic to identify recruitment errors, such as approaching participants outside a specified age and correcting them in real time. Additionally, hacking attempts by internet bots are specific to a digital space. Public surveys, especially those distributed via social media, are susceptible to hacking attempts; thus, implementing the “endCAPTCHA” module in REDcap may prevent this issue as it would provide insurance against bots inputting data as it serves as a human verification tool. To increase the utility of recruitment in the digital space, we recommend careful assessment of the programming process in real time in order to quickly identify and correct any anomalies in the resulting data. Server capacities also introduced limitations to our study. Initially, the consent form took up to 1-2 minutes to load, which may have resulted in participant drop-off before women were able to complete the eligibility and screening forms. Not only did the consent form load slowly, but when opening the link from an email, loading time varied, which may have also contributed to the low number of women enrolling in the survey. This may also have resulted in the exclusion of individuals with low income who tend to rely on a free or inexpensive Wi-Fi connection, exacerbating the underrepresentation of low-income women in health research [28]. Another issue would be language barriers in accessing our survey. As 1 of the inclusion criteria was being able to read English, we may have limited the scope of individuals who may have otherwise participated in this study.

Conclusion

The broad scope of digital recruitment in this study allowed for more geographically, racially/ethnically, and age diverse participants than our OM Pilot Study, which relied on primarily in-person recruitment strategies. This study demonstrated the utility of a digital recruitment approach to successfully recruit participants worldwide. In-app recruitment resulted in the greatest number of surveys completed and contributed the most geographic diversity. Recruitment via the boosted Facebook post and other passive recruitment methods helped us further target specific audiences, such as those interested in participating due to general interest in women’s health. Procedural breakdowns also demonstrated the possible challenges in engaging with various digital platforms during research studies, while highlighting an opportunity to engage premenarchal- and menarchal-aged women in health research via app recruitment. Our findings and limitations may be useful to inform future epidemiological studies implementing digital recruitment.
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Abstract

Background: Digital health interventions are increasingly used to handle and promote positive health behaviors. Clinical measures are often used, and a certain precision is essential for digital health interventions to have an effect. Only few studies have compared clinically measured weights with self-reported weights. No study has examined the validity of self-reported weight from a mobile app used in a tailored weight loss intervention.

Objective: The aim of this study was to analyze the agreement between clinically measured weight and self-reported weight collected from a mobile health lifestyle coaching program during a 12-month weight loss intervention for obese patients with and without type 2 diabetes. The secondary aim was to investigate the determinants for possible discrepancies between clinically measured and self-reported weights of these patients with different demographic and lifestyle characteristics and achievements of weight loss goals.

Methods: Weight registrations were collected from participants (N=104) in a Danish randomized controlled trial examining the effect of a digital lifestyle intervention on weight loss among obese patients with and without type 2 diabetes. Data were collected at baseline and after 6 and 12 months. Self-reported weight was measured at home and registered in the app.

Results: Self-reported body weight was lower than the weight measured in the clinic after 6 months by 1.03 kg (95% CI 1.01-1.05; \( P < .001 \)) and after 12 months also by 1.03 kg (95% CI 0.99-1.04; \( P < .001 \)). After 6 months, baseline weight and BMI were associated with a discrepancy of 0.03 kg (95% CI 0.01-0.04; \( P = .01 \)) and 0.09 kg (95% CI 0.02-0.17; \( P = .02 \)) per increment of 1 kg and 1 kg/m\(^2\), respectively, between clinically measured weight and self-reported weight. Weight change during the first 6 months was also associated with a difference of 0.1 kg (95% CI 0.04-0.01; \( P < .001 \)) per kilogram of difference in weight between clinically measured weight and self-reported weight. Participants who did not achieve the 5% weight loss goal underestimated their weight by 0.79 kg (95% CI 0.34-1.23) at 6 months. After 12 months, only baseline weight was associated with a discrepancy of 0.03 kg (95% CI 0.01-0.05; \( P = .02 \)) per increment of kilogram between clinically measured weight and self-reported weight. None of the other factors showed any significant discrepancy after 12 months.

Conclusions: Self-reported weight obtained from mobile health is a valid method for collecting anthropometric measurements.

Trial Registration: ClinicalTrials.gov NCT03788915; https://clinicaltrials.gov/ct2/show/NCT03788915

(JMIR Form Res 2022;6(9):e40739) doi:10.2196/40739
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telemedicine; digital behavioral coaching; lifestyle change; mobile intervention; obesity; diabetes; patient engagement; validation; self-report; body weight

Introduction
Systematic reviews show that there are several digital health interventions (DHIs) currently that aim to handle and promote positive health behaviors, such as mobile health (mHealth) or web-based interventions [1-6]. DHIs can improve health behavior and weight loss at a reasonable cost [1-6]. Obesity is associated with chronic lifestyle diseases such as type 2 diabetes (T2D) mellitus, cardiovascular disease, and some forms of cancer [1,7]. This is especially the case for T2D, which is strongly correlated to weight gain and obesity. Pathophysiological studies [8,9] indicate that weight loss may normalize glucose control in approximately 50% of patients with T2D. Due to digital advancements, DHIs can now be used to handle and promote positive health behaviors, including self-reporting of weight to track weight loss. Despite this, no clear guidelines or infrastructure have yet been developed for how all these self-reported data should be handled and used in clinical practice. If digital solutions are to be useful, implementation and accessibility of self-reported data are essential. Self-reporting of weight loss is recommended as an effective weight loss strategy and can be performed via different types of DHIs [10]. DHIs are commonly used in both commercial programs and research studies [11,12]. So far, only few studies [13-15] have attempted to evaluate the validity of self-reported weight from web-based and paper-based programs against clinically measured weight, and these studies suggest that self-reported weight may be used as a valid, quick, and cost-effective alternative to clinically measured weight. Furthermore, few studies have reported that the validity of self-reported weight declines with increasing BMI and women tend to underestimate their own weight [13-15]. However, to our knowledge, no study has attempted to investigate the agreement between clinically measured weight and self-reported weight in a mobile app-based lifestyle coaching program. No study has examined whether clinically measured weight and self-reported weight differ (1) with achievement/nonachievement of own weight loss goals and (2) between follow-ups in a 12-month mHealth-based tailored weight loss intervention in a group of overweight people with and without diabetes, where correct weight control is essential.

The primary aim of this study was to determine the agreement between clinically measured weight and self-reported weight collected from an mHealth lifestyle coaching program (long-term Lifestyle change InterVention and mHealth Application [Liva]) during a tailored 12-month weight loss intervention for obese patients with and without T2D. The secondary aim was to investigate the determinants for possible discrepancies between self-reported and clinically measured weights of these patients with different demographic and lifestyle characteristics and achievements of weight loss goals.

Methods
Study Design
This study was a secondary analysis and examined the agreement between clinically measured weight and self-reported weight recorded in an mHealth-based solution among intervention participants (N=104) from an open randomized controlled trial (RCT). The control group in the RCT did not have access to the app and therefore had no self-reported weights. We excluded the control group for this study purpose. The RCT examined the effect of a digital lifestyle intervention on weight loss among obese patients with and without T2D. This analysis was conducted in 2 regions in Denmark: the Region of Southern Denmark with 22 municipalities and the Capital Region of Denmark with 28 municipalities. Data were collected from March 2019 to October 2021. All methods are described in further detail in the study protocol [16]. The self-reported weight was collected from the Liva Healthcare mHealth lifestyle coaching program. Patient data included in the study are pseudonymized. Participants granted their consent to make them available for research purposes. Consent was obtained explicitly in the sign-up flow before the use of the app/service.

Ethics Approval
The RCT was approved by the scientific and ethics committee of the Region of Southern Denmark according to Danish law (approval 18803) and registered on clinicaltrials.gov (NCT03788915).

Participants and Eligibility Criteria
In each municipality within the participating regions, the participants were recruited through general practitioners and local health centers, the Danish Diabetes Association, and advertisements via social media. The participants registered through the Liva Healthcare app [16]. After registration, a research assistant would contact the participant by phone to make sure that he/she met the following inclusion criteria: (1) BMI of 30-45 kg/m², (2) diagnosed with T2D, and (3) age between 18 and 70 years. The following exclusion criteria were applied: (1) lack of internet access through computer or smartphone, (2) pregnancy or planned pregnancy, and (3) serious or life-threatening disease [16].

Baseline Meeting and Follow-up Assessment
Participants gave written informed consent and informed the research assistant about their medications at the baseline meeting, and a brief medical examination of the participants was performed subsequently. The medical examination included measurements such as height (measured in centimeters without shoes), weight (without shoes and subtracted 1 kilogram for clothing), and waist and hip circumference (with tape measure around the waist). Weight was measured on a CE-marked high-quality calibrated scale from Tanita Corporation with a capacity of up to 270 kg and weight accuracy of 100 grams.
The same measurements were taken at 6 and 12 months of clinical follow-up. As described in the study protocol [16], additional examinations were made but were not included in this study since they were not relevant to our objectives. However, these additional examinations could have an impact on adherence to the intervention.

**Data Collection of Self-reported Weight**

The intervention group received access to a lifestyle app/mHealth tool, where they received individual lifestyle coaching, completed daily tasks, and could send remarks or questions directly to the health care professionals (HCPs). The participants could set individual goals using the SMART (specific, measurable, attainable, relevant, timely) model [17], and based on these goals, the HCP could then provide weekly asynchronous digital coaching individualized for each participant. The HCP would inspire, commend goal attainment, and motivate the participant. Furthermore, the participants could register their own self-reported weight measured at home. Liva is built with the option to record and track individual weight every day, providing multiple measuring points. The Liva app also has an option to track data collected via Apple and Google Fitbit, as well as all other devices connected via Validic. The primary data that are imported are step data and daily activity. There were no specific requirements for their home measurements regarding calibration, type, etc. The participants were advised to always use the same scale to weigh themselves and were instructed that they should preferably do it on the same day of the week, for example, Sunday morning without clothes on (with underwear) but without shoes and after they had been to the toilet. This ensures the most uniform weight registration possible. The participants had to manually register their weights. Now, Liva offers synchronized bathing scales via an app so that data on weight, body composition, fat percentage, etc are measured and recorded automatically. But unfortunately, that was not a possibility when the Liva study was conducted and therefore, such parameters were not included. The program is also set up so that you receive notifications on your goals. If a participant has not registered a weight measurement on a certain day, he/she will receive a reminder. The mHealth tool is described in further detail in the Template of the Intervention Description and Replication [16]. As described earlier, the clinical weight measurements were taken at 6 and 12 months of clinical follow-up. To examine the agreement between these 2 measurement methods, we first had to define the limits for which self-reported weights could be used for the statistical analyses. As weight can change relatively quickly, the duration between the 2 measurements had to be reasonably close. To be included as a valid self-reported weight, the data point had to be 1-21 days prior to the 6 and 12 months of clinical follow-up. To minimize bias, we excluded self-reported weights on the same day or right after the clinical follow-up since our data showed that these self-reported weights were identical to the clinical measured weights (similar all the way down to decimals). This resulted in a total of 104 participants having a valid home measurement 1-21 days prior to the clinical assessments. The participants in this study did not know their clinical weights before registering their self-reported weights. Figure 1 shows screenshots of the Liva Healthcare app.

**Figure 1.** Screenshots of the Liva Healthcare app showing certain features, including weight measurement, tracking, and weight goals.
HCPs in This Study
The digital lifestyle coaching was provided by an HCP through the mHealth tool. All the HCPs were educated as nurses, dietitians, physiotherapists, or occupational therapists. They all received special training on how to practice digital health coaching and had practiced it for at least 2 years. One primary HCP was assigned to each participant to achieve and secure a close and trusting professional relationship [16].

Statistical Analysis
Differences in baseline characteristics between participants with and without valid home measurements were compared with analysis of variance for the continuous variables and chi-square test for the categorical variables. The following factors were included: gender, age, diabetes (yes/no), education, marital status, occupational status, baseline weight, and baseline BMI. Measured and self-reported weights were compared by linear regression (95% CI), and agreement was evaluated by Pearson correlation coefficients to determine the strength of the linear relationship. The degree of agreement between the self-reported and measured weight was also evaluated visually using Bland-Altman plots, and 95% limits of agreement were reported [18]. To identify determinants associated with the difference between measured and self-reported weights, we used linear regression and two-sided t test. Differences (clinical weight – self-reported weight) indicate if self-report was under (+) or over (–) estimated. Follow-up clinically measured weight was also used to determine the amount of weight change in participants classified as either achieving or not achieving the goal of 5% weight loss, which according to research is defined as a clinically relevant weight loss [19]. Mean values with corresponding standard deviations (SD) and frequencies with percentages have been reported. All analyses were performed using Stata version 13 (StataCorp LLC).

Results
Participant Characteristics
This study consisted of 200 participants from the intervention group of an RCT. Data were available after 6 months and 12 months, but 93 participants did not have a valid home measurement 1-21 days prior to their clinical weight measurement and were therefore excluded from the final analyses. Further, 3 participants were excluded because of withdrawal of consent and an unrealistic self-reported weight, with a 42-kg difference. As presented in Figure 2, the final sample consisted of 104 participants with a valid home measurement, of which 97 and 58 participants were present at the 6-month and 12-month follow-up, respectively. There were no demographic differences at baseline when divided into groups with and without a valid home measurement. Participants’ mean body weight was 103.9 kg, mean BMI was 35.3 kg/m², and mean age was 52.1 years (Table 1). At 6 months and 12 months, 46 (44.2%) and 7 (6.7%) participants of the total 104 participants only had 1 self-reported weight, respectively, while 51 (49.1%) participants self-reported weights after both 6 and 12 months. Baseline characteristics of the participants with either 1 or 2 valid home measurements at 6-month and 12-month follow-ups did not differ in prevalence besides marital status. No differences in age, sex, disease, education, occupational status, and body composition were found (Multimedia Appendix 1). Furthermore, weight loss at 6 and 12 months did not differ between participants with and without a valid home measurement (data not shown).

Multimedia Appendix 2 shows the percentage distribution of the days between clinically measured weight and self-reported weights of the 104 participants within 1-21 days. At 6 months, 60 (57.6%) and 78 (75%) weight registrations were made within 7 and 13 days, respectively. At 12 months, 64 (61.5%) and 88 (84.6%) weight registrations were made within 7 and 13 days.
Figure 2. Participant flow during the study.
Table 1. Baseline characteristics of the participants in the study group without and with home measurements.

<table>
<thead>
<tr>
<th></th>
<th>Without home measurement</th>
<th>With home measurement</th>
<th>All</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants, n (%)</td>
<td>96 (47.2)</td>
<td>104 (52.8)</td>
<td>200 (100)</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>51.8 (11.3)</td>
<td>52.4 (9.4)</td>
<td>52.1 (10.3)</td>
<td>.69</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>57 (61.3)</td>
<td>71 (68.3)</td>
<td>128 (65)</td>
<td>.31</td>
</tr>
<tr>
<td>Male</td>
<td>36 (38.7)</td>
<td>33 (31.7)</td>
<td>69 (35)</td>
<td></td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.43</td>
</tr>
<tr>
<td>Yes</td>
<td>49 (52.7)</td>
<td>49 (47.1)</td>
<td>98 (49.7)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>44 (47.3)</td>
<td>55 (52.9)</td>
<td>99 (50.3)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.96</td>
</tr>
<tr>
<td>None</td>
<td>14 (15.1)</td>
<td>14 (13.5)</td>
<td>28 (14.2)</td>
<td></td>
</tr>
<tr>
<td>Short (vocational courses, not university level)</td>
<td>23 (24.7)</td>
<td>26 (25)</td>
<td>49 (24.9)</td>
<td></td>
</tr>
<tr>
<td>Long (university level, bachelors and masters)</td>
<td>9 (9.7)</td>
<td>10 (9.6)</td>
<td>19 (9.6)</td>
<td></td>
</tr>
<tr>
<td>Middle (university level, bachelors)</td>
<td>45 (48.4)</td>
<td>53 (51)</td>
<td>98 (49.7)</td>
<td></td>
</tr>
<tr>
<td>Don’t know</td>
<td>2 (2.2)</td>
<td>1 (1)</td>
<td>3 (1.5)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.17</td>
</tr>
<tr>
<td>Married</td>
<td>55 (59.1)</td>
<td>77 (74)</td>
<td>132 (67)</td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>23 (24.7)</td>
<td>16 (15.4)</td>
<td>39 (19.8)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>13 (14)</td>
<td>10 (9.6)</td>
<td>23 (11.7)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>2 (2.2)</td>
<td>1 (1)</td>
<td>3 (1.5)</td>
<td></td>
</tr>
<tr>
<td>Occupational status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.13</td>
</tr>
<tr>
<td>Employed</td>
<td>62 (66.7)</td>
<td>79 (76)</td>
<td>141 (71.6)</td>
<td></td>
</tr>
<tr>
<td>Out of work (including on maternity leave or unemployment benefits)</td>
<td>8 (8.6)</td>
<td>8 (7.7)</td>
<td>16 (8.1)</td>
<td></td>
</tr>
<tr>
<td>Out of work (social benefits)</td>
<td>5 (5.4)</td>
<td>0 (0)</td>
<td>5 (2.5)</td>
<td></td>
</tr>
<tr>
<td>Early retirement</td>
<td>5 (5.4)</td>
<td>2 (1.9)</td>
<td>7 (3.6)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>11 (11.8)</td>
<td>14 (13.5)</td>
<td>25 (12.7)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>2 (2.2)</td>
<td>1 (1)</td>
<td>3 (1.5)</td>
<td></td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>104.9 (17.1)</td>
<td>102.9 (14.3)</td>
<td>103.9 (15.6)</td>
<td>.36</td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>35.7 (4)</td>
<td>34.9 (3.6)</td>
<td>35.3 (3.8)</td>
<td>.14</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Overall Difference Between Clinically Measured Weight and Self-reported Body Weight

The average difference between measured and self-reported body weights at the 6-month follow-up was 1.03 kg (95% CI 1.01-1.05; P<.001). The average difference between measured and self-reported body weights at the 12-month follow-up was also 1.03 kg (95% CI 0.99-1.04; P<.001). The Pearson correlation coefficient between measured and self-reported body weights showed a high correlation after 6 months (r=0.99) and 12 months of follow-up (r=0.99). The Bland-Altman plot showed a tendency of increased underestimation with greater clinically measured weight values (Figure 3).
Possible Discrepancies and Predicting the Extent of Misreporting Among Participants

Baseline weight and BMI were associated with a discrepancy of 0.03 kg (95% CI 0.01-0.04; \(P=0.01\)) and 0.09 kg (95% CI 0.02-0.17; \(P=0.02\)) per increment of 1 kg and 1 kg/m\(^2\), respectively, between measured and self-reported weights (Figure 4 and Figure 5). Furthermore, weight change at 6 months was also associated with a difference of 0.1 kg (95% CI 0.04-0.01; \(P<0.001\)) per kilogram of weight change between measured and self-reported weights (Figure 6). Achievement of the 5% weight loss goal was associated with a difference of −0.28 kg (95% CI −0.59 to −0.03) at 6 months. Those who did not achieve the 5% weight loss had a difference of 0.79 kg (95% CI 0.34-1.23), with a between-group difference of 1.08 kg (95% CI 0.54-1.60; \(P<0.001\)) (Table 2). A within-group analysis was performed, and there were no significant differences between measured and self-reported weights when grouped by achievement/nonachievement of the 5% weight loss goal (Table 3). After 12 months, only baseline weight was associated with a discrepancy of 0.03 kg (95% CI 0.01-0.05; \(P=0.02\)) per increment of kilogram between measured and self-reported body weights (Figure 4). Baseline BMI, weight change, and achievement of the 5% weight loss goal were not associated with discrepancies after 12 months. Educational status, marital status, employment status, and days between weight measurements were not associated with the differences in clinically measured and self-reported weights (not shown). Fewer participants self-reported their weight prior to the 12-month follow-up (Figure 2), but as shown in Multimedia Appendix 1, there were no significant differences from the baseline values of those who self-reported twice and once.
Figure 4. Scatter plots with fitted lines at 6 and 12 months of clinical follow-up grouped by baseline weight.

Figure 5. Scatter plots with fitted lines at 6 and 12 months of clinical follow-up grouped by baseline BMI.
Figure 6. Scatter plots with fitted lines at 6 and 12 months of clinical follow-up grouped by weight changes during the intervention.

Table 2. Predicting discrepancy between clinically measured and self-reported weights by 5% weight loss goal attainment at 6 and 12 months of clinical follow-up (between-group difference).

<table>
<thead>
<tr>
<th>Between-group difference</th>
<th>At 6 months (n=97)</th>
<th>At 12 months (n=58)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean (SE)</td>
</tr>
<tr>
<td>Achievement of 5% weight loss goal</td>
<td>56</td>
<td>-0.28 (0.15)</td>
</tr>
<tr>
<td>Did not achieve 5% weight loss goal</td>
<td>41</td>
<td>0.79 (0.22)</td>
</tr>
<tr>
<td>Difference</td>
<td>1.06 (0.26)</td>
<td>0.54 to 1.60</td>
</tr>
</tbody>
</table>

Table 3. Predicting discrepancy between clinically measured and self-reported weights by 5% weight loss goal attainment at 6 and 12 months of clinical follow-up (within-group difference).

<table>
<thead>
<tr>
<th>Within-group difference</th>
<th>At 6 months (n=97)</th>
<th>At 12 months (n=58)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean (SE)</td>
</tr>
<tr>
<td>Achievement of 5% weight loss goal</td>
<td>56</td>
<td>0.22 (0.19)</td>
</tr>
<tr>
<td>Did not achieve 5% weight loss goal</td>
<td>41</td>
<td>0.22 (0.22)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Our primary analysis showed a small, albeit statistically significant, average difference of 1.03 kg (P<.001) between measured and self-reported weights both after 6 and 12 months. The linear relationship between the clinically measured and self-reported weights was strongly correlated with high levels of agreement. Although the results show a significant difference, the magnitude of these differences was quite small, suggesting negligible clinical importance. Fluctuations in weight vary in the range of 0.5-1 kg per day [20-22], and a typical bathroom scale has an uncertainty of 1%-2% [23]. This supports the clinical validity of self-reported weight despite the modest discrepancy of 1.03 kg in our study. Moreover, participants maintained their reports over 12 months. Thus, self-reported mobile-based weights may be adequate and reliable for monitoring weight change during a coaching program. When grouped by different demographic and lifestyle factors, we found...
from our secondary analysis that participants with a higher baseline weight and BMI tended to underestimate their own weight by 0.03 kg and 0.09 kg at the 6-month follow-up, respectively. Furthermore, those who gained weight during the intervention also tended to underestimate their weight by 0.1 kg at the 6-month follow-up. Participants who achieved the 5% weight loss goal overestimated their weight by 0.28 kg. However, participants who did not achieve the 5% weight loss goal underestimated their weight by 0.79 kg at the 6-month follow-up. Although the within-group analysis did not show any differences, the between-group analysis indicated that those who achieved a 5% weight loss self-report more in accordance with their clinical weight. The discrepancies shown here were small, suggesting limited clinical relevance. None of the other demographic factors showed any significant discrepancies. Interestingly, the discrepancies improved over time when we analyzed the data from 6 to 12 months. As seen in the scatter plots, the data change from moving in a linear to a more constant pattern (closer to 0 in difference), which indicates that the previous discrepancy from baseline BMI and especially weight change improved from 6 to 12 months of clinical follow-up. This is also seen in the within-group analysis (Table 2), with an absolute change in difference of 0.22 kg to 0.03 kg in the achievement group and 0.22 kg to −0.06 kg in the nonachievement group, when we compare from 6 to 12 months (not significant). Furthermore, the between-group difference also improved by 1.06 kg to 0.32 kg from 6 to 12 months.

Comparisons With Prior Research

Only few studies [13-15] have examined the agreement between measured and self-reported weights, with all of them being either paper-based or web-based through a web-based survey. To our knowledge, this is the first study to examine the agreement between clinically measured and self-reported weights from an mHealth-based lifestyle coaching program over 12 months. Our results show that the mobile-based reporting of own weight is a satisfactory method of data collection, which has also been proven in several international studies with web-based data collection [13-15,24]. Ekström et al [14] validated self-reported height, weight, and BMI among Swedish adolescents aged approximately 16 years by using a web-based survey. They found a mean difference of 1.1 kg between measured and self-reported weights, which was approximately the same as that found in our study (1.03 kg). Harvey-Berino et al [24] examined the agreement between measured and self-reported weights in a 6-month web-based obesity program. They found a mean underestimation of 0.86 kg. This overall positive agreement between self-reported and measured weight was further established in a nationwide cohort of 2643 US adults, which also found a relatively small underestimation [25]. According to our findings, baseline weight and BMI showed significant discrepancy, which agrees with several studies examining different populations [13-15,25]. Neermann et al [26] even found that calibrated values of self-reported BMI improved the predictive value of BMI for the risk of diabetes. Furthermore, a key finding from our study is that agreement between measured and self-reported weights appeared to worsen when participants gained weight and vice versa. Participants who were successful in losing weight between follow-ups reported a more accurate weight. Only few studies have examined weight change, but those that did, found the same results [24,27,28].

We found no other discrepancies in our data when participants were grouped by different demographic factors. This contrasts with other studies, which suggest that women tend to underestimate their own weight [13-15,25]. According to these studies, a possible explanation for this could be that women tend to be more aware of their own weight because of societal and psychological factors shaping their body image views. However, we found no statistical differences by gender. Koebnick et al [28] examined factors related to depressive symptoms among 17-year-old girls and found that strong experience of negative emotions such as anger, anxiety, and contempt was associated with underestimation of body weight. Furthermore, lower body satisfaction was associated with higher BMI, which led to higher negative emotions. Another key finding from our data indicates that a 12-month coaching intervention improves the discrepancy between measured and self-reported weights. Possible explanations for this could be that (1) the participants are regularly being observed and motivated by a coach with whom they have a good relationship between follow-ups, (2) they must measure their own weight at follow-up anyway, and (3) weight could be more stable after 12 months and thus, the difference of weight measured 21 days before the clinical visit is smaller. However, we cannot say whether this correlation implies causation. Our study design could not test whether being part of a coaching program improves the agreement between self-reported and clinically measured weights. In an optimal setting, there should have been a control group who did not receive coaching but still had access to the app and registered their weight. A previous study [29] demonstrated that regular feedback improved the validity of self-reported weight among obese employees. Contrary to the finding in our study, Jerome et al [27] found that the magnitude of underestimation doubled between 6 and 24 months of clinical follow-up. However, they also found that weight loss was associated with higher validity, which agrees with our and other studies. Jerome et al [27] also found that those with self-reported weight lost 3 times more weight compared to those without self-reported weight. This is important, because 39 (37.5%) of our 104 participants did not have a self-reported weight prior to the 12-month clinical follow-up. It can be assumed that lack of weight loss could have contributed to lesser motivation in this small group, resulting in fewer weight registrations. However, we did not find any differences regarding weight change between participants with and without self-reported weight. It is not quite clear whether weight loss encouraged accurate self-assessments or vice versa. Nevertheless, digital weight loss programs should be aware of this tendency.

Several differences in our study design might explain the different results. In our study, participants were older, more overweight, and had T2D, which could decrease the validity compared to populations with fewer overweight participants and with no chronic illnesses. Age could also impact the validity, because studies [30,31] show that younger populations have a higher usage of health apps and therefore are more prone to higher user engagement. Furthermore, we only chose self-reported weights 1-21 days prior to each clinical follow-up,
with 65.3% (68/104) and 75% (78/104) of the participants self-reporting their weights within 7 and 13 days, respectively (Multimedia Appendix 2). This contrasts with that reported in other studies [14,15] where the limit of the self-reported measurements is further away from the date of the clinical measurements, although one study [27] had a limit of minimum 7 days. However, our data show that the number of days between measuring weights was not associated with discrepancy, including self-reported weights within 10 days. Jerome et al [27] also included self-reported weights from the same day as the clinical follow-up. We chose to exclude the self-reported weights that were made on the same day or right after the clinical measurements, since our data showed that many of the self-reported weights were identical to the clinically measured weights (similar all the way down to decimals). All the participants in our study were overweight or had T2D and were motivated to lose weight. This may limit the generalizability, since validity can vary with age, ethnicity, diseases, weight loss motivation, and several other variables. It is important to carry out validation studies in different countries and populations before generalization.

**Strengths and Limitations**

The main strength of this study is the duration of the follow-up (12 months) compared to that in other studies, which made it possible to examine the agreement over time and assess whether a digital lifestyle coaching intervention had an impact on the validity. Our study sample was relatively large, taking into consideration that it was primary care–anchored and all the participants were overweight with T2D and motivated to lose weight. The participants were also not aware of this study, which could minimize potential bias. Clinical weight measurements were made according to a protocol by HCPs with a fair limit for days between self-reported and clinically measured weight.

The limitations in our study are as follows. In our study, first, only 58 (55.7%) out of 104 participants measured and self-reported weights at 12-month follow-up, which could induce a nonresponse bias and therefore limit the generalizability of our findings and affect the statistical power. However, baseline characteristics showed no differences (Multimedia Appendix 1), and weight change/loss was not significantly different between participants with and without self-reported weights. Second, we must also consider that weight fluctuations can happen during the day or during the menstrual cycle for females. However, from our analysis, gender did not influence any discrepancies. Lastly, clinical weight was measured with light clothes. Furthermore, the use of different measuring equipment by participants at home may have introduced measurement bias. We did not find any large systematic differences in the agreement between the clinically measured and self-reported weights.

**Conclusion**

In this mHealth-based clinical trial, we found a high level of agreement between self-reported and clinically measured weights. Self-reported weight was, on average, underestimated by 1.03 kg. Baseline weight, baseline BMI, and weight change were not significantly different (1), and weight change/loss was not significantly different between participants with and without self-reported weights. Motivation, and several other variables. It is important to carry out validation studies in different countries and populations before generalization.
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Abstract

Background: Individuals who use wheelchairs and scooters rarely undergo fall risk screening. Mobile health technology is a possible avenue to provide fall risk assessment. The promise of this approach is dependent upon its usability.

Objective: We aimed to determine the usability of a fall risk mobile health app and identify key technology development insights for aging adults who use wheeled devices.

Methods: Two rounds (with 5 participants in each round) of usability testing utilizing an iterative design-evaluation process were performed. Participants completed use of the custom-designed fall risk app, Steady-Wheels. To quantify fall risk, the app led participants through 12 demographic questions and 3 progressively more challenging seated balance tasks. Once completed, participants shared insights on the app’s usability through semistructured interviews and completion of the Systematic Usability Scale. Testing sessions were recorded and transcribed. Codes were identified within the transcriptions to create themes. Average Systematic Usability Scale scores were calculated for each round.

Results: The first round of testing yielded 2 main themes: ease of use and flexibility of design. Systematic Usability Scale scores ranged from 72.5 to 97.5 with a mean score of 84.5 (SD 11.4). After modifications were made, the second round of testing yielded 2 new themes: app layout and clarity of instruction. Systematic Usability Scale scores improved in the second iteration and ranged from 87.5 to 97.5 with a mean score of 91.9 (SD 4.3).

Conclusions: The mobile health app, Steady-Wheels, has excellent usability and the potential to provide adult wheeled device users with an easy-to-use, remote fall risk assessment tool. Characteristics that promoted usability were guided navigation, large text and radio buttons, clear and brief instructions accompanied by representative illustrations, and simple error recovery. Intuitive fall risk reporting was achieved through the presentation of a single number located on a color-coordinated continuum that delineated low, medium, and high risk.

(JMIR Form Res 2022;6(9):e32453) doi:10.2196/32453
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Introduction

Over 3 million individuals in the United States require the use of a wheelchair for mobility [1] and wheelchair use is expected to increase [2,3]. Although wheeled device use has numerous benefits [4], it presents several unique risks, such as falls. Roughly 75% of wheelchair users fall at least once a year [5-8]. Approximately 50% of reported falls cause injuries [7], ranging from minor (ie, abrasions) to serious (eg, fractures) [6]. Falls can also induce fear of falling [9] and activity curtailment [7], which are associated with isolation and decreased independence and quality of life [10].

Falls are detrimental to wheeled device users’ health and well-being, making fall risk screening a necessary part of overall health care. Although the US Centers for Disease Control and Prevention recommends annual fall risk screening for older adults, current screening recommendations are designed for ambulatory adults [11]. Moreover, fall risk screening is rarely performed in clinical practice, and there are numerous barriers to the implementation of effective fall prevention programs for wheelchair users. As a result, most individuals who rely on wheeled mobility do not undergo routine fall risk screening. Additionally, the COVID-19 pandemic and its related restrictions necessitate remote monitoring of health. This highlights the need for novel remote fall risk technology specific to this population.

Due to limited access, researchers are exploring innovative approaches to deliver comprehensive and objective fall risk assessment to wheeled device users. One possible method leverages the capabilities of smartphone technology by developing an at-home fall risk health app [12-16]. This approach has been examined in ambulatory adults with a range of physical function [17,18]. Building on this potential, it has been demonstrated that a smartphone-based approach is a valid and reliable method to distinguish wheeled device users with and without impaired seated postural control [19]. Collectively, these findings provide the rationale for the development of an objective mobile health app that can provide wheeled device users with at-home fall risk assessment.

Although there is a strong rationale for the development of this type of health app, ensuring that such a tool is easy to use and provides intuitive fall risk score reporting is a necessary precursor to its future use in health behavior interventions [20]. Consequently, the purpose of the current study is to determine the usability of a fall risk mobile health app, Steady-Wheels, and identify key technology development insights for aging adults who use wheeled devices. This health app is an adaptation of a pre-existing fall risk app for older adults [18]. Based on prior investigations, we hypothesized that this health app would have a high level of usability.

Methods

Underlying Design Considerations

When designing the first iteration of the health app, we considered our target users’ (individuals aging with a physical disability) characteristics (Table 1). To ensure a high degree of usability, age-related changes and limitations due to disease or injury were taken into consideration, particularly as they related to cognitive overload, dexterity, and sensory function. To reduce cognitive overload, the app was designed to provide written instructions immediately preceding a task. Only one set of instructions was presented per slide, and large graphics depicting the task were also provided. This layout streamlined the app and reduced the need for working memory of the participants. In total, there were 14 slides, taking approximately 10 minutes to complete. Decrements in dexterity are commonly seen in those who have neurological complications [21-23] and age-associated arthritis [24]. To account for this within the app, selection options and buttons were made large, and typed responses were avoided. Sensory-related changes were accommodated by the use of black text written in a 14-point font on a white background [25], and auditory processing deficits were accommodated by the use of leading audio cues with simultaneous vibrations.
Table 1. Participant demographic information.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>First iteration</th>
<th>Second iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>59.0 (12.2)</td>
<td>58.0 (13.1)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>3 (60)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Female</td>
<td>2 (40)</td>
<td>3 (60)</td>
</tr>
<tr>
<td><strong>Smartphone usage, n (%)</strong></td>
<td>5 (100)</td>
<td>5 (100)</td>
</tr>
<tr>
<td><strong>Time using mobility device (years), mean (SD)</strong></td>
<td>25 (20.3)</td>
<td>25 (27.4)</td>
</tr>
<tr>
<td><strong>Primary mobility device, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power chair</td>
<td>4 (80)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Manual chair</td>
<td>1 (20)</td>
<td>0</td>
</tr>
<tr>
<td>Scooter</td>
<td>0</td>
<td>3 (60)</td>
</tr>
<tr>
<td><strong>Reason for wheeled mobility, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple sclerosis</td>
<td>2 (40)</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Paraplegia/quadriplegia</td>
<td>2 (40)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Stroke</td>
<td>1 (20)</td>
<td>0</td>
</tr>
<tr>
<td><strong>History of falls (≥1 falls/year), n (%)</strong></td>
<td>1 (20)</td>
<td>2 (40)</td>
</tr>
<tr>
<td><strong>Self-reported fear of falling, n (%)</strong></td>
<td>5 (100)</td>
<td>5 (100)</td>
</tr>
<tr>
<td><strong>Level of education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate/General Educational Development Test Credential</td>
<td>0</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Some or in-progress college/associate degree</td>
<td>2 (40)</td>
<td>0</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>0</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>3 (60)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>0</td>
<td>1 (20)</td>
</tr>
</tbody>
</table>

**Components of the Steady-Wheels App**

The fall risk app, Steady-Wheels, was developed in Android Studio 3.1.2. Upon opening the app, users are presented with a welcome screen that outlines the purpose of the app and provides an overview of the process (Figure 1). Steady-Wheels has two main components: a patient-reported outcome section and a performance test section (Figure 2). The patient-reported outcome component asks the participant to complete a 13-item health history questionnaire (including age, sex, number of falls in the last year, and activities that provoke concerns about falling [9]) (Figure 3). The performance component leads participants through a progressive series of seated postural control tasks (Figure 4). Before testing, participants were provided with written safety instructions. Participants were instructed to engage their wheel locks, and power wheelchair and scooter users were instructed to turn off their devices. All participants were asked to have a handrail or wall nearby in case they lost their balance. To complete the testing, the device guided participants through the completion of three 30-second seated balance tasks in a standardized order that increasingly challenged the participant’s base of support: an eyes-open balance task, an eyes-closed balance task, and a functional stability boundary task (Figure 4). These tests were chosen because they can provide insight into postural control [26] and have been linked to fall risk [27]. Written instructions on how to properly complete the balance tasks were provided before the start of each task. After the participant self-selected the “Let’s Start” option, an audio and vibratory countdown began from 5, leading to the word “start,” which cued the start of the test. The completion of the test was auditorily cued with the word “stop.” Participants were asked to hold the smartphone against the middle of their chest with their dominant hand for the duration of each test. Upon completion of each balance task, users reported if they were able to complete the task by selecting one of the following: “I completed the test,” “I was unable to complete the test,” and “I did NOT attempt to complete the test.” If participants were dissatisfied with their attempt at the task, they could select “I’d like to retry” and make another attempt.

A future goal of this work is to utilize the participants’ demographic and movement data to generate a personalized fall risk score. To better understand users’ preferences for receiving their fall risk score, they were asked to rate different result screen options and provide insight on what made some illustrations better than others (Figure 5).
Figure 1. The text size was increased and the content was modified from iteration 1 to iteration 2 to allow for greater ease of use.

Figure 2. Onscreen instructions were enhanced from iteration 1 to iteration 2.
Figure 3. Changes made from iteration 1 to iteration 2 within the “About Me” section included larger text, larger radio buttons, and more choice response options.

Figure 4. Modifications were made to the onscreen balance task instructions from iteration 1 to iteration 2.
Figure 5. Different options for the result screen (A–E), with modifications made from iteration 1 to iteration 2.

Ethics Approval
The Institutional Review Board of the University of Illinois at Urbana-Champaign approved all procedures (20192), and all participants provided informed consent before engaging in research activities. All research procedures were performed in accordance with the ethical standards of the responsible committee on human experimentation (institutional and national) and with the Helsinki Declaration of 1975.

Participant Characteristics
To be eligible, individuals were required to be ≥18 years old, utilize a wheeled mobility device for their main form of mobility, be able to sit unsupported for 30 seconds, have manual dexterity sufficient to use a smartphone, have hearing and vision that were normal or corrected to normal, and be able to read and speak English. In light of the COVID-19 pandemic, having access to video conferencing software (eg, Zoom, Facetime, or Skype), was an inclusion criterion for the second round of testing.

This study included 2 rounds of 5 different older adult wheelchair users (age 58.5 years, SD 12.6 years; 5 male, 5 female) who were recruited from the community through existing participant pools, sharing of research flyers, and word of mouth (Table 1). The first round of testing was completed in person between November 2020 and February 2021, while the second round was performed remotely between April and May 2021. During sessions, participants completed using the app, identified barriers to usability, and gave their rationale for their preferred results options. Feedback from the first round of 5 participants was used to modify the app. Following modification, the second round of volunteers participated in usability testing. This iterative design process is ideal for identifying use challenges, and having a sample size of 5 individuals per round of testing has been shown to be sufficient for identifying usability problems [28,29]. On average, the first round of testing in iterative design identifies 85% of usability problems, and the second round identifies an additional 13% [30]. This approach has been successful in the development of various health apps [31-33], including 2 recent fall risk apps for older adults [18] and patients with multiple sclerosis [34].

Experimental Session
After providing informed consent, each participant was given a smartphone (Samsung Galaxy S6, Samsung) that had the Steady-Wheels app installed. The participants were read an instructional prompt (Multimedia Appendix 1) asking them to speak their thought processes aloud while they independently used the app [35]. After the questions were answered, the researchers began visually and auditorily recording the participants’ interactions with the app and wrote field notes. After they completed using the app, the participants completed a semistructured interview in which they were asked to expand upon their likes and dislikes about the app’s layout and features (eg, graphics and wording) and to provide any suggestions for future iterations of the app. During this time, the participants also ranked the fall risk score results options from most to least favorite (Figure 5).

For the most part, these procedures remained constant for the second round of usability testing. The only difference was that the research supplies were delivered to the participants’ residences and the experimental session was completed over video conferencing software.

Along with feedback from the participant interviews, a smartphone usage questionnaire and the System Usability Scale (SUS) [36] were used to understand the participants’ experiences using smartphone and health apps and to quantify the usability.
of Steady-Wheels, respectively. While the questionnaire had a total of 6 choice and written response questions, the SUS consists of 10 questions with 5 response options [36,37], ranging from “strongly agree” (5 points) to “strongly disagree” (1 point). After calculation, results from the SUS range from zero (lowest usability) to 100 (highest usability); technology in general has an average score of 60 [37].

**Qualitative Analysis**

A thematic analysis approach was used to conduct the qualitative analysis [38]. Video recordings from the think-aloud activity and interviews were transcribed verbatim. The text was then independently reviewed and assigned codes (eg, instructions, testing duration, and graphics) based on its content using the software MAXQDA (version 12.3.3; Verbi GMBH). Once codes were reviewed and discussed by 2 authors (MF and KH), they were grouped into themes based on the commonality of the data. The same 2 authors (MF and KH) then deliberated on the main themes to ensure they reflected participant insights as accurately as possible. Both authors had prior experience conducting qualitative analyses.

**Results**

Participant demographic information is provided in Table 1. Table 2 presents participant responses as the mean response score (with SD) to each question of the SUS for the first and second iterations.

<table>
<thead>
<tr>
<th>System Usability Scale question</th>
<th>Prompt</th>
<th>First iteration, mean score (SD)</th>
<th>Second iteration, mean score (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>I think that I would like to use this app frequently.</td>
<td>2.6 (1.7)</td>
<td>3.0 (1.6)</td>
</tr>
<tr>
<td>2</td>
<td>I found the app unnecessarily complex.</td>
<td>1.0 (0)</td>
<td>1.0 (0)</td>
</tr>
<tr>
<td>3</td>
<td>I thought the app was easy to use.</td>
<td>4.8 (0.4)</td>
<td>4.8 (0.5)</td>
</tr>
<tr>
<td>4</td>
<td>I think that I would need the support of a technical person to be able to use this app.</td>
<td>1.3 (1.3)</td>
<td>1.0 (0)</td>
</tr>
<tr>
<td>5</td>
<td>I found the various functions in this app were well-integrated.</td>
<td>4.2 (0.8)</td>
<td>4.5 (0.6)</td>
</tr>
<tr>
<td>6</td>
<td>I thought there was too much inconsistency in this app.</td>
<td>1.4 (0.5)</td>
<td>1.0 (0)</td>
</tr>
<tr>
<td>7</td>
<td>I would imagine that most people would learn to use this app very quickly.</td>
<td>4.8 (0.4)</td>
<td>4.8 (0.5)</td>
</tr>
<tr>
<td>8</td>
<td>I found the app very cumbersome to use.</td>
<td>1.2 (0.4)</td>
<td>1.0 (0)</td>
</tr>
<tr>
<td>9</td>
<td>I felt very confident using the app.</td>
<td>4.4 (0.5)</td>
<td>5.0 (0)</td>
</tr>
<tr>
<td>10</td>
<td>I needed to learn a lot of things before I could get going with this app.</td>
<td>2.0 (1.4)</td>
<td>1.3 (0.5)</td>
</tr>
</tbody>
</table>

**Iteration 1**

The first round of usability testing yielded 2 themes: ease of use and flexibility of design. Representative participant quotes concerning these themes are reported throughout the following sections. The quotes are accompanied by participant characteristics (eg, sex, and age). System usability scores ranged from 72.5 to 97.5 and averaged 84.5 (SD 11.4), indicating “excellent” usability [39].

**Ease of Use**

Some participants found the app easy to use, saying it was “...very, very straightforward, very easy. I don’t happen to have much to say because it’s pretty straightforward” (male, 47 years old). Others had difficulty determining the sequence in which to complete the separate modules, stating, “There’s only one item here. It says about me. Is that what I’m supposed to touch?” (male, 72 years old); this module can be seen in Figure 2. Following the completion of the “About Me” section, another participant said, “Now do I do the test?” (female, 43 years old). Although most participants were able to navigate the app, their thought processes indicated unnecessary cognitive load regarding the app layout: “Okay. Now we’re ready to do the test portion I assume since I filled out the about me, so I’ll go ahead and do that” (male, 47 years old). Such insights may help to explain the large variance in participant responses to SUS question 10, which asks “I needed to learn a lot of things before I could get going with this app” (Table 2). In response to this feedback, the welcome screen was edited to provide a more thorough description of what the app was going to ask of the participant and the order in which it would be completed (Figure 1). The transition from the “About Me” section to the “Test” section was made more evident by shading the completed “About Me” option and providing a larger arrow pointing to the “Test” option (Figure 2).

Further participant feedback indicated that the app could be improved by having larger text and multiple-choice buttons, particularly within the “About Me” section. One participant said, “The layout? I guess I would say that some of it is a little bit small in terms of text and radio buttons. Since you’re really focusing on your design you could blow it up a little...there’s plenty of real estate to play with, so you might as well. Especially given the demographics of the people that will be using it—easier to make it more accessible” (male, 47 years old). Figure 1, Figure 3, and Figure 4 illustrate the changes.
made to text and radio button size. This increased font size led to the introduction of a vertical slide bar on slides that no longer fit on a single screen (Figure 4). Seated balance task titles were bolded and centered to draw attention (Figure 4).

The purpose of the app’s graphics was to help users further understand the instructional text. Based on participant feedback, it became apparent that the graphics used within the first iteration could be further refined. One participant stated, “It’d be easier if it [the graphics] demonstrated exactly what it was saying” (male, 47 years old). To better depict the nature of the tasks, open and closed eyes were added, an arm was moved to the side of the icon’s body to illustrate that only one hand was needed to hold the phone to the chest, and circular arrows were positioned around the icon completing the functional stability boundary task to represent the movement pattern of the task (Figure 4).

**Flexibility of Design**

Steady-Wheels aims to be applicable to all wheeled device users, but many participants showed difficulty answering the demographic questions accurately, due to the limited choice response options. Participants said, “Level of concern when reaching for higher objects? Well, I would normally ask for help” (male, 72 years old) and “Please rate your level of concern when pushing a wheelchair on uneven surfaces. Well, I don’t push my wheelchair anymore” (male, 72 years old). The limited choice response options may have led participants to feel as if the app was not tailored to them, leading to the large variance in participant responses to SUS question 1, which asks, “I think that I would like to use this app frequently” (Table 2). To be more inclusive and comprehensive, more choice response options, such as “require assistance” and “I use a powered device” (Figure 3) were added, in addition to another demographic question asking, “What mobility device do you most commonly use?” with response options of “power wheelchair” or “manual wheelchair.”

App features that support individual preferences and allow for easy recovery from errors are known to increase the usability of a system. One feature that participants enjoyed was being able to swipe right to left to progress through the slides and left to right to retrieve prior slides. One participant said “Swiping works. That’s useful. In addition to the buttons [eg, “next,” “back,” and “skip”], swiping left or right seems to work fine” (male, 47 years old). In addition to this, participants had the flexibility to change multiple-choice responses, retrieve prior slides, and reassess balance tasks if they were not pleased with their performance. Another participant said, “Whoops, can I go back? I missed something. It asked me a question” (male, 72 years old). For this participant, having the ability to retrieve prior slides and add or adjust their responses to questions was necessary for the accurate completion of the app. This flexibility of use also helped to counterbalance the difficulties associated with small radio buttons, which we have already discussed.

Primary modifications to the app were to increase the size of text and radio buttons for multiple-choice responses (Figure 1, Figure 3, and Figure 4), improve the on-screen directions (Figure 2 and Figure 4), and add response options to the demographic questions (Figure 3).

**Preferred Results Screens**

During the first iteration, participants strongly favored the result screen that showed a horizontal scale, numbered from 0 to 100 (Figure 5 C). Positive attributes of this option were the color scheme, the large fall risk number, the brief description of fall risk level, and the horizontal layout. Some criticisms included the lack of upper and lower bounds on the scale, (eg, “72 out of what?” [male, 72 years old]) and lack of clear low, medium, and high cut-off locations on the sliding scale. The participants also felt that a lower fall risk should be represented by a lower number. This feedback informed the development of new results screen options for the second iteration of testing.

**Iteration 2**

The second round of usability testing yielded 2 themes: app layout and clarity of instruction. SUS scores ranged from 87.5 to 97.5 and averaged 91.9 (SD 4.3), indicating “best imaginable” usability [39].

**App Layout**

In general, participants were very pleased with the layout of the app during the second iteration of testing. One stated, “I think overall, it’s good. I think it’s clear” (female, 52 years old) and “I think it was straightforward...it was rather clear, concise, and pretty compact” (male, 42 years old). These improvements may help explain the minimal variance in participant responses to SUS question 10: “I needed to learn a lot of things before I could get going on this app” (Table 2). Although there were no clear modifications that needed to be made to the layout, one participant provided some insight into the app’s instructions by stating, “It was all very user friendly, self-explanatory, if you take the time to read it.” (male, 53 years old). This statement suggests that the app had high-quality instructions, but perhaps too many of them. Further synthesis of the instructions or the inclusion of visual aids may help alleviate this in future iterations.

**Clarity of Instructions**

The only instructions that received criticism were the ones for the functional stability boundary test. Despite changes to the visual representation (Figure 4), most participants struggled to understand how to complete the test. One participant said, “Well, I don’t know what to do with this one. It says, ‘create as wide of circles.’ I don’t know if that’s with my wheelchair, in which case, I’d have to turn it back on. And if I do, I can’t hold the phone to my chest.” (female, 71 years old). For clarity, the instructional text will be altered to read “For this test, you will create as wide of circles with your trunk as you can...”

**Preferred Results Screens**

During the second iteration, participants strongly favored the result screen option that showed a dial (Figure 5 E), stating that it was a “real obvious one,” and complimenting its representation of low, medium, and high risk. Many related it to their preexisting understanding of a speedometer.

During both iterations, participants enjoyed the simplicity of receiving a single score, stating, “I think having a clear and concise one or two number metric is great. That’s perfect” (male, 42 years old). However, most had lingering questions, such as
“How do I use this number?” (male, 72 years old) and “What does it tell me?” after the app was complete. “Maybe give some more information about how the score is actually generated, and maybe give some feedback...maybe having a pop-up recommendation screen at the end for some suggestions with exercises or something like that, might be utilitarian” (male, 42 years old). Further changes to the app are needed to investigate how much information is appropriate and informative for users.

**Discussion**

**Principal Results**

Understanding the usability of a smartphone app provides insight into the quality and overall satisfaction of the user’s experience. An improved experience could lead to greater use of health apps and increased adherence to suggested interventions [40]. Consequently, the purpose of the current study was to determine the usability of a fall risk mobile health app, Steady-Wheels, and identify key insights into technology development for aging adults who use wheeled devices. Initial design considerations were based on age-related changes and physical limitations associated with disability, including motor, sensation, and cognitive impairments. A mixed-method, iterative design and testing process yielded high SUS scores; the app was rated as having “excellent” and “best imaginable” levels of usability. The main themes for each iteration were informed by participant feedback, with the first round of testing yielding 2 main themes (ease of use and flexibility of design) and the second round of testing yielding 2 different main themes (app layout and clarity of instruction). These themes helped identify insights into app development that could promote usability for aging adults who use wheeled devices.

Overall, participants found that the app was straightforward, easy to use, supportive of individual preferences, and allowed for easy recovery from errors. They appreciated the simple, objective fall risk score. App development and modifications came from participant feedback and insights from previously developed apps [18,34,40-42] and an understanding of usability heuristics for interface design, such as the visibility of the system, use of recognition rather than recall, aesthetics, minimalist design, error prevention, and a match between the system and the real world [43].

The visibility of the system and the timeliness and adequacy of feedback and information to users informed the modifications made to the welcome screen and the overall “step-by-step” style of the app. This approach allowed for the recognition of a recently described task rather than recall of prior instruction. While this promoted the ease of use of Steady-Wheels, the primary complaints about health apps made by users are often related to their aesthetics, especially poor or difficult to interpret color coding, graphics, and fonts [42]. Providing a simple color scheme and font with the inclusion of only essential graphics aided this and created minimal distractions within the app. This approach placed a reduced cognitive load on users and helped to reduce the occurrence of errors.

The primary goal of the results scores at the end of testing was to intuitively convey fall risk results to diverse users. Individuals learn and retain content better from visual information (eg, cartoons and graphics) [44] and can interpret its meaning much more easily if the design is recognizable [41] or matches real-world experiences and expectations [43]. Providing users with a results option that mimicked their preexisting knowledge of speedometers followed these concepts, was well received, and promoted curiosity in the users about what could be done to lower their fall risk. Collectively, these design features led to the development of an app with high perceived ease of use, which is associated with greater adoption of technology [45].

Along with the personal adoption of technology, it is also important to gain insights into the likelihood of users recommending this technology to other individuals. The SUS has a strong relationship with the Net Promotor Score, which has become a common metric to understand customer loyalty [46]. Consumers will likely promote a product if it achieves a SUS score of 81 or greater [39]. In the current study, both iterations of testing yielded a SUS score above this threshold. This is particularly noteworthy as technology in general has an average SUS score of 60 [37]. Overall, these findings indicate that Steady-Wheels may not only be adopted on a personal level, but will likely also be recommended to others at an equal or greater rate than other forms of technology.

**Lessons Learned**

Although this is the first app designed to measure fall risk in aging adults who use wheeled devices, our initial design was informed by the needs of users and learned experiences from prior attempts to develop fall risk screening apps, both for older adults [18] and for people with multiple sclerosis [34]; all of which have received high scores for usability from their respective users. Throughout the iterative testing of Steady-Wheels, we identified key insights that could further inform the development of mobile health apps for older users of wheeled devices. Depending on their physical ability, some individuals are reliant on the use of a single hand for all activities of daily living. Future development of remote assessment should account for this in the test selection and the test’s method of completion. By failing to consider this, researchers may increase the task’s safety risk, complexity, and error rates. It was common to see participants that had difficulties with dexterity, making large buttons to select and swiping options key to the app’s ease of use. Also critical to ease of use was the guided (step-by-step) navigation of the app with clear and brief instructions accompanied by representative illustrations along the way. These features helped to reduce the risk of errors, but if mistakes were made during testing, simple error recovery (eg, allowing for retests or access to previous slides to adjust choice responses) should be made possible. Lastly, intuitive fall risk reporting was achieved through the presentation of a single number located on a color-coordinated continuum for low, medium, and high fall risk. While participants found the simple reporting of their fall risk score to be useful, they were eager to learn ways to improve their fall risk. Providing follow-up preventative information may increase the app’s usefulness and encourage further engagement with the app and shared content [40]. Personalized messaging is an easy and effective strategy for altering patient behavior [47] and could be a feasible way to share such information.
Due to the COVID-19 pandemic, the second iteration of this study was completed remotely. This successful experience highlighted the potential feasibility of the home use of the app. Participants received a smartphone that they may not have been previously exposed to, but were able to turn it on, locate the previously installed app, and follow the instructions to completion. The validity and reliability of this novel measurement tool will need to be measured and compared to common clinical tests \[48,49\].

**Limitations**

The current investigation has three primary limitations: (1) baseline interviews with target users were not conducted to inform the app’s initial iteration, (2) all participants in the second round of usability testing were required to have access to videoconferencing software (eg, Zoom, Skype, or Facetime), and (3) 9 of the 10 participants had received some form of higher education.

While the current app considered our target users’ characteristics and abilities and the lessons learned during the development of previous fall risk apps, baseline interviews were not performed. Taking a more traditional user-centered approach would likely have highlighted additional thoughts, wants, and needs concerning technology and the app’s design. Identifying these key insights early on would have been a way to better serve the target users and help ensure that the researchers’ time and resources were being used most efficiently.

Although the second round of usability testing helped to provide insights into the app’s feasibility in a home setting, exclusively enrolling individuals that already used videoconferencing software may have created a biased, “technology-friendly” sample. Unfortunately, this was the only possible method of testing during the COVID-19 pandemic. Moving forward, researchers should aim to prioritize in-person data collection sessions when possible.

Despite efforts to recruit through a variety of methods and locations, most participants had received some form of higher education. Higher education may provide individuals with more experience engaging with technology and a better understanding of it, and our participants may have been more likely to understand the fall risk scores as presented. This, too, may have contributed to bias. Future researchers should consider accounting for this effect by enrolling roughly equal proportions of individuals with different educational backgrounds.

**Conclusions**

Previous literature has demonstrated that falls are common for individuals who use wheeled devices and are detrimental. The development of an objective, remote fall risk assessment tool could allow for accessible fall risk screening. Smartphone technology is a promising way to provide users with this information. Overall, aging adults who use wheeled devices found the mobile health app easy to use with a high level of usability due to characteristics such as guided navigation of the app, large text and radio buttons, clear and brief instructions that were accompanied by representative illustrations, and simple error recovery. Intuitive fall risk reporting was achieved through the presentation of a single number on a continuum of colors indicating low, medium, and high risk. Future apps developed for fall risk reporting for this population should consider leveraging the insights identified here to maximize usability.
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Abstract

Background: Pressure ulcers are areas of skin damage resulting from sustained pressure. Informal carers play a central role in preventing pressure ulcers among older and disabled people living at home. Studies highlight the paucity of pressure ulcer training for informal carers and suggest that pressure ulcer risk is linked to high levels of carer burden.

Objective: This pilot study evaluated a smartphone app with a specific focus on pressure ulcer prevention education for informal carers. The app was developed based on the principles of microlearning. The study aimed to explore carer perspectives on the acceptability of the app and determine whether the app increased knowledge and confidence in their caring role.

Methods: In this concurrent mixed methods study, participants completed quantitative questionnaires at baseline and at the end of weeks 2 and 6, which examined caregiving self-efficacy, preparedness for caregiving, caregiver strain, pressure ulcer knowledge, and app acceptability and usability. A subsample of participants participated in a “think aloud” interview in week 1 and semistructured interviews at the end of weeks 2 and 6.

Results: Of the 32 participants, 23 (72%) participants completed the week 2 and 16 (50%) completed the week 6 questionnaires; 66% (21/32) of carers participated in qualitative “think aloud” interviews, and 18 (56%) also participated in semistructured interviews at week 2, and 13 (41%) at week 6. Pressure ulcer knowledge scores significantly changed \( F_{1,6.112} = 21.624; P = .001 \) from baseline (mean 37.5; SE 2.926) to the second follow-up (mean 59.72, SE 3.985). Regarding the qualitative data, the theme “I’m more careful now and would react to signs of redness” captured participants’ reflections on the new knowledge they had acquired, the changes they had made to their caring routines, their increased vigilance for signs of skin damage, and their intentions toward the app going forward. There were no significant results pertaining to improved preparedness for caregiving or caregiving self-efficacy or related to the Caregiver Strain Index. Participants reported above average usability scores on a scale of 0 to 100 (mean 69.94, SD 18.108). The app functionality and information quality were also rated relatively high on a scale of 0 to 5 (mean 3.84, SD 0.704 and mean 4.13, SD 0.452, respectively). Overall, 2 themes pertaining to acceptability and usability were identified: “When you’re not used to these things, they take time to get the hang of” and “It’s not a fun app but it is informative.” All participants (n=32, 100%) liked the microlearning approach.

Conclusions: The iCare app offers a promising way to improve informal carers’ pressure ulcer knowledge. However, to better support carers, the findings may reflect the need for future iterations of the app to use more interactive elements and the introduction of gamification and customization based on user preferences.

(JMIR Form Res 2022;6(9):e36517) doi:10.2196/36517
Introduction

Background
Pressure ulcers are defined as localized damage to the skin or underlying tissue, typically over a bony prominence, resulting from sustained pressure, which may present as intact skin or open ulcer [1]. They are usually caused by prolonged sitting or lying in one position. Populations at high risk include people who are frail and old [2] and people with spinal cord injuries [3]. According to a cross-sectional study, the prevalence of pressure ulcers is between 0.40 and 0.77 per 1000 community-dwelling adults in England [4].

Pressure ulcers are a substantial source of burden. They cause pain, exudate, and odor [5], and affect a person’s ability to participate in rehabilitation [6]. Pressure ulcers are also slow to heal. Most are treated using dressings and topical agents; however, some require surgical repair. Complications include soft-tissue and bone infections. Infection can cause sepsis and even death. Annually, the United Kingdom National Health Service (NHS) treats 202,000 people for pressure ulcers, at a yearly cost of £571.98 million (US $660.23 million) [7].

The essential elements of pressure ulcer prevention and management are the following: providing appropriate support surfaces (e.g., pressure relieving cushions and mattresses), conducting regular skin inspections, supporting patients to keep moving, ensuring that incontinence and moisture are managed, and maintaining adequate nutrition and hydration [8]. Regarding nursing management, depending on ulcer severity, most people with pressure ulcers receive between 1 and 3 nursing visits per week for wound care [9].

Studies exploring the factors influencing the implementation of evidence-based practice in pressure ulcer prevention and management in community settings have identified how health care practitioners regard informal carers as central to both pressure ulcer prevention and wound healing [10]. In total, 4 recent studies have explored carer input in pressure ulcer prevention and management and their perspectives of the factors affecting pressure ulcer care in home settings [11-14]. The findings emphasized high levels of carer burden and highlighted the paucity of carer training and the importance of communication with health care practitioners.

Supporting Carers
In this study, the term “informal carer” is defined as someone providing unpaid care to an older dependent person where there is an existing social relationship (e.g., a spouse or other relative). All subsequent references to carers will be to those working in this informal capacity. In 2015, NHS England pledged to raise the profile of such carers and how to support them [15]. Recent systematic reviews suggest that web-based interventions may result in a range of improved health outcomes for carers, including reductions in depression, stress, anxiety, social isolation, and relationship problems [16,17]. Moreover, these studies have suggested that robust web-mediated carer education has the potential to enhance management of the caring role with a concomitant reduction in the requirement for health care practitioner input.

With improved accessibility of smartphone devices, the role of smartphone health care apps is expanding. Smartphone apps can support carers by providing access to information, support, and resources at any time where the person has internet connection. App information is also easier to update and alert users to (via a notification in the app) than equivalent paper versions, which will be more expensive and difficult to ensure that users are reached. Previous studies have assessed the use of health care apps among carers of people with cancer [18] and carers of people living with dementia [19]. Although these studies found a positive attitude toward apps among carers [18,19], they also identified barriers to their use including concerns about time constraints and not being familiar with technology [19].

Contribution of This Study
To the best of our knowledge, no health care app has been evaluated among carers of people at risk of pressure ulceration. The aim of our study was to (1) explore carer perspectives on the acceptability and usability of a pressure ulcer app and (2) determine whether the app increased carers’ knowledge and confidence in their caring role.

Methods

Design
This was a 6-week, concurrent mixed methods pilot study in which participants were given access to a smartphone education app which had specific focus on carers and the care, management, and prevention of pressure ulcers. The study involved two components: (1) web-based Qualtrics-based questionnaires, completed by carers in weeks 1, 2, and 6, and (2) “think aloud” interviews with carers in week 1 and semistructured interviews with carers in weeks 2 and 6. The Good Reporting of a Mixed Methods Study guidelines [20] were adhered to in the reporting of this study.

Ethics Approval
Ethics approval for the study was granted by the School of Health Sciences Research Ethics Committee at City, University of London (ETH1819-1600), and relevant governance approvals were received from the local NHS provider organization.

iCare App
The app was developed by Care City, a Community Interest Company, which aims to work with residents and organizations to improve health and well-being in Northeast London, by bringing together health, social, and third sector partners; technology experts; and researchers. Using the Agylia Learning Management System, the app design and format were shaped by the principles of microlearning, in which short, focused
pieces of content are provided to an audience, when and where they need it [21]. The app’s content was organized into 14 units, with each unit consisting of a video presentation, written information, and interactive learning objects (Table 1). Each of the learning units was designed to take approximately 3 minutes to complete. The content of the app reflected information contained within an educational pack for carers that was developed by the local NHS provider organization [22]. The app was available to download on iPhone and Android devices.

**Table 1.** iCare app—learning unit topics and unit format.

<table>
<thead>
<tr>
<th>Unit number</th>
<th>Learning unit topic</th>
<th>Learning unit format</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>What are pressure ulcers?</td>
<td>Video (2 minutes 46 seconds)</td>
</tr>
<tr>
<td>2</td>
<td>Frequently asked questions about pressure ulcers</td>
<td>Video (40 seconds), written frequently asked questions, and pictures of pressure ulcers</td>
</tr>
<tr>
<td>3</td>
<td>Five things you should know about keeping people moving</td>
<td>Bullet-pointed list and interactive components</td>
</tr>
<tr>
<td>4</td>
<td>Five things you should know about keeping skin healthy</td>
<td>Bullet-pointed list and components</td>
</tr>
<tr>
<td>5</td>
<td>Five things you should know about nutrition</td>
<td>Bullet-pointed list and interactive components</td>
</tr>
<tr>
<td>6</td>
<td>Five things you should know about support surfaces</td>
<td>Bullet-pointed list and interactive components</td>
</tr>
<tr>
<td>7</td>
<td>How to ensure adequate nutrition?</td>
<td>Video (1 minute 19 seconds) and interactive components</td>
</tr>
<tr>
<td>8</td>
<td>How to help people keep moving?</td>
<td>Video (1 minute 40 seconds) and interactive components</td>
</tr>
<tr>
<td>9</td>
<td>How to keep skin healthy?</td>
<td>Video (1 minute 27 seconds) and interactive components</td>
</tr>
<tr>
<td>10</td>
<td>How to support people at risk effectively?</td>
<td>Video (1 minute 37 seconds) and interactive components</td>
</tr>
<tr>
<td>11</td>
<td>Pressure ulcer triggers</td>
<td>Interactive checklist</td>
</tr>
<tr>
<td>12</td>
<td>Skin inspection guide</td>
<td>Interactive checklist</td>
</tr>
<tr>
<td>13</td>
<td>Sources of help</td>
<td>Color-coded reference chart</td>
</tr>
<tr>
<td>14</td>
<td>Identifying who is at risk of getting a pressure ulcer</td>
<td>Color-coded reference chart</td>
</tr>
</tbody>
</table>

**Sampling and Recruitment**

The study was conducted in London, England. Individuals meeting the following inclusion criteria were eligible to participate: (1) aged ≥18 years, (2) identifiable as an informal carer for a person with or at risk of pressure ulcer, (3) able to participate in the interview in English, and (4) have access to an iPhone or iPad or Android device.

For pilot studies, the sample size for quantitative components is suggested to be 30 [23,24], which will allow parameter estimates and loss to follow-up rates for subsequent large studies. The sample size for the “think aloud” interview and semi-structured interviews were influenced by the concept of data saturation [25]. Given the topic area was clearly defined, a sample of 15 participants was expected to achieve data saturation. Previous studies using the “think aloud” approach to usability testing for health care apps have used sample sizes of 10 [26] and 24 [27], respectively.

The study was advertised on posters displayed in public areas on NHS sites in East London (including general practitioner surgery and rehabilitation wards). The study was also promoted by Care City staff attending local carer support group events. At these events, staff explained the purpose, methods, and intended uses of the study. They also explained that, depending on carer preference, participation will entail either (1) the completion of 3 web-based questionnaires or (2) the completion of 3 web-based questionnaires and participation in 1 face-to-face “think aloud” interview and 2 additional semi-structured interviews. In total, 14 events were attended, at which there were approximately 150 carers; however, not all attendees met the study inclusion criteria. In total, 29 eligible carers expressed interest in participating and were provided with a participant information sheet, and consent was obtained for their contact details to be shared with both the app registration team and the research team. According to Care City, reported barriers to recruitment included the perceived relevance of pressure ulcers and digital exclusion. Regarding the former, many of those attending the carers events did not consider the person they cared for as being at risk of pressure ulceration, and therefore did not think that the app will be of benefit to them. Regarding digital exclusion, many carers reported that they did not have access to the right technology, whereas others did not feel sufficiently technologically confident to engage with an app.

Following agreement, the app registration team set up individual user accounts and emailed carers their account details and instructions for downloading the app. Only carers who expressed interest in being interviewed as part of the study were referred to the research team, who telephoned them to confirm their ongoing interest and arrange a convenient time and location for the first interview.

**Data Collection**

All participants were asked to use the app for a period of 6 weeks. Data were collected between October 2019 and April 2020.
Web-Based Questionnaires

Overview

Participation for the whole sample comprised completion of web-based questionnaires at three time points: (1) at the start of week 1, (2) at the end of week 2, and (3) at the end of week 6. The questionnaires were administered via a web-based platform, Qualtrics. The first page of each questionnaire had a consent statement. Participants were directed to complete the questionnaire only after they read the statement and agreed to participate. Participants were prompted to complete the questionnaires via automatic emails sent at the start of week 1 and at the end of weeks 2 and 6. Anyone not completing the questionnaire within 7 days from the specified date received a telephone reminder from the app registration team. Participants received a £5 (US $5.81) e-voucher after completing each questionnaire to compensate them for their time and effort.

Week 1 (Baseline)

The baseline questionnaire comprised 3 main sections. In the first section, participants were asked to provide demographic information pertaining to their gender, age, ethnic background, highest level of education, relationship with the care recipient, and previous care-related training and the age and gender of the care recipient and their primary diagnosis. They were also asked whether they had previously used any health app or apps.

The second section measured existing pressure ulcer knowledge using a 20-item questionnaire, which was used to produce 2 parallel forms of 12 items each, at different time points (weeks 1 and 6). Items were generated from the educational pack developed by the local NHS provider organization for carers on how they can support family members at risk of pressure ulceration [22] and the Pressure Ulcer Knowledge Assessment Tool 2.0 questionnaire for registered nurses and nursing assistants [28]. Then, the items were clustered around four categories: (1) support surfaces, (2) nutrition and hydration, (3) keep moving, and (4) skin care and inspection.

The third section measured participants’ self-reported outcomes including confidence in dealing with caregiving situations, using the Caregiving Self-Efficacy Scale (CSES) [29]. The choice of responses ranged from 1 (not at all confident) to 5 (extremely confident). This section also measured how prepared participants were for their caregiving role, using the Preparedness for Caregiving Scale (PfCS) [30]. The choice of responses ranged from 0 (not at all prepared) to 4 (very well prepared). Finally, strain related to the caregiving role was measured using the Caregiver Strain Index (CSI) [31].

The week 1 questionnaire took approximately 30 minutes to complete.

Week 2 (First Follow-up)

This questionnaire comprised only 1 section, in which participants were asked to complete the System Usability Scale (SUS) [32] and the Mobile App Rating Scale (MARS) [33]. The former is a 5-point Likert scale (ranging from 1=”strongly disagree” to 5=”strongly agree”), giving a global view of subjective assessments of usability. The MARS also uses a range of Likert-type scale responses. The questionnaire took approximately 10 minutes to complete.

Week 6 (Second Follow-up)

At the end of week 6, participants were again asked to complete the CSES, PfCS, and CSI and answer follow-up questions on their pressure ulcer knowledge. The questionnaire took approximately 10 minutes to complete.

“Think Aloud” Interviews

The “think aloud” interviews were conducted with a subgroup of participants at the beginning of week 1. They were conducted face to face in a place with internet access chosen by the participant. The “think aloud” approach [34] was selected on the basis that it will provide a useful reflection on the carers’ cognitive processes and attitudes while downloading and using the app for the first time. To gain experience with the think aloud method, the interviewer (PH) conducted 2 pilot interviews—one with someone who had no previous exposure to this approach and one with someone who had extensive experience.

Written consent was obtained from participants before the interview. During the interview, the participant downloaded the iCare app from either the iPhone App Store or the Google Play Store. Then, the participants were encouraged to interact with the content while the interviewer asked them to verbalize their thought processes (eg, to voice any confusion or trouble they were having while navigating the app) and attitudes toward the content. All interviews were audio-recorded with participants’ permission. At the end of the interview, the interviewer made an appointment with the participant for their first semistructured interview (refer to the following section).

Semistructured Interviews

The subgroup that participated in the “think aloud” interviews were invited to participate in one-on-one semistructured interviews at the end of weeks 2 and 6. The topic guide for these interviews asked about participants’ use of the iCare app since the previous interview, their perceptions of using the app, changes they had made because of using the app, their plans for continuing to use the app, and what other sources of pressure ulcer information they had accessed since the previous interview. Interviews were conducted by PH via telephone. Written consent was obtained before the interview. Interviews were digitally recorded with participant’s permission. At the end of the first semistructured interview, the interviewer made an appointment for the second interview.

Data Analysis

Statistical Analysis

Quantitative data were entered into SPSS and analyzed for (1) description of the sample at baseline; (2) descriptives of the sample’s mobile app rating at the first follow-up; (3) relationships between continuous and ordinal variables, using Pearson or Spearman correlations; and (4) changes in outcomes from baseline to second follow-up, using linear mixed models analyses. Descriptive statistics (eg, means and SDs) have been produced and are presented in the Results section. Data were
screened to check whether they met the assumptions of parametric statistics, and appropriate inferential statistics were conducted. The statistical analysis was performed by SH.

**Qualitative Data Analysis**

Interviews were transcribed verbatim by an independent professional transcription service. Pilot data were not included in the analysis. Data were sifted and interpreted using the framework approach to qualitative data analysis [35], which allows the analytical process to be informed by issues designated in advance and new and emergent themes [36]. In the steps of this approach, transcription is followed by familiarization, coding, analytical framework development, indexing, charting, and interpreting. Deductive coding was guided by the study’s aim and used predefined codes derived from the MARS [33], Service User Technology Acceptability Questionnaire [37], and Treatment Acceptability Framework [38]. In total, 2 members of the research team (CM and EM) independently coded a sample of the transcripts. The remaining transcripts were coded by CM, and an analytical framework was developed. After the framework was developed and data were charted into the matrix, the data were interpreted by CM. All interpretations were discussed and interrogated by other members of the research team (EM and SH).

**Results**

The quantitative and qualitative results are integrated and presented in two parts to meet the aim of the study: (1) acceptability and usability of the iCare app and (2) impact of the iCare app on carers’ knowledge and confidence in their caring role.

**Sample Characteristics**

In total, 32 participants were registered with the iCare app. were carers who had attended one of the aforementioned carers events, or carers who had responded to posters advertising the study in public areas on NHS sites. Table 2 shows the characteristics of participants.

The mean age of the sample was 57.9 (SD 11.15) years, with 69% (22/32) women and 31% (10/32) men. Of the 32 participants, 11 (34%) participants had an education level of degree or above. Most participants (21/32, 66%) identified as White (British or Irish). Of the remaining participants, most identified as of South Asian origin (6/32, 19%). Although all participants (32/32, 100%) spoke English, 25% (8/32) of them spoke a different language at home.

Regarding the person the participants cared for, the mean age was 71.4 (SD 23.15) years. It is noteworthy that this distribution was bimodal with a small number of young people receiving care (aged <38 years; 6/32, 19%) and a large number of older people receiving care (aged >60 years; 24/32, 75%). More than half of those receiving care were classified as women (18/32, 56%). Among the 32 participants, there were 8 (25%) carers looking after a spouse or partner, 11 (34%) looking after a parent, and 11 (34%) looking after a son or daughter. Just more than half of them (17/32, 53%) lived with the person they were caring for.

The most common condition or disability of the person receiving care was depression (11/32, 34%), followed by rheumatoid arthritis (10/32, 31%) and osteoarthritis (9/32, 28%). Importantly, many participants reported caring for individuals with multiple conditions and disabilities (22/32, 69%).

At baseline, of the 32 participants, only 5 (16%) participants reported using a health app before, and 8 (25%) reported participating in health education training in relation to caregiving (including diabetes care, parenting for autism, and moving and handling).

In total, 66% (21/32) of the carers were recruited to the subgroup participating in the “think aloud” and semistructured interview component of the study, including 67% (14/21) women and 70% (7/10) men.
Table 2. Characteristics of participants and care recipients.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Participants (N=32)</strong></td>
<td></td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>10 (31)</td>
</tr>
<tr>
<td>Female</td>
<td>22 (69)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>57.9 (11.15)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
</tr>
<tr>
<td>No formal education</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (6)</td>
</tr>
<tr>
<td>CSE(^a) or GCSE(^b) or O-level or City and Guilds or NVQ(^c) levels 1-2</td>
<td>6 (19)</td>
</tr>
<tr>
<td>A-level or higher national diploma or NVQ level 3 or diploma</td>
<td>8 (25)</td>
</tr>
<tr>
<td>Degree or equivalent</td>
<td>6 (19)</td>
</tr>
<tr>
<td>Higher degree or postgraduate qualification</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>British or Irish</td>
<td>21 (66)</td>
</tr>
<tr>
<td>Asian or British Asian (Indian or Bangladeshi)</td>
<td>6 (19)</td>
</tr>
<tr>
<td>Black or Black British</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Relationship with care recipient, n (%)</td>
<td></td>
</tr>
<tr>
<td>Spouse or partner</td>
<td>8 (25)</td>
</tr>
<tr>
<td>Daughter or son</td>
<td>11 (34)</td>
</tr>
<tr>
<td>Parent (mother, father, mother-in-law, father-in-law, or grandparent)</td>
<td>11 (34)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Live with care recipient, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>17 (53)</td>
</tr>
<tr>
<td>No</td>
<td>15 (47)</td>
</tr>
<tr>
<td><strong>Care recipients (N=32)</strong></td>
<td></td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>12 (38)</td>
</tr>
<tr>
<td>Female</td>
<td>18 (56)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>71.4 (23.15)</td>
</tr>
<tr>
<td>Condition or disability, n (%)</td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>11 (34)</td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>10 (31)</td>
</tr>
<tr>
<td>Osteoarthritis</td>
<td>9 (28)</td>
</tr>
<tr>
<td>Respiratory conditions</td>
<td>8 (25)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>8 (25)</td>
</tr>
<tr>
<td>Dementia</td>
<td>8 (25)</td>
</tr>
<tr>
<td>Learning disabilities</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Gastrointestinal conditions</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Cancer</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Visual problems</td>
<td>4 (13)</td>
</tr>
</tbody>
</table>
Loss to Follow-up
All the participants (32/32, 100%) completed the week 1 (baseline) questionnaire. Of the 32 participants, 23 (72%) participants completed the week 2 (first follow-up) questionnaire and 16 (50%) completed the week 6 (second follow-up) questionnaire, with data available for 13 (41%) carers at all 3 time points. There were no significant predictors of withdrawal (carer characteristics, care recipient characteristics, pressure ulcer knowledge, or participant-reported outcome measures) from the study at the $P<.01$ level.

Comparisons of pressure ulcer knowledge, CSES, PICS, and CSI were between the baseline and second follow-up measure. The linear mixed models analyses ensured that all available data were used for analyses across time points.

In terms of the qualitative subgroup, 66% (21/32) of the carers participated in the “think aloud” interview, 18 (86%) of whom went on to participate in a semistructured interview at the end of week 2 and 13 (62%) of whom also participated in the semistructured interview at the end of week 6. Figure 1 shows the follow-up of participants across the study.

Acceptability and Usability of the iCare App
At first follow-up, participants completed SUS and MARS to provide feedback about using the iCare app. Table 3 shows the mean scale scores on these measures. SUS showed that the app has above average usability score (mean 69.94, SD 18.108). The MARS scores supported this finding and showed the app’s overall mean score (mean 3.62, SD 0.540) as being above the midpoint, with the subscales indicating that this is mainly owing to the information-conveying capabilities of the app (mean 4.13, SD 0.452) and its functionality (mean 3.84, SD 0.704). However, the engagement score (mean 3.03, SD 0.669) was midrange, and the perceived impact score (mean 2.01, SD 0.936) was relatively low based on the scale ranges.

Regarding the study’s aim, two key themes were identified from the qualitative data: (1) “When you’re not used to these things, they take time to get the hang of,” captured participants’ perceptions and experiences relating to usability. Few participants felt proficient in the use of modern technology at baseline, with many participants describing using only the basic features of their smartphones. Varying levels of familiarity with smartphones and apps in particular were reflected in the amount of time the participants took to find and install the iCare app from the iPhone App Store or the Google Play Store, with downloading times ranging from 1 minute 22 seconds to 15 minutes 34 seconds (average 4 minutes 52 seconds).

Once the app was downloaded, some participants found navigating the content more intuitive than others. Some barriers to navigation were related to the design of the app (eg, the indistinguishable nature of pictures on the direct links [tiles] to set modules in the app), whereas others related to relatively common computing functions such as vertical and horizontal scrolling and screen orientation settings. These functions were not considered to be simple or obvious by those participants.

Figure 1. Follow-up of participants.
who were new to smartphone apps and were identified as a
source of frustration in the “think aloud” interviews. Despite
these frustrations, many participants thought that they would,
with time, learn how to use the app. At the end of the second
week, most participants recounted that they had become
proficient in the use of the app, which reflects the high usability
scores reported using the SUS in the first follow-up
questionnaire. However, there were exceptions, including 2
participants who had forgotten their passwords and who had
been unable to reset them again. An area that remained as a
concern across the 6 weeks was the size of the font on the app.
Therefore, some participants expressed a preference for printed
forms of information or suggested that a desktop version of the
app be made available. However, others recognized that having
pressure ulcer information in an app on their mobile devices
ensured that advice and support were always available.

The second theme, “It’s not fun but it is informative,” captured
participants’ perceptions of and experiences with the
performance of the app in terms of conveying information and
its functionality and engagement. Participants who were familiar
with digital technologies highlighted a missed opportunity by
creators to generate an experience beyond the content itself and
drew attention to the advantages of app-to-app linking and game
mechanisms, which were missing from the iCare app. These
participants felt that the addition of these features would have
increased their engagement with the app. In contrast, some
participants were irritated by animated features (such as the use
of flip cards) because they required more user effort. Although
participants disagreed about whether the app should be more
entertaining, several participants agreed that great customization
and more personalized content would have increased
engagement. Regarding customization, participants suggested
the addition of bookmarking and favoriting tags, which would
have allowed them to return quickly to preferred content, and
an activity tracker, which would have tracked their progress.
Regarding personalization, a participant suggested the addition
of an algorithm that will generate content that is relevant to each
user’s personal circumstances. These findings may explain the
reasons for the midrange scores for engagement on MARS in
the first follow-up questionnaire.

Despite these limitations, participants were united in their
description of the app as one that was informative. The highlight
for many were the videos, in which the presenter was
commended for her pace and use of plain English and for
providing a welcome break from the written content. Regardless
of baseline levels of knowledge, all participants (32/32, 100%)
liked the microlearning approach and endorsed it across the
6-week period. These findings contextualize the high
information scores on MARS in the first follow-up interview.
Participants described having to juggle their caring
responsibilities alongside other responsibilities and that the time
they had available to dedicate to learning about pressure ulcers
was limited.

Table 3. App-related scale scores at the first follow-up.

<table>
<thead>
<tr>
<th>Scales and parameters</th>
<th>Scores, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>System Usability Scale (score range 0-100; higher scores indicate greater usability)</td>
<td>69.94 (18.108)</td>
</tr>
<tr>
<td>Mobile App Rating Scale (score range 1-5; higher scores indicate better rating)</td>
<td></td>
</tr>
<tr>
<td>Engagement</td>
<td>3.03 (0.669)</td>
</tr>
<tr>
<td>Functionality</td>
<td>3.84 (0.704)</td>
</tr>
<tr>
<td>Esthetics</td>
<td>3.46 (0.876)</td>
</tr>
<tr>
<td>Information</td>
<td>4.13 (0.452)</td>
</tr>
<tr>
<td>Subjective quality score</td>
<td>3.17 (0.978)</td>
</tr>
<tr>
<td>Perceived impact of the app</td>
<td>2.01 (0.936)</td>
</tr>
<tr>
<td>Quality of the app</td>
<td>3.62 (0.540)</td>
</tr>
</tbody>
</table>
Table 4. Themes, subthemes, and illustrative quotes (acceptability and usability of the iCare app).

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. When you are not used to these things, they take time to get the hang of</strong></td>
<td></td>
</tr>
<tr>
<td>Limited proficiency in the use of modern technology</td>
<td>• “I don’t use mobile phones very often, only for rings.” [think aloud; P104]</td>
</tr>
<tr>
<td></td>
<td>• “I don’t really do apps... I just use the phone to check my, have I got a text message.” [think aloud; P108]</td>
</tr>
<tr>
<td></td>
<td>• “I don’t often use [the phone] as a web, for webbing.” [think aloud; P114]</td>
</tr>
<tr>
<td></td>
<td>• “I’m not very digitally minded... literally, I brought my iPhone to take pictures.” [think aloud; P105]</td>
</tr>
<tr>
<td>Learning over time</td>
<td>• “I went to school in the 70s and university in the 80s, so this is not my kind of thing but I could adopt it, I could try.” [think aloud; P116]</td>
</tr>
<tr>
<td></td>
<td>• “The more I use it, I’ll get the hand of it better.” [think aloud; P101]</td>
</tr>
<tr>
<td></td>
<td>• “Many people love technology, I love it, I’m crap at it but I want to try and learn.” [think aloud; P110]</td>
</tr>
<tr>
<td></td>
<td>• “I find it okay because I’ve got used to it now. I’ve looked at it a few times and then I get used to it.” [week 2; P114]</td>
</tr>
<tr>
<td></td>
<td>• “It seems pretty easy to navigate once you know how it works... Once you learn how to use it, it’s pretty intuitive.” [week 6; P117]</td>
</tr>
<tr>
<td>Small font size</td>
<td>• “I have to wear glasses to read and I get tired eyes, watery. I think the writing is, should be a bit bolder.” [think aloud; P108]</td>
</tr>
<tr>
<td></td>
<td>• “I think I have already said it before, I think the wording needs to be a bit bigger and bolder.” [week 2; P109]</td>
</tr>
<tr>
<td><strong>2. It’s not fun, but it is informative</strong></td>
<td></td>
</tr>
<tr>
<td>Creating an experience beyond the content itself</td>
<td>• “I think perhaps you could consider other things like linking it to other systems. For example, like Patient Access... It’s like a GP [general practitioner] practice app where patients can log in, book appointments, repeat prescriptions and things like that. Perhaps you could link it to that because on there, there’s information and support for carers as well.” [think aloud; P106]</td>
</tr>
<tr>
<td></td>
<td>• “There’s nothing about connecting with... other carers. Nothing about having a discussion about something that you’ve just seen... You could gamify this, that would be more fun... because we spend the entire time reading which is, I get fed up with... being told ‘read this’... I don’t have the time, the energy or the capacity.” [think aloud; P121]</td>
</tr>
<tr>
<td></td>
<td>• “I suppose they are trying to make it a little bit more interesting, but they could have just done it as bullet points.” [think aloud; P104]</td>
</tr>
<tr>
<td></td>
<td>• “Because it is not a game. I don’t see [the point] of an extra click. And it makes me feel like I am doing an exam, a multiple-choice exam and it doesn’t make me feel like this is something [I’m going to want to do], I think I would get bored of it.” [think aloud; P111]</td>
</tr>
<tr>
<td>Customization and more personalized content</td>
<td>• “I think it would be useful to have some favorites, so sections that you know you’d want to go back to more easily.” [think aloud; P106]</td>
</tr>
<tr>
<td></td>
<td>• “There isn’t any [customization]. It’s led by the app. It’s just a whole bunch of lines. I can’t customize anything... There isn’t anything that says, I’ve done this bit, and these are the bits that are next.” [think aloud; P121]</td>
</tr>
<tr>
<td></td>
<td>• “I don’t need that [information] at the moment but if it [was] relevant to my situation... What do they call them now... flow chart! Now that would be useful... so you’re going down a tree until you hit the specific point that you are looking for... I think you have to try and tailor these things.” [think aloud; P113]</td>
</tr>
<tr>
<td>Good use of videos</td>
<td>• “I quite like the video content... You don’t want to just read loads and loads and loads of information.” [think aloud; P106]</td>
</tr>
<tr>
<td></td>
<td>• “I like the way she is talking... a good pace and she was very clear in describing what to look out for... the language she used — it wasn’t really hard terminology.” [think aloud; P107]</td>
</tr>
<tr>
<td>Information is short and to the point</td>
<td>• “Everything seems just short and to the point to keep me engaged because, especially as the care you just, your concentration level is just, you’ve just got to be on it, you’re doing other things and also tired... I just need something to spark a little something in me and be simple.” [think aloud; P121]</td>
</tr>
<tr>
<td></td>
<td>• “It’s not really a fun topic, but it’s very interesting... It was just concise information that someone in my position would need to know, it wasn’t [over the top] with lots of unnecessary information. It was just enough so that I know what to look for and what to do.” [week 2; P118]</td>
</tr>
<tr>
<td></td>
<td>• “I think it’s very quick and straight to the point most of the time... it’s a very good introduction.” [week 6; P119]</td>
</tr>
</tbody>
</table>
Impact of the iCare App on Carers’ Knowledge and Confidence in Their Caring Role

Mean scores for pressure ulcer knowledge and participant-reported outcome measures (ie, CSES, PfCS, and CSI) at baseline and 6 week follow-up are reported in Table 5. Regarding the Pressure Ulcer Knowledge Assessment, at baseline, participants had a relatively low score on a scale of 0 to 100 (mean 37.5, SD 16.55). Items on the questionnaire were clustered around four key themes: (1) support surfaces, (2) nutrition and hydration, (3) keep moving, and (4) skin care and inspection. Knowledge—albeit limited—was mainly based on nutrition and hydration (mean 46.8, SD 26.7) and keep moving (mean 37.50, SD 25.40) scale scores. There were deficits in skin care and inspection knowledge (mean 25.63, SD 27.47) and support surfaces knowledge (mean 33.04, SD 20.6).

Regarding participant-reported outcome measures, at baseline, PfCS scores (mean 19.59, SD 6.339) indicated that the group was between “somewhat” and “pretty” well prepared for caring, and CSES scores showed that they were, on average, “somewhat” confident in their ability to care (mean 3.10, SD 0.815). Regarding CSI, carers scored a mean of 11.91 (SD 6.428), representing strain “sometimes.”

Overall, pressure ulcer knowledge scores significantly changed ($F_{1,6112}=21.624; P<.001$) from baseline (mean 37.5, SE 2.926) to the second follow-up (mean 59.72, SE 3.985). From the subscale scores, this difference was likely owing to changes in the “support surfaces” knowledge category, which increased from baseline scores of a relatively low mean of 33.04 (SE 3.653) to a relatively high score (mean 71.11, SE 3.906). Trends toward significant increases in knowledge were found from the subscales for “nutrition and hydration,” “keep moving,” and “skin care and inspection.”

There were no significant results pertaining to participant-reported outcomes across the 6-week period; the PfCS (baseline: mean 27.59, SE 1.121; second follow-up: mean 28.11, SE 1.110; $P=.60$), CSES (baseline: mean 3.10, SE 0.144; second follow-up: mean 3.38, SE 0.172; $P=.12$), and CSI (baseline: mean 11.91, SE 1.136; second follow-up: mean 12.85, SE 1.425; $P=.47$) did not show any significant change.

Regarding this study’s aim, only 1 key theme was identified from the qualitative data: “I’m more careful now and would react to signs of redness.” This theme describes participants’ reflections on the new knowledge they had acquired, the changes they had made to their caring routines as a result of this new knowledge, their increased vigilance for signs of skin damage, and their intentions regarding the app going forward. Related subthemes and illustrative quotations are shown in Textbox 1.

Participants reported acquiring new knowledge as they progressed through the different modules. Before using the app, some participants had only a rudimentary understanding of the factors contributing to pressure ulcer development, as shown in the baseline pressure ulcer knowledge scores, and had not considered the person they cared for to be especially vulnerable to pressure ulceration because they were neither wheelchair users nor confined to bed. At follow-up, several participants described how they had changed their caring routines as a result of this new knowledge, particularly routines related to movement, patient positioning, and moving and handling. However, most participants felt that the person they cared for was not at high risk of pressure ulceration. As such, the primary learning outcome had not been a change in caring behavior, but an improved understanding of the dangers of pressure ulcers and an increased readiness to react to signs of skin damage. Given that most participants felt that the person they cared for was not at high risk of pressure ulceration, at the final follow-up, most of them felt that they had learned enough about the prevention and management of pressure ulcers and did not envisage returning to the app in the immediate future. However, approximately all participants wanted to retain the app in case their circumstances were to change.

Table 5. Pressure ulcer knowledge and participant-reported outcome measures.

<table>
<thead>
<tr>
<th>Tools and parameters</th>
<th>Baseline, mean (SE)</th>
<th>Second follow-up (week 6), mean (SE)</th>
<th>Test of fixed effects of time</th>
<th>F (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pressure Ulcer Knowledge Assessment (score range 0-100)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Support surfaces</td>
<td>33.04 (3.653)</td>
<td>71.11 (3.906)</td>
<td></td>
<td>50.415 (1,22.457)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nutrition and hydration</td>
<td>46.88 (4.538)</td>
<td>58.62 (4.302)</td>
<td></td>
<td>6.122 (1,21.624)</td>
<td>.02</td>
</tr>
<tr>
<td>Keep moving</td>
<td>37.50 (4.490)</td>
<td>57.58 (6.857)</td>
<td></td>
<td>7.365 (1,16.949)</td>
<td>.02</td>
</tr>
<tr>
<td>Skin care and inspection</td>
<td>25.63 (4.856)</td>
<td>46.90 (7.611)</td>
<td></td>
<td>7.349 (1,17.299)</td>
<td>.02</td>
</tr>
<tr>
<td>Total score</td>
<td>37.25 (2.926)</td>
<td>59.72 (3.985)</td>
<td></td>
<td>29.452 (1,17.850)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Preparedness for Caregiving Scale (total; score range 0-32)</td>
<td>27.59 (1.121)</td>
<td>28.11 (1.110)</td>
<td></td>
<td>0.286 (1,16.640)</td>
<td>.60</td>
</tr>
<tr>
<td>Caregiving Self-Efficacy Scale (mean item; score range 1-5)</td>
<td>3.10 (0.144)</td>
<td>3.38 (0.172)</td>
<td></td>
<td>2.716 (1,16.617)</td>
<td>.12</td>
</tr>
<tr>
<td>Caregiver Strain Index (total; score range 0-24)</td>
<td>11.91 (1.136)</td>
<td>12.85 (1.425)</td>
<td></td>
<td>0.553 (1,14.602)</td>
<td>.47</td>
</tr>
</tbody>
</table>
Textbox 1. Theme, subthemes, and illustrative quotes (impact of the iCare app on carers’ knowledge and confidence in their caring role).

**Theme**
- I’m more careful now and would react to signs of redness

**Subtheme 1**
- Acquiring new knowledge
- Quotes
  - “There are two pictures and I can see with the pictures it’s going to the lady’s heel, which shows obviously that if you’re sitting too long with your feet up on a surface you could develop a pressure ulcer on your heel, which is something I wouldn’t have ever thought of...So, I think there is a lot of good information there, already I can see things that I never knew about pressure ulcers, I just thought it was for people in bed.” [think aloud; P118]
  - “That was really, really interesting...You mainly assume, I know about people in wheelchairs, people that are bed ridden but I didn’t realize that it could also be people like my mum that’s not well for a couple of days...So that’s really interesting...that’s shocking.” [think aloud; P104]

**Subtheme 2**
- Changing care routines
- Quotes
  - “I don’t pull him up the bed anymore...I’m turning him more...” [week 2; P101]
  - “I’ve just made sure, I guess that when I put my wife on the bed...I should lift her up and not drag her...I’m [also] looking...I keep an eye on [her skin]. And one district nurse, some time ago, gave me a [skin barrier] spray [to protect it from excessive moisture], which I spray. But I guess as a result of this video, I’m spraying it more often.” [week 2; P109]

**Subtheme 3**
- Alert to signs of redness
- Quotes
  - “Well I certainly know the signs of redness now...so obviously there’s a sort of thing to look out for.” [week 2; P110]
  - “If my mother did have bedsores...I’d know what to look for...Whereas before I had the app, I wouldn’t have had a clue really.” [week 2; P112]
  - “I understand when I’m looking at something now better about soreness.” [week 2; P114]
  - “The little red, I wouldn’t have ever thought of that, if I’d seen a red mark, I would have just though, oh, wouldn’t have thought much of it. But after looking at this, if I ever saw anything like that then that would prompt me to see further help.” [week 2; P118]

**Subtheme 4**
- Learned enough for now and keeping the app in case of changing circumstances
- Quotes
  - “There’s only so much of it that’s relevant to me at the moment. But I know if I need to, like if my godfather for instance gets worse...then I will be able to refer back to it. Yeah, so...if the situation comes up then it’s good to have it...I’ll definitely keep it on my phone.” [week 6; P108]
  - “I don’t [use it] as my wife hasn’t, at the moment anyway, hasn’t got the starting of an ulcer... [But] I’d like to keep it there...I will refer to it from time to time, because it’s always a good idea to keep on top of the situation.” [week 6; P109]
  - “Because I know it’s there if I need it, but like I say, the person I look after, they’re quite mobile and I’m quite aware to look out for things...I know its there so I can go back to it...It’s only like if the situation occurred, I might go and double check something.” [week 6; P119]

**Withdrawal Analysis**
There were no significant baseline predictors of withdrawal from the study at the P < .01 level. Only pressure ulcer knowledge regarding mobility was associated with withdrawal from the study at the P < .05 level, with an odds ratio of 1.035 (95% CI 1.0-1.071; P=.047). A 10-point increase in this knowledge increasing the chances of withdrawal by 3.5% (original probability of 16/32, 50%, with related odds of 1).
Discussion

Principal Findings

Pressure ulcers are a significant source of burden to informal carers [11-14]. Smartphone apps offer a promising way to support carers by providing access to information and resources at any time where the person has internet connection [18,19]. To the best of our knowledge, no health care app has been evaluated among carers of people at risk of pressure ulceration. The aim of our study was to explore carer perspectives on the acceptability and usability of a pressure ulcer app and determine whether the app increased carers' knowledge and confidence in their caring role.

Despite wide variability in the ease with which carers were able to download and access the app on first use, we found relatively high levels of usability and acceptability among our sample, which comprised informal carers with and those without previous exposure to health care apps. We did not use SUS and MARS at the second follow-up to limit responder burden (especially as loss to follow-up was a concern), but taking these measures again (in a full trial) will be helpful to determine usability or acceptability following a long period with the app, as users mentioned that it will take time to become familiar with the app in the interviews. The information quality was deemed to be especially useful, and participants demonstrated that it improved their knowledge related to pressure ulcer prevention over the pilot period. Although retention of knowledge over the long term is hard to predict, several participants expressed their intention to retain the app and return to the content if they needed to in the future.

The microlearning approach was positively received by participants, who enjoyed the short focused pieces of content. Participants described having to juggle their caring responsibilities alongside other responsibilities and that the time they had available to dedicate to learning about pressure ulcers was limited. iCare does not represent the first use of the microlearning approach in health care apps for informal carers; for example, it is an approach adopted in a mobile app for supporting dementia relatives [39]. However, this study is potentially the first to report carer perspectives of and experiences with knowledge acquisition and skill development using this approach.

There were no significant results pertaining to changes in participant-reported outcomes across the 6-week period. In its current form, the app is generally didactic and underdeveloped in terms of customization and personalized content, which can include, for example, reminders for tasks and deadlines and live support for carers via groups and chats with other carers and professionals. The inclusion of such features can potentially address outcomes including preparedness for caregiving, caregiver self-efficacy, and caregiver strain. This is supported by Grossman et al [40] who suggested that the integration and interaction of five types of app functions successfully relieved caregiver burden: (1) information and resources; (2) practical problem-solving involving behavioral solutions, medication management, safety, and personal health record tracking; (3) memory aids; (4) family communication, including coordinating care; calendars for appointments and sharing; medical and emergency contact lists; and ability to share important information, photos, and messages among caregivers and family members; and (5) caregiver support (ie, care for the caregiver).

Limitations

We met the sample size for a small pilot study to provide some indicative parameters that can be built upon for a large randomized controlled trial. However, most participants felt that the person they cared for was not at high risk of pressure ulcers. It would have been useful to have had the pressure ulcer risk assessment score (eg, scores generated using validated tools such as the Waterlow [41] and Braden [42] scales) for the person receiving care to better understand the context within which informal carers were providing care. Furthermore, the inclusion of a larger proportion of carers of people at higher risk of pressure ulcers may have produced more promising results.

The use of linear mixed models analyses helped with the loss to follow-up by allowing all available data to be used; however, the reasons for dropout need to be investigated further.

Recommendations

This study has demonstrated that microlearning (presenting bite-sized chunks of information) is acceptable and useful for users; thus, it is a strategy that can be pursued in further studies and apps of this nature, especially with carer users. However, this must be done with careful thought to the accessibility of mobile apps among the wider population. Not having either a suitable device or an internet connection is the first barrier to the usefulness of mobile apps and may exacerbate inequalities and care. Solutions may include provision of devices and training on downloading and using apps for those first-time users who require additional support, the costs of which will need to be taken into account in any wide-scale roll out. There are also some limitations in the current implementation of the iCare app, which, if addressed, can improve its usability and usefulness. Increasing interactive elements, gamification (potentially using evidence-based behavior change techniques), and customization based on user preferences are potential alterations that can achieve better results on carer-based outcomes.

Conclusions

This study provides insight into the perceptions of carers on the acceptability of the iCare app and the impact of the app on their pressure ulcer knowledge and confidence in their caring role. The mixed methods analysis found that the app was acceptable to most participants, who endorsed the microlearning approach and perceived the app to be highly informative. In addition, at the end of 6 weeks, carers demonstrated a significant increase in their pressure ulcer knowledge. However, there were no significant results pertaining to participant-reported outcomes. The findings may reflect the need for upcoming iterations of the iCare app to use more interactive elements and introduction of gamification and customization based on user preferences. Future studies will need to capture the risk assessment scores for the person receiving care and sample a broad range of informal carers, including carers of people at high risk of pressure ulceration.
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Abstract

Background: Common mental disorders, including depression and anxiety, are leading causes of disability worldwide. Digital mental health interventions, such as web-based self-help and other low-intensity treatments (LITs) that are not digital (eg, bibliotherapy), have the potential to reach many individuals by circumventing common barriers present in traditional mental health care. It is unclear how often LITs are used in clinical practice, or whether providers would be interested in their use for treatment waiting lists.

Objective: The aims of this study were to (1) describe current practices for treatment waiting lists, (2) describe providers’ attitudes toward digital and nondigital LITs for patients on a waiting list, and (3) explore providers’ willingness to use digital and nondigital LITs and their decisions to learn about them.

Methods: We surveyed 141 practicing mental health care providers (eg, therapists and psychologists) and provided an opportunity for them to learn about LITs.

Results: Most participants reported keeping a waiting list. Few participants reported currently recommending digital or nondigital LITs, though most were willing to use at least one for patients on their waiting list. Attitudes toward digital and nondigital LITs were neutral to positive. Guided digital and nondigital LITs were generally perceived to be more effective but less accessible, and unguided interventions were perceived to be less effective but more accessible. Most participants selected to access additional information on LITs, with the most popular being web-based self-help.

Conclusions: Results suggest providers are currently not recommending LITs for patients on treatment waiting lists but would be willing to recommend them. Future work should explore barriers and facilitators to implementing digital and nondigital LITs for patients on treatment waiting lists.

(JMIR Form Res 2022;6(9):e39787) doi:10.2196/39787
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Introduction

Common mental disorders (CMDs), such as depression, anxiety, and insomnia, are leading causes of disability worldwide [1-3] and a significant burden to the health care system [4]. Mental health needs have increased with the COVID-19 pandemic, such that approximately 3 in 10 adults in the United States report clinically elevated anxiety or depression symptoms—a number that may have tripled since 2019 [5]. Effective treatments exist for CMDs, including psychotherapy and pharmacotherapy. However, despite the prevalence of CMDs and the efficacy of existing treatments, few people with mental health concerns receive any form of treatment [6,7].
Barriers related to receiving traditional psychotherapy or other forms of treatment include time availability, lack of financial resources (including insurance coverage), stigma, and low provider availability [6,8]. During the COVID-19 pandemic, many of these barriers have been amplified, particularly provider availability and waiting time for treatment. Increased delays in treatment have been reported across a number of health service areas, including oncology, elective surgery, and general health care [9,10]. Waiting lists are used by providers as the demand for services often surpasses provider capacity. Generally, this involves individuals seeking treatment to be placed on a list prior to receiving a scheduled appointment or scheduling appointments far in the future. Existing work suggests that treatment waiting lists are commonly used for mental health services, but there is substantial variability in their design and management [11]. A relatively agreed-upon feature of waiting lists is that they are associated with a rather long time waiting for psychological services, raising a number of ethical issues, and forcing individuals to seek out alternate services.

Waiting to receive treatment for mental health specifically can have detrimental effects. For example, waiting for treatment can be associated with increased symptom severity, including symptom deterioration [12]. Additionally, a greater waiting time is associated with a lower likelihood of ultimately engaging with the treatment [13]. Finally, the pretreatment waiting times may also be associated to worse patient engagement even once patients initiate treatment [14,15], decreased probability of improvement with treatment, and increased risk of dropout [13,16]. Patients themselves also identify waiting for treatment as a barrier to care, with some studies reporting negative psychological and behavioral outcomes when placed on treatment waiting lists for mental health care [17].

Current efforts to address barriers to mental health treatment have made little impact on the burden of mental health. For example, research in places where the number of mental health providers has increased show public health burdens of mental illness remain unchanged [18]. Furthermore, some researchers report the public health burden of CMDs, such as mood and anxiety disorders, would show little reduction even if the number of providers doubled instantly [6]. These findings suggest that the current model of mental health care needs to change in order to accommodate the burden of CMDs [7].

Various low-intensity treatments (LITs) exist that are relatively scalable and have demonstrated efficacy for depression, anxiety, and other CMDs. Many of these LITs can be used with additional guidance by a professional or paraprofessional (ie, guided) or can be self-guided by the individual user (ie, unguided) and can be accessed through a digital or nondigital platform. Although face-to-face therapy is one of the most well-studied treatments for CMDs, both guided and unguided LITs have been proven to be effective relative to controls like waiting lists and care as usual [19-22]. In general, unguided self-help is better than control groups (eg, sham internet applications and care as usual), and guided self-help is more efficacious than both controls and unguided self-help [23], with guided self-help appearing to have similar efficacy to face-to-face therapy [24]. One commonly studied nondigital LIT is bibliotherapy, a form of self-help using print materials [25]. Meta-analyses of randomized controlled trials of bibliotherapy for depression support its efficacy, yielding large mean effect sizes [19,20]. Guided and unguided digital mental health interventions (DMHIs), including internet-based cognitive behavioral therapy (iCBT) or mental health apps, are effective at treating depression relative to controls like waiting lists and care as usual [24,26]. Together, these studies suggest that LITs provide a tenable and effective treatment alternative for people with CMDs.

Despite research supporting the efficacy of digital and nondigital LITs, it is unclear to what extent they are used in clinical practice [27]. We propose that one place where digital and nondigital LITs may be impactful is in the provision of services to individuals waiting for treatment [28]. The period in which people are waiting for psychological services is an important time for intervention because individuals have already overcome some barriers to treatment seeking, including stigma and the lack of contact with a mental health provider, only to be faced with another barrier (ie, time waiting without receiving services). Schleider et al [28] made a similar observation in a small open trial, where they offered a nondigital LIT to patients on a waiting list. We could not identify a study where provider attitudes toward digital or nondigital LITs for patients on waiting lists were explored.

There is limited research on the use of LITs for patients on waiting lists; however, preliminary studies have supported the feasibility of implementing mental health apps for patients waiting for treatment [29,30]. Other researchers have explored barriers and facilitators of DMHI implementation in clinical practice more broadly. In one study comparing implementers and nonimplementers of iCBT, the two groups differed significantly in their perceived knowledge, confidence in when to recommend iCBT, perception of technical problems, organizational resources, and patient referral process allowing for iCBT inclusion [27]. Thus, there may be differences in the perceptions and attitudes of those who choose to implement versus those who choose not to implement digital and nondigital LITs, such as iCBT, in their practice. However, we know little about general attitudes toward LITs and, specifically, their potential to be implemented in clinical practice for patients on a waiting list. This is important for two reasons. First, extensive work has shown that attitudes predict behavior [31]; thus, negative attitudes toward digital and nondigital LITs may predict reduced willingness to endorse them. Second, identifying the factors that dissociate between willingness and unwilliness to implement digital and nondigital LITs could inform how future work should shape interventions to promote providers’ LIT use, particularly for practices with prohibitively long wait lists.

The aims of our study were the following: (1) describing current practices surrounding waiting lists, including how often they are used and what providers do with individuals on their waiting lists (aim 1); (2) describing providers’ attitudes toward digital and nondigital LITs for patients on their waiting lists (aim 2); and (3) exploring predictors of providers’ willingness to use digital and nondigital LITs and their decisions to learn more about them (aim 3).
Methods

We surveyed currently practicing mental health care providers on their attitudes toward LITs, including guided and unguided bibliotherapy and DMHIs. Additionally, we included a behavioral task that provided an option for participants to receive additional information about LITs.

Recruitment and Eligibility

Participants were recruited using a survey link posted via emails to professional organization listserves, specifically the American Psychological Association Division 29—Society for the Advancement of Psychotherapy, the Association for Behavioral and Cognitive Therapies, and social media (ie, Twitter). The survey, which was advertised as a survey on “waiting lists and possible resources,” began with a Study Information Sheet outlining the purpose of the research, eligibility criteria, limits of confidentiality, risks and benefits, and compensation. Participants were eligible to participate if they identified as being (1) over the age of 18 years, (2) a practicing licensed mental health care professional, and (3) currently providing at least 1 hour of clinical services per week. We required participants to have to conduct at least an hour of clinic work to ensure participants were currently providing at least some clinical services, but we did not limit the study to those whose only duties were clinical work.

We received 145 survey responses. Two responses were removed after being determined to be from the same individual. Two responses were removed for not providing responses to all questions. The remaining 141 participants were included in data analysis.

Ethics Approval

Study procedures were approved by Indiana University Bloomington’s Human Subjects and Institutional Review Board (10503).

Data

The survey, which can be found in the Open Science Framework website [32], was divided into 4 sections. Section 1 collected demographic information (eg, age, gender, race, and ethnicity) and clinical background (eg, state or country of licensure, level of education, clinical practice setting, psychotherapy theoretical orientation, satisfaction with clinical work, years of clinical experience, and average hours of clinical services provided per week).

Section 2 was designed to address aim 1 of our study. In this section, participants were asked to provide information on their current waiting list practices. This included whether their current clinical setting kept a treatment waiting list (vs not keeping a waiting list or scheduling appointments several months in advance), the estimated time patients spent on a waiting list, the effect of the COVID-19 pandemic on waiting time, and current actions taken for patients on a treatment waiting list. In section 3, participants were provided with a brief description of the following LITs: unguided bibliotherapy, guided bibliotherapy, unguided web-based self-help, guided web-based self-help, and patient support groups. We chose these LITs because they have been relatively well researched, and research suggests they are effective. Descriptions of each LIT type were provided to ensure that respondents were equally familiar with each intervention. To address aim 2 of our study, for each LIT, respondents were asked to rate their perceived effectiveness (eg, “I believe this option would be effective for patients on a treatment waiting list”), availability (eg, “I believe this option is available and accessible to use with patients on my waiting list”), and willingness to use LIT (eg, “I am willing to use this modality for patients on a waiting list”). Responses were given on a 5-point Likert scale from 1 (strongly disagree) to 5 (strongly agree).

Section 4 addressed aim 3 of our study by asking respondents if they would like to receive any additional information about the following LITs: bibliotherapy, web-based self-help, or patient support groups. They were subsequently offered information on each LIT, and we tracked which participants chose to receive more information (ie, whether they engaged in information-seeking behavior).

Missing Data

Missingness in demographic and clinical variables was relatively low (0%-1.4%), with the exception of age (13.5%). Missingness in the attitude variables was greater (10.6%-12.1%), reflecting survey dropout (ie, participants who answered no subsequent questions). We completed regression analyses with the original data set and an imputed data set. The latter imputed missing values for all variables included in the regression analyses using a machine learning algorithm with random forests using the R package “missForest” [33].

Statistical Analysis

Analyses were conducted using the R programming language (version 4.2.1; the R Core Team) [34]. To describe waiting list practices, we present response frequencies and descriptive statistics (aim 1). We compared descriptive statistics and response frequencies of providers’ perceived efficacy, availability and accessibility, as well as willingness to use the different LITs (aim 2).

To explore predictors of willingness to use digital and nondigital LITs (aim 3), we ran 5 linear regressions, one for each LIT under consideration. Willingness to use each specific intervention was regressed on demographic information (ie, gender, age, and education), professional background (ie, theoretical orientation and practice setting), and clinical variables (ie, the use of a waiting list, clinical satisfaction, and clinical hours per week). In these models, an average “willingness” response variable was included in the regression to control for participant willingness to use other interventions, excluding the one being predicted. Regressions were completed using the original data set and the imputed data set.

To explore predictors of information seeking for digital and nondigital LITs (aim 3), we conducted a series of regressions to explore demographic, professional background and attitudinal predictors of requesting additional information. Specifically, we conducted 3 binomial logistic regressions with the dependent variables of requesting additional information (ie, selecting information vs not selecting information) on the following: (1)
web-based self-help, (2) bibliotherapy, and (3) patient support
groups. Each model included demographic information (eg,
gender, education, and age), clinical variables (eg, theoretical
orientation, clinical satisfaction, years of experience, clinical
hours, and presence of a waiting list), modality-specific attitudes
(eg, willingness to use the specific intervention and perceived
availability and accessibility of the specific intervention), and
controls for overall rating tendency (eg, average willingness to
use other interventions and average availability or accessibility
of other interventions).

Transparency and Openness
We report how we determined our sample, all data exclusions,
all manipulations, and all measures in the study. All data,
analysis code, and research materials are available on the Open
Science Framework website [32]. This study's design and its
analysis were not preregistered. No other papers currently use
these data.

Results

Sample Characteristics
Demographic and clinical variables of the sample are
summarized in Table 1. The sample primarily included female,
non-Hispanic, White participants. Participants' average age was
about 39 years. Most participants in the sample had a PhD
degree and were prescribed to an orientation (eg, cognitive or
third-wave behavioral therapy) related to cognitive behavioral
therapy (CBT). About half of the participants were employed
in a private practice setting with an average of 10 (SD=10.4)
years of clinical experience.
Table 1. Demographic and clinical variables of 141 providers who responded to a survey of waiting lists and low-intensity treatments.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>39.2 (10.1)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>92 (65.2)</td>
</tr>
<tr>
<td>Male</td>
<td>45 (31.9)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td>No answer</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td><strong>Race or ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>115 (81.5)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>7 (5)</td>
</tr>
<tr>
<td>Asian</td>
<td>6 (4.3)</td>
</tr>
<tr>
<td>AIAN(^a), MENA(^b), NHPI(^c), or other</td>
<td>6 (4.3)</td>
</tr>
<tr>
<td>Multiracial</td>
<td>6 (4.3)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Associate of Arts degree</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Bachelor of Arts degree</td>
<td>3 (2.1)</td>
</tr>
<tr>
<td>Master of Arts degree</td>
<td>17 (12.1)</td>
</tr>
<tr>
<td>PhD</td>
<td>99 (70.2)</td>
</tr>
<tr>
<td>PsyD</td>
<td>18 (12.8)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (2.1)</td>
</tr>
<tr>
<td><strong>Private practice (vs no private practice), n (%)</strong></td>
<td>71 (50.7)</td>
</tr>
<tr>
<td><strong>Clinical orientation—CBT(^d) (vs other), n (%)</strong></td>
<td>125 (88.7)</td>
</tr>
<tr>
<td><strong>Clinical satisfaction, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Not satisfied</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Slightly satisfied</td>
<td>7 (5)</td>
</tr>
<tr>
<td>Neutral</td>
<td>23 (16.4)</td>
</tr>
<tr>
<td>Very satisfied</td>
<td>80 (57.1)</td>
</tr>
<tr>
<td>Extremely satisfied</td>
<td>30 (21.4)</td>
</tr>
<tr>
<td><strong>Clinical experience (years), mean (SD)</strong></td>
<td>10.4 (10.4)</td>
</tr>
<tr>
<td><strong>Clinical hours per week, mean (SD)</strong></td>
<td>18.3 (10.9)</td>
</tr>
</tbody>
</table>

\(^a\)AIAN: American Indian or Alaska Native.  
\(^b\)MENA: Middle Eastern or North African.  
\(^c\)NHPI: Native Hawaiian or Pacific Islander.  
\(^d\)CBT: cognitive behavioral therapy.

Waiting List Characteristics

The majority of survey respondents (n=94, 69.1%) endorsed keeping a formal treatment waiting list (Table 2) with the estimated waiting time averaging about 13 weeks. Others reported not keeping a waiting list but scheduling patients “a couple of months in advance” (n=23, 16.9%). Most of the respondents who endorsed keeping a waiting list also noted their estimated waiting time had been impacted by the COVID-19 pandemic (n=68, 73%) and estimated waiting times around 9 weeks prior to the pandemic.

The majority of participants who kept a waiting list or scheduled patients for months in advance endorsed taking names or contact information, completing an unstructured brief assessment, and providing referrals. Few reported completing a structured assessment or provided brief psychoeducation, and even fewer (n=13-20, <20%) reported providing information on apps, books, or support groups.
Table 2. Features of treatment waiting lists for 141 providers who responded to our survey on waiting lists and low-intensity treatments.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
<th>Missing values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waiting list kept, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>94 (69.1)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>23 (16.9)</td>
<td></td>
</tr>
<tr>
<td>No, but scheduling appointments months in advance</td>
<td>19 (14)</td>
<td></td>
</tr>
<tr>
<td>Impacted by COVID-19, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>68 (73.1)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>25 (26.9)</td>
<td></td>
</tr>
<tr>
<td>Wait time, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current wait time (weeks)</td>
<td>12.8 (10.6)</td>
<td></td>
</tr>
<tr>
<td>Pre-COVID-19 wait time (weeks)</td>
<td>9.4 (11.7)</td>
<td></td>
</tr>
<tr>
<td>Waiting list resources used by therapists who kept a waiting list (n=106), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Name or contact information</td>
<td>101 (95)</td>
<td></td>
</tr>
<tr>
<td>Unstructured assessment</td>
<td>77 (72.6)</td>
<td></td>
</tr>
<tr>
<td>Structured assessment</td>
<td>24 (22.6)</td>
<td></td>
</tr>
<tr>
<td>Referrals (psychology or psychiatry)</td>
<td>88 (83)</td>
<td></td>
</tr>
<tr>
<td>Brief psychoeducation</td>
<td>29 (27.4)</td>
<td></td>
</tr>
<tr>
<td>Books</td>
<td>17 (16)</td>
<td></td>
</tr>
<tr>
<td>Apps</td>
<td>13 (12.3)</td>
<td></td>
</tr>
<tr>
<td>Support groups</td>
<td>20 (18.9)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>9 (8.5)</td>
<td></td>
</tr>
</tbody>
</table>

Attitudes Toward Digital and Nondigital Low-Intensity Treatments

Figure 1 shows respondents’ ratings of willingness to use, perceived efficacy, and availability of different interventions. Average responses were generally between 3 (“neutral”) and 4 (“somewhat agree”). The exception to this was the perceived low accessibility and availability of patient support groups (mean 2.9, SD 1.2). Average attitudes were highly correlated; specifically, the willingness to use LITs was related to its perceived efficacy ($r_{122}= 0.76, 95\% \text{ CI 0.67-0.83}; P<.001$).
Predictors of Willingness to Use an Intervention
We used multiple linear regressions to identify demographic, clinical, waiting list, and attitude variables predicting participants’ ratings of willingness to use a LIT (Table S1 in Multimedia Appendix 1). Across models, averaged willingness to use other LITs predicted the specific likelihood of willingness to use another LIT. For example, the willingness to use unguided bibliotherapy was strongly predicted by the average willingness to use support groups, guided bibliotherapy, and web-based self-help ($\beta=0.65$, 95% CI 0.45-0.84).

Other predictors of willingness to use a LIT varied across the LITs probed. Compared to individuals in other practice settings, individuals in private practice were more willing to use unguided bibliotherapy ($\beta=0.22$, 95% CI 0.02-0.42) and less willing to use guided bibliotherapy ($\beta=-0.20$, 95% CI -0.35 to -0.04). Additionally, individuals who reported a CBT theoretical orientation (vs not reporting one) were more willing to use unguided web-based self-help ($\beta=0.22$, 95% CI 0.08-0.35). There were no consistent significant predictors of willingness to use support groups. More detailed information is presented in Table S1 in Multimedia Appendix 1.

Information Seeking About Digital and Nondigital Low-Intensity Treatments
Most (n=85, 70%) respondents indicated they would like to receive additional information about at least one of these modalities: web-based self-help (n=78, 63%); bibliotherapy (n=66, 53%), or support groups (n=61, 50%). We explored demographic, clinical, waiting list, and attitude variables predicting participants’ responses to receive additional information. Overall, there were few strong predictors of information seeking for LITs (Table 3 and Table 4). Willingness to use the specific LIT was predictive of information seeking for web-based self-help (odds ratio [OR]=2.20, 95% CI 1.02-4.28) and bibliotherapy (OR=1.66, 95% CI 1.02-2.80). Relative to individuals in other practice settings, individuals in private practice were more likely to seek information for web-based self-help (OR=5.33, 95% CI 1.48-23.42). There were no consistent predictors of seeking information about support groups.
Table 3. Logistic regression analyses predicting providers’ information seeking for low-intensity interventions from demographic, clinical, and practice predictors in original data sets.

<table>
<thead>
<tr>
<th>Original data (N=104)</th>
<th>Web-based self-help</th>
<th>Bibliotherapy</th>
<th>Support groups</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>Zp</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.16 (0.00-8.08)</td>
<td>–0.91</td>
<td>.36</td>
</tr>
<tr>
<td>Availability (specific)</td>
<td>0.71 (0.41-1.20)</td>
<td>–1.23</td>
<td>.22</td>
</tr>
<tr>
<td>Willingness (specific)</td>
<td>2.20 (1.20-4.28)</td>
<td>2.45</td>
<td>.01</td>
</tr>
<tr>
<td>Availability (general)</td>
<td>1.51 (0.77-3.04)</td>
<td>1.19</td>
<td>.23</td>
</tr>
<tr>
<td>Willingness (general)</td>
<td>1.29 (0.59-2.84)</td>
<td>0.65</td>
<td>.51</td>
</tr>
<tr>
<td>Age</td>
<td>0.97 (0.92-1.01)</td>
<td>–1.36</td>
<td>.17</td>
</tr>
<tr>
<td>Female (vs male)</td>
<td>0.41 (0.12-1.20)</td>
<td>–1.57</td>
<td>.12</td>
</tr>
<tr>
<td>Doctorate (vs AA/BA/MA)</td>
<td>1.50 (0.30-6.76)</td>
<td>0.52</td>
<td>.60</td>
</tr>
<tr>
<td>Keeps a waitlist (vs not)</td>
<td>2.52 (0.64-10.25)</td>
<td>1.33</td>
<td>.18</td>
</tr>
<tr>
<td>Clinical satisfaction (1-5)</td>
<td>0.84 (0.39-1.77)</td>
<td>–0.46</td>
<td>.65</td>
</tr>
<tr>
<td>Clinical hours</td>
<td>1.00 (0.96-1.05)</td>
<td>0.20</td>
<td>.84</td>
</tr>
<tr>
<td>Private practice (vs other)</td>
<td>5.33 (1.48-23.46)</td>
<td>2.40</td>
<td>.01</td>
</tr>
<tr>
<td>CBT (vs other orientation)</td>
<td>0.95 (0.20-4.42)</td>
<td>–0.06</td>
<td>.95</td>
</tr>
</tbody>
</table>

aOR: odds ratio.
bZ statistic from specific model term in logistic regression.
cP values are significant when P<.05.
dAA/BA/MA: Associate of Art degree/ Bachelor of Arts degree/Master of Arts degree.
eCBT: cognitive behavioral therapy.
Table 4. Logistic regression analyses predicting providers’ information seeking for low-intensity interventions from demographic, clinical, and practice predictors in imputed data sets.

<table>
<thead>
<tr>
<th>Imputed data (N=141)</th>
<th>Eb-based self-help</th>
<th>Z</th>
<th>P value</th>
<th>Bibliotherapy</th>
<th>Z</th>
<th>P value</th>
<th>Support groups</th>
<th>Z</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td></td>
<td></td>
<td>OR (95% CI)</td>
<td></td>
<td></td>
<td>OR (95% CI)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.05 (0.00-1.23)</td>
<td>-1.79</td>
<td>.07</td>
<td>0.12 (0.00-3.20)</td>
<td>-1.25</td>
<td>.21</td>
<td>0.17 (0.01-3.42)</td>
<td>-1.15</td>
<td>.25</td>
</tr>
<tr>
<td>Availability (specific)</td>
<td>0.79 (0.47-1.27)</td>
<td>-0.96</td>
<td>.34</td>
<td>1.01 (0.62-1.61)</td>
<td>0.03</td>
<td>.98</td>
<td>0.96 (0.67-1.36)</td>
<td>-0.25</td>
<td>.8</td>
</tr>
<tr>
<td>Willingness (specific)</td>
<td>1.95 (1.17-3.38)</td>
<td>2.48</td>
<td>.01</td>
<td>1.50 (0.98-2.32)</td>
<td>1.87</td>
<td>.06</td>
<td>1.45 (0.98-2.19)</td>
<td>1.81</td>
<td>.07</td>
</tr>
<tr>
<td>Availability (general)</td>
<td>1.74 (0.95-3.27)</td>
<td>1.78</td>
<td>.08</td>
<td>1.42 (0.76-2.73)</td>
<td>1.10</td>
<td>.27</td>
<td>1.13 (0.65-1.97)</td>
<td>0.42</td>
<td>.68</td>
</tr>
<tr>
<td>Willingness (general)</td>
<td>1.14 (0.59-2.17)</td>
<td>0.40</td>
<td>.69</td>
<td>1.48 (0.81-2.77)</td>
<td>1.27</td>
<td>.20</td>
<td>1.24 (0.69-2.27)</td>
<td>0.42</td>
<td>.48</td>
</tr>
<tr>
<td>Age</td>
<td>0.98 (0.93-1.02)</td>
<td>-1.06</td>
<td>.29</td>
<td>1.00 (0.95-1.04)</td>
<td>-0.15</td>
<td>.88</td>
<td>0.98 (0.94-1.02)</td>
<td>-0.92</td>
<td>.36</td>
</tr>
<tr>
<td>Female (vs male)</td>
<td>0.57 (0.21-1.44)</td>
<td>-1.16</td>
<td>.24</td>
<td>1.00 (0.41-2.42)</td>
<td>0.01</td>
<td>.99</td>
<td>0.75 (0.34-1.64)</td>
<td>-0.71</td>
<td>.48</td>
</tr>
<tr>
<td>Doctorate (vs AA/BA/MA)</td>
<td>0.79 (0.28-2.14)</td>
<td>-0.46</td>
<td>.65</td>
<td>0.84 (0.33-2.06)</td>
<td>-0.39</td>
<td>.70</td>
<td>0.96 (0.40-2.26)</td>
<td>-0.09</td>
<td>.93</td>
</tr>
<tr>
<td>Keeps a waitlist (vs not)</td>
<td>3.32 (1.10-10.30)</td>
<td>2.12</td>
<td>.03</td>
<td>2.63 (0.94-7.73)</td>
<td>1.81</td>
<td>.07</td>
<td>0.91 (0.33-2.47)</td>
<td>-0.18</td>
<td>.86</td>
</tr>
<tr>
<td>Clinical satisfaction (1-5)</td>
<td>1.21 (0.66-2.25)</td>
<td>0.62</td>
<td>.54</td>
<td>0.79 (0.44-1.40)</td>
<td>-0.81</td>
<td>.42</td>
<td>1.18 (0.69-2.01)</td>
<td>0.60</td>
<td>.55</td>
</tr>
<tr>
<td>Clinical hours</td>
<td>1.00 (0.96-1.05)</td>
<td>0.14</td>
<td>.89</td>
<td>1.01 (0.97-1.05)</td>
<td>0.28</td>
<td>.78</td>
<td>0.99 (0.95-1.03)</td>
<td>-0.55</td>
<td>.58</td>
</tr>
<tr>
<td>Private practice (vs other)</td>
<td>2.85 (1.06-8.42)</td>
<td>2.00</td>
<td>.05</td>
<td>1.34 (0.55-3.38)</td>
<td>0.64</td>
<td>.52</td>
<td>1.18 (0.50-2.86)</td>
<td>0.37</td>
<td>.71</td>
</tr>
<tr>
<td>CBT (vs other orientation)</td>
<td>0.75 (0.19-2.59)</td>
<td>-0.45</td>
<td>.65</td>
<td>0.37 (0.09-1.30)</td>
<td>-1.48</td>
<td>.14</td>
<td>1.07 (0.33-3.39)</td>
<td>0.12</td>
<td>.90</td>
</tr>
</tbody>
</table>

aOR: odds ratio.  
bZ statistic from specific model term in logistic regression.  
cP values are significant when P<.05.  
dAA/BA/MA: Associate of Art degree/Bachelor of Arts degree/Master of Arts degree.  
dCBT: cognitive behavioral therapy.

Discussion

Principal Findings

The aims of this study were to describe current waiting list practices (aim 1), describe providers’ attitudes toward digital and nondigital LITs for patients on their waiting lists (aim 2), and explore predictors of providers’ willingness to use digital and nondigital LITs and their decisions to learn more about them (aim 3). Most providers (n=94, 69%) endorsed keeping a treatment waiting list. Among those who said they do not, nearly half (n=19, 45%) reported scheduling patients in the “distant future,” for example, 2-3 months away. Thus, most (n=113, 83%) providers in this sample had an opportunity to use LITs with people waiting for treatment. However, fewer than 20% (n=13-20) reported having recommended books, apps, or support groups for patients on a waiting list. The majority of those who endorsed maintaining a waiting list noted the estimated waiting time for their patients to access treatment was high and had increased since the COVID-19 pandemic. The difference in the average estimated waiting time currently and prior to the pandemic was on average about a month, with a significant increase, suggesting patients have experienced an increased delay in accessing mental health care since the onset of the pandemic.

This study has a number of limitations to consider. First, the generalizability of the study results may be limited due to the relatively small sample size and the representativeness of our study sample, which consisted primarily of CBT-oriented providers. However, our sample was relatively similar to the gender and racial or ethnic demographic characteristics of the psychology workforce in the United States [35], and CBT theoretical orientations have become the most popular among providers [36,37]. Additionally, it is possible that providers who are more interested in digital or nondigital LITs may have been more likely to participate in the study, resulting in a biased rating of attitudes relative to the population of mental health providers. Provider estimates of waiting times may likewise be biased or inaccurate in other ways. Previous research on waiting times for psychological services suggests that average waiting time ranges from 2-3 weeks to 2-3 months [38,39], but this varies across studies. Future studies could explore alternative methods, including the “secret shopper” methods, to get more accurate data on waiting lists and estimated waiting times. Lastly, this study assessed providers’ limited attitudes toward the listed interventions, specifically their perceptions of the intervention efficacy, accessibility, and their willingness to use it. Future research should investigate more detailed perceptions of these interventions through, for example, qualitative interviews to identify specific barriers and facilitors to digital and nondigital LIT implementation and use.
Despite its limitations, this study has notable strengths. To our knowledge, this is the first survey of providers to assess attitudes toward digital and nondigital LITs for patients on a waiting list. Additionally, beyond assessing attitudes, we also provided an opportunity to learn more about digital and nondigital LITs and assessed participants’ decisions to request additional information. Most providers were not currently recommending digital or nondigital LITs for patients on their waiting list, but attitudes toward the interventions were neutral to positive. Most were willing to use at least one intervention for patients on their waiting list. We found no evidence that providers had more positive attitudes regarding digital versus nondigital interventions. Generally, guided interventions were seen as more effective but less accessible than unguided interventions, which, in turn, were seen as less effective but more accessible. Together, these findings support our proposal that dissemination and implementation of digital and nondigital LITs (eg, bibliotherapy or DMHIs) while patients are on waiting lists could be a promising strategy to reduce the burden of untreated CMDs.

Although we found few significant predictors of attitudes and information seeking, we found that practice setting (ie, private practice vs other settings) was a predictor of attitudes and behaviors toward LITs. Individuals in private practice were more willing to use unguided bibliotherapy compared to individuals in other practice settings but were less willing to use guided bibliotherapy and unguided web-based self-help. Interestingly, at the end of our survey, individuals in private practice were more willing to learn about web-based self-help resources compared to individuals in other practice settings. These findings may reflect a knowledge gap wherein individuals in private practice currently do not perceive themselves to know which DMHIs to turn to, a barrier reported by other mental health providers [27,40,41], and hence they are less willing to use them. In addition to private practice setting, CBT theoretical orientation was predictive of willingness to use unguided web-based self-help. This finding may reflect the recent increase in iCBTs in research and practice settings, many of which are self-guided [42,43]. Increasing knowledge about digital and nondigital LITs and disseminating the interventions that individual providers are willing to use may be a useful way of increasing the reach of LITs [44]. One strategy to increase the use of LITs on treatment waiting lists would be to target the dissemination and implementation of digital and nondigital LITs to individuals who already have positive attitudes toward them—in our study, CBT practitioners and people with private practices. Alternatively, researchers could study interventions to increase the willingness to use digital and nondigital LITs by those not predisposed to using them, for example people who are not CBT practitioners.

Conclusions

We investigated treatment waiting lists and attitudes toward LITs for patients in waiting lists. Most providers appear to keep a waiting list, but most of them do not provide LITs to individuals on their waiting lists. In general, attitudes toward using LITs for patients in waiting lists were positive. Future research should investigate manipulating attitudes toward digital and nondigital LITs as well as structural barriers that may influence their use. For example, regarding individuals in private practice, who may be less likely to recommend guided LITs, qualitative data from our participants and from other studies [45] highlight questions about providers’ legal and ethical liability related to giving LIT guidance for participants on their waiting lists (eg, “I think one might assume a level of risk if participating in guided exercises but not therapy associated with their office”). Additionally, providers may be more, rather than less, likely to recommend LITs to patients with different features (eg, less severe symptoms) [46]. The perceived efficacy of an intervention also seems to be a major correlate of its use, so interventions that educate providers about LIT research are also worth exploring. Future work should clarify the nature of liability when recommending digital and nondigital LITs, as this may be an obstacle to uptake.
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Abstract

Background: To empower healthy aging, digital solutions embed multiple modules for physical activity, cognitive health promotion, and social engagement. Integrating new empowering technologies such as digital exercise monitoring requires assessment measures and analysis procedures, considering variable compliance of users with different modules.

Objective: This study aims to assess the influence of a tablet-based and a feedback system–based exercise module on balance and leg strength by considering use adherence instead of the use of the entire multimodular system.

Methods: In the prospective cohort study within the fit4AAL project, 83 users (n=67, 81% women; n=16, 19% men; mean age 66.2, SD 2.3 years) used the 2 digital exercise modules of a multimodular physical activity promotion system for >18 weeks. A data-driven clustering method based on the average use frequency of the exercise modules determined the number of user types that met the World Health Organization–recommended training frequency of at least twice per week. On the basis of this use adherence, statistical analysis was performed with features of functional performance tests (unipedal stance, 30-second chair rise, Y-balance, and hurdle step tests). The tests were conducted 6 months before the intervention, immediately before the intervention, and after the intervention, comparing the baseline phase with the 3 feedback use groups of the study (using only the tablet, the tablet and the feedback system, or only the feedback system).

Results: Of the 83 users, 43 (52%) met the World Health Organization–recommended frequency of muscle-strengthening activities. Overall, the feedback use groups achieved, on average, more chair rises in 30 seconds than the baseline group (P=.01; moderate effect size of 0.07). Of the 43 users, 26 (60%) additionally used the feedback system–based exercise module. They improved in balance compared with the users using either the tablet or the feedback system (P=.02). In addition, they improved their leg strength within the group (P=.04) and compared with the baseline (P=.01).

Conclusions: The additional use of a feedback system showed a tendency to positively maintain and influence the already exceptionally high functional performance of older adults. Considering use adherence in future multimodular system studies is crucial to assess the influence of single and combined use of exercise modules on functional performance.

(JMIR Form Res 2022;6(9):e36805) doi:10.2196/36805
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**Introduction**

The things we do and value in life affect how we age. The ultimate goal is to age healthily and, therefore, increase the number of healthy years of life. The World Health Organization (WHO) describes healthy aging as “the process of developing and maintaining the functional ability that enables wellbeing in older age” [1]. Functional ability encompasses the intrinsic capacity of people’s mental and physical abilities to cope with daily life. Physical abilities affect mental abilities and vice versa [2]. In the field of health promotion, physical activity has been prescribed as a preventive measure for reducing risks of functional ability and noncommunicable diseases [3].

To engage older people and promote physical activity, new empowering technologies have been considered to support compliance with training at home. In comparison with assistive technologies, which aim to alleviate the effects of disabilities such as immobility, empowering technologies aim to help people prevent functional disability [4]. For the users, it has to be an experience to maintain or even increase compliance with exercise and make the long-term effects tangible. Therefore, digital exercise modules have included different technologies and devices, such as fitness trackers and camera systems, to provide feedback on exercise performance and movement quality during training sessions.

Although interventions with exercise feedback and monitoring have been used with positive results on functional performance, procedures to thoroughly report and test the digital interventions and their adherence for older adults are lacking [5]. This assessment is even more challenging when, in particular, older participants train unsupervised [6]. Nevertheless, this setting is common in the field of Active and Assisted Living (AAL). For example, AAL projects funded by the AAL Joint Programme of the European Union should integrate a proof of concept, market potential, and strategies of the solutions, as well as impact evaluations, into 3- to 4-year AAL projects [7]. Hence, studies evaluating the effects of technology-assisted physical activity interventions in real-life settings are required [8,9].

The goal of AAL research is to promote active and healthy aging by developing and investigating age-appropriate services and solutions based on Information and Communication Technology (ICT). The developed solutions are often ICT–based multimodal systems that address ≥1 component of successful aging: that is, chronic disease management, maintenance of physical and cognitive health, and active social engagement [10]. For physical health, the WHO recommends regular muscle-strengthening training involving major muscle groups for the age group of 18 to 64 years on ≥2 days a week [11]. To achieve the recommended training frequency, digital exercise modules integrated into multimodal solutions have been considered to augment usual coaching, reduce costs, and increase training accessibility to support people in establishing training routines [12-14].

Despite proven long-term effects of regular exercise on functional ability, the impact measures and analysis procedures for evidence of the usefulness of digital exercise modules vary. Although the use adherence in the ZentrAAL project had been analyzed independently from functional performance [15], CareInMovement introduced an expert-based clustering of user types to identify use-related differences [16]. However, the workouts provided in both projects were accessible via a tablet app, and the effects on participants’ functional performance related to the fitness program were investigated rather than the impact of the technological devices themselves on physical capabilities. Dasgupta et al [10] surveyed tablet-based intervention studies, which were characterized by limited sample sizes and durations, and revealed significant improvements in functional performance in terms of gait velocity, repeated chair rises, and static balance. However, the mentioned apps mainly focused on providing training content without feedback or monitoring exercise execution.

A study protocol given by Belleville et al [17] described the intended outcome analysis for the tablet-based multimodal solution StayFitLonger related to physical and cognitive health training at home. Performance on the “Timed-Up & Go” test was selected as the primary outcome measure of physical health, which is assessed before and after the 26-week intervention. Use adherence was mentioned to be considered in future evaluations to determine whether the recommended dose, volume, and frequency of the physical activity program could be maintained over time and to evaluate the efficacy.

A similar multimodal AAL solution for physical activity promotion was developed in the Austrian AAL project, fit4AAL. The purpose of the modules was not only to support daily physical activity and regular exercising but also to promote knowledge about an active and assisted lifestyle. The fit4AAL field trial included 2 phases using a randomized controlled trial design with a waitlist baseline group [18]. In the first trial phase with a randomized-assigned intervention group and a baseline group, the impact of the entire solution was investigated. For example, the exercise modules improved muscular strength and flexibility in older women in the first phase [19]. In the second trial phase, the same but matured digital intervention was applied to the baseline group. In both phases, the AAL solution integrated the 2 digital exercise modules. A tablet-based version and a feedback system–based version of a personalized training program focused on improving functional abilities and establishing a training routine.

To evaluate the influence of the digital exercise modules of the multimodal solution on balance and leg strength, including the movement quality of older adults, we hypothesized that the additional use of the feedback system–based exercise module would improve the functional performance of the participants when they met the WHO-recommended training frequency. As the feedback system–based exercise module was more mature in the second phase of the field trial, this prospective cohort study investigated the data from the participants of the waitlist baseline group of the fit4AAL field trial. Moreover, one of the questions was how many participants met the WHO-recommended weekly training frequency during the intervention phase. Therefore, use adherence was used to investigate the compliance with the 2 exercise modules.
Methods

Digital Exercise Modules and Training Program
The multimodal AAL solution comprised 4 modules: an e-learning module, an activity-tracking module, and 2 exercise modules forming the digital home training. One of the two personalized digital exercise modules was accessible via a tablet-based Android app version, including the other modules as well. The other exercise module provided live feedback for older adults during training via the feedback system–based Android app version. This feedback system monitored exercise through skeleton tracking of the 3D camera system Orbbec Persee (Orbbec) connected to the users’ television monitors. This version, as well as the tablet-based exercise module, offers training sessions tailored to users’ fitness levels, with 365 functional exercises [20].

The used multidimensional training programs focused on varied but structured movements to maintain or even increase functional fitness [21]. All training sessions comprised a warm-up, main, and cool-down phase. Exercises to mobilize and invigorate the cardiovascular system, such as shoulder circles and marching in place, started the warm-up. The main part included strengthening exercises such as squats and table push-ups. Stretching exercises for the lower and upper body concluded each training session. The users could select among 10-minute, 20-minute, or 30-minute training sessions, and the suggested workouts changed daily. At the start of each exercise, a thorough description of the exercise in written, video-based, and spoken form was available.

The modules differed after the exercise description. In the exercise module on the tablet, the exercise description video and a countdown were displayed while the users were performing the exercise for the prescribed amount of time. For each exercise, users had the possibility to either skip the exercise or confirm it by clicking on the corresponding buttons in the app. In both cases, the next exercise was described. After the last exercise, an overview of the workout, including the actual workout duration and number of performed exercises, was displayed.

Additional live feedback during exercise execution was available in the feedback system–based exercise module. To use skeleton tracking (Nuitrack SDK, version 1.3.1; 3DiVi Inc), the users were advised to stand 2 to 2.5 meters away and in front of the Persee (Figure 1). In addition to the exercise description video, a camera live stream mirrored users so that they could visually adjust and correct their posture. Furthermore, several exercises were tagged with feedback-providing algorithms: from the 365 exercises, 154 were tagged with one of the start position detection algorithms, 122 were tagged with one of the repetition counting algorithms, and 100 were tagged with the instability detection algorithms.

Repetition counting and instability detection required start position detection. Start position detection algorithms supported users in taking the required pose for an exercise. For example, squats were counted only when users took the required starting position of hip-wide standing. Repetition counting algorithms enabled the users to follow the number of repetitions they achieved, such as the number of squats they performed. Additional instability detection algorithms monitored the correct postures during exercise execution. For example, during the one-leg stand exercises, the users were visually notified when their sway to either side left a balanced stance. As the skeleton tracking of the 3D camera system was used, the focus was on exercises starting from the standing or sitting position [22]. This excluded exercises in prone or supine positions performed on the floor or leaning against a wall, as well as exercises where users faced the camera laterally. The camera live stream in the app was available for all exercises.
Participants

The thorough recruitment process of fit4AAL participants in Austria was described by Trukeschitz et al [18]. It was separated into three stages: potential participants (1) received letters of invitation via mail, magazines, newspapers, websites, and digital newsletters; (2) had to confirm their interest following a developed questionnaire on the web or by telephone; and (3) were selected by the project team based on the questionnaire answers. The questionnaire was used to identify individuals who had been retired for 2.5 to 6 years and were willing to participate in a scientific study of physical activity promotion, were not dependent on mobility aids, had no chronic diseases or physical limitations, did not have a personal trainer at the time of recruitment, or exercised >4 times per week. Furthermore, participants who were technology savvy were selected based on possession of an email address, a monitor, and free space (approximately 2-2.5 meters) in front of the monitor to exercise.

The selected study participants were randomly assigned to the intervention and baseline groups of the first fit4AAL trial phase. The baseline group of the first trial phase became the intervention group of the second trial phase because of the randomized controlled trial with a waitlist baseline group design [15]. This means that the multimodular AAL solution was first applied to the intervention group and then to the baseline group. For the prospective cohort study of the baseline group, the baseline and intervention phases of the baseline group were investigated (Figure 2).

Excluding dropouts and nonusers from the 109 participating adults, 91 (83%) used at least one of the four modules of the multimodular AAL solution during the intervention phase [23]. Of the 91 users, 86 (94%) used either 1 of the 2 or both digital exercise modules. This resulted in an adherence rate of 94.5% to the exercise modules of the AAL solution. From these 86 users, 3 (3%) were removed as they did not show up for the tests or they had not finished any workout. The average age of the 83 users (n=67, 81% women and n=16, 19% men) was 66.2 (SD 2.3) years.
Figure 2. Field trial phases with a randomly assigned intervention group and waitlist baseline group. The trial phases of the baseline group were separated into baseline and intervention phases, including 3 functional performance assessments (basis, preintervention, and postintervention).

Ethics Approval
All study participants were informed about their rights, data use, and exit strategies by signing an informed consent form before the study. The study design was positively evaluated by the ethics committee of the University of Salzburg (EK-GZ: 09/2018). The videos of the feedback system–based module were neither saved nor sent to any servers to ensure the participants’ privacy. The skeleton tracking was performed on the depth images exclusively on the system and did not require any video data.

Study Design
A prospective cohort study was conducted within a year. Participants performed functional performance tests supervised by sports scientists for basis and pre- and postintervention measurements. The functional performance tests included the unipedal stance (UPS) test, the 30-second chair rise test (CRT), the Y-balance test (YBT), and the hurdle step (HS) test. Furthermore, 6 months before the intervention, the basis measurements were collected within 4 to 8 weeks because of staged appointment coordination. The data from the basis and preintervention assessment points defined the baseline phase. The preintervention functional tests assessed the fitness level of the participants for the configuration of the training program. For the following 18 to 24 weeks, the participants received the multimodular AAL solution with the digital exercise modules for their homes. After the intervention, the participants returned to the sports scientists for the postintervention measurements. Figure 2 shows the timeline of the study.

During the intervention phase, the workout information and app use were monitored. The workout data comprised the workout duration in hours, the workout duration performed with the feedback system, and the number of completed workouts. Furthermore, the workout data included the number of times the 10-minute, 20-minute, or 30-minute workouts were selected. App use data were recorded by digitally logging the visits of the modules of the AAL solution via the open-source web analytics tool (Matomo, InnoCraft). A visit was defined as continuous viewing of either one of the exercise modules without breaks for >30 minutes. Aggregated use data included information on visits per day and whether users viewed either the tablet-based or the feedback system–based exercise module.

Descriptive Analysis of Use Adherence and Feedback Use Groups
Voluntary use at home was expected to influence the compliance with the modules, as well as with the exercise modules. Thus, use adherence was defined in visits to either one of the two exercise modules, determining how often the participants used the exercise modules on average during the intervention. To determine the user types, the Jenks natural breaks cluster algorithm was applied based on the average frequency of visits to the exercise modules to define the interval limits, indicating the use adherence of different user types to the exercise modules in visits per day. The limits multiplied by 7 days estimated the number of visits per week.

The statistical analysis required the distribution of users to the different versions of the exercise modules, resulting in 3 feedback use groups: they described the number of users who trained only with the tablet-based exercise module, those who trained additionally with the feedback system–based exercise module, and those who trained only with the feedback system. For each of the 3 feedback use groups, descriptive statistics, including age, sex, average workout data, and baseline test results, were determined. The reported sex categories were male and female. In addition, the user types with upper interval limits smaller than 2 visits per week were rejected as they did not meet the WHO-recommended amount of muscle-strengthening activities of at least twice per week. Thus, descriptive statistics and statistical analysis were repeated for the adapted feedback use groups, considering use adherence.

Outcome Measures
Balance
The UPS test represents and assesses static balance by recording the time in seconds the participant is able to stand on one leg.
without relying on the standing leg [24,25]. The maximal duration of the UPS was set to 60 seconds and the times were noted in seconds to the nearest tenth. Of the 3 attempts for each leg, the maximal durations for both legs (UPS maximum) and each leg were determined (UPS left leg maximum and UPS right leg maximum).

**Leg Strength**

The CRT represents and assesses the lower body strength by counting the number of chair rises that can be completed within 30 seconds [26]. A correct chair rise starts with the participant sitting on the chair with arms crossed at chest height, shoulder wide stance, and feet in full contact with the ground, and it ends in a standing position with the hips and knees fully extended.

**Balance and Leg Strength**

The YBT assesses the stability, range of motion, strength coordination, and mobility of the upper and lower body for both the left and right sides [27]. It represents dynamic balance and leg strength. The composite reach distances or composite scores for the left leg (YBT left leg) and right leg (YBT right leg) are the sums of the 3 reach directions (anterior, posteromedial, and posterolateral) divided by 3 times the limb length. Participants had to maintain balance on their dominant leg while they were encouraged to reach indicators in the 3 directions as far as possible. Furthermore, a leg symmetry index (YBT leg symmetry) was determined by calculating the difference between the composite reach distance of the left and right leg.

**Movement Quality**

The HS is 1 of the 7 fundamental movement patterns of the Functional Movement Screen tests and assesses the functional symmetry by scoring the performed HS representing a measure of human movement quality related to balance and leg strength [28]. The categorical scores were 1, 2, or 3, with a score of 3 expressing the best performance and a score of 1 expressing the worst. The HS test was attempted 3 times, with the highest scores used for the analysis for each leg (HS left leg and HS right leg).

**Statistical Analysis**

Statistical analyses were performed using the statistical software R (version 4.0.3; R Foundation for Statistical Computing) [29] and the rstatix (version 0.6.0) package [30]. The significance level was set to \( \alpha \leq 0.05 \). To determine significance within the groups, a paired Wilcoxon signed-rank sum test was used on the pre- and postintervention data of the feedback use groups and on the basis and preintervention data from the baseline group.

To assess the influence of the training with the digital exercise modules on balance and leg strength, we used the difference between pre- and postintervention measurements from the feedback use groups and the difference between basis and preintervention measurements as control. The Shapiro-Wilk test was used to screen for normality. As the data set was not normally distributed, the nonparametric Kruskal-Wallis rank-sum test was used to determine the interaction effects between the feedback use groups and the baseline values. Where significant differences among the groups could be determined, post hoc pairwise comparisons using the Wilcoxon signed-rank sum test were performed.

The resulting \( P \) values were adjusted by using the multiple testing correction method of Benjamini and Hochberg [31]. The \( \eta^2 \) value based on the H-statistic was used as a measure of the effect size. A small effect is indicated by values <0.06, a moderate effect is indicated by values between 0.06 and 0.14, and a large effect is indicated by values \( \geq 0.14 \) [30].

**Results**

**Use Adherence and Feedback Use Groups**

The descriptive statistics of the feedback use groups are shown in Table 1 as mean values and SD unless otherwise stated. Of the 83 users, 37 (45%) users exercised with the tablet-based exercise module without live feedback, and 36 (43%) users trained additionally with the feedback system. The remaining 12% (10/83) of participants used only the live feedback system to exercise. Of the 83 users, 4 user type clusters were determined: 40 (48%) users with up to 1.89 visits per week, 21 (25%) users with 1.96 to 4.41 visits per week, 19 (23%) users with 4.48 to 7.42 visits per week, and 3 (4%) users with 7.49 to 14.56 visits per week. Their distribution to the feedback use groups is shown in the Sankey diagram in Figure 3.

The use adherence of the first cluster with 48% (40/83) of the users did not meet the required 2 visits per week upper limit. Three-quarters of the users in this user type used only 1 of the 2 exercise modules, whereas 25% (10/40) used the tablet and the feedback system. The feedback use groups were adapted by rejecting this user type with 40 users, resulting in a total of 43 users. The descriptive statistics of the adapted feedback use groups are presented in Table 2. Looking at the distribution of the feedback use groups considering the use adherence, 40% (17/43) of the remaining users used either one of the exercise modules, and 60% (26/43) used the feedback system–based exercise module in addition to the tablet-based exercise module.

Investigating the workout information, on average 51% (868/1702) and 35% (596/1702) of the workouts in the feedback use group using the tablet and the feedback system were selected as 20-minute and 30-minute workouts, respectively. In comparison, users who exercised with only the tablet-based exercise module chose the 10-minute workout more often on average. In total, 1064 workouts were completed in the feedback use group using only the tablet, 1702 in the feedback use group using the tablet and the feedback system, and 242 workouts were completed in the feedback use group using only the feedback system.
Table 1. Descriptive characteristics of the baseline and feedback use groups without considering use adherence, including functional performance test results from baseline data and preintervention data for the feedback use groups (N=83).

<table>
<thead>
<tr>
<th>Feedback use group</th>
<th>Baseline</th>
<th>Using only the tablet</th>
<th>Using the tablet and the feedback system</th>
<th>Using only the feedback system</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Values, n (%), mean (SD)</td>
<td>Values, n (%), mean (SD)</td>
<td>Values, n (%), mean (SD)</td>
<td>Values, n (%), mean (SD)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>83 (100), 66.2 (2.3)</td>
<td>37 (45), 65.9 (2.3)</td>
<td>36 (43), 66.3 (2.2)</td>
<td>10 (12), 66.8 (2.8)</td>
</tr>
<tr>
<td>Female</td>
<td>67 (81), N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>30 (36), N/A</td>
<td>30 (36), N/A</td>
<td>7 (8), N/A</td>
</tr>
<tr>
<td>Male</td>
<td>16 (19), N/A</td>
<td>7 (8), N/A</td>
<td>6 (7), N/A</td>
<td>3 (4), N/A</td>
</tr>
<tr>
<td>Workout duration (hours)</td>
<td>—</td>
<td>37 (45), 12.7 (15.7)</td>
<td>36 (43), 24.9 (18.5)</td>
<td>10 (12), 11.2 (13.7)</td>
</tr>
<tr>
<td>Workout duration with feedback (hours)</td>
<td>—</td>
<td>NR&lt;sup&gt;c&lt;/sup&gt;</td>
<td>36 (43), 14.1 (16.7)</td>
<td>10 (12), 11.2 (13.7)</td>
</tr>
<tr>
<td>Number of completed workouts</td>
<td>—</td>
<td>37 (45), 28.8 (32.2)</td>
<td>36 (43), 47.3 (33.7)</td>
<td>10 (12), 24.2 (29.9)</td>
</tr>
<tr>
<td>10-minute workouts (%)</td>
<td>—</td>
<td>37 (45), 44 (36)</td>
<td>36 (43), 14 (14)</td>
<td>10 (12), 51 (46)</td>
</tr>
<tr>
<td>20-minute workouts (%)</td>
<td>—</td>
<td>37 (45), 32 (31)</td>
<td>36 (43), 51 (28)</td>
<td>10 (12), 42 (42)</td>
</tr>
<tr>
<td>30-minute workouts (%)</td>
<td>—</td>
<td>37 (45), 24 (32)</td>
<td>36 (43), 35 (29)</td>
<td>10 (12), 6 (12)</td>
</tr>
<tr>
<td>UPS&lt;sup&gt;d&lt;/sup&gt; maximum (seconds)</td>
<td>83 (100), 50.8 (16.2)</td>
<td>37 (45), 49.7 (17.7)</td>
<td>36 (43), 56.6 (9.0)</td>
<td>9 (11), 51.4 (15.9)</td>
</tr>
<tr>
<td>UPS left leg maximum (seconds)</td>
<td>82 (99), 45.1 (19.9)</td>
<td>37 (45), 47.4 (19.5)</td>
<td>36 (43), 51.7 (16.5)</td>
<td>9 (11), 47.3 (19.1)</td>
</tr>
<tr>
<td>UPS right leg maximum (seconds)</td>
<td>83 (100), 47.9 (18.3)</td>
<td>37 (45), 45.6 (18.9)</td>
<td>36 (43), 56.6 (9.0)</td>
<td>9 (11), 50.2 (15.9)</td>
</tr>
<tr>
<td>30-second CRT&lt;sup&gt;e&lt;/sup&gt; (chair rises)</td>
<td>80 (96), 16.0 (4.7)</td>
<td>37 (45), 15.3 (3.5)</td>
<td>36 (43), 17.6 (4.5)</td>
<td>9 (11), 15.6 (3.0)</td>
</tr>
<tr>
<td>YBT&lt;sup&gt;f&lt;/sup&gt; left leg composite score</td>
<td>71 (86), 81.7 (11.2)</td>
<td>36 (43), 79.6 (13.4)</td>
<td>36 (43), 85.9 (12.1)</td>
<td>8 (10), 81.2 (10.9)</td>
</tr>
<tr>
<td>YBT right leg composite score</td>
<td>71 (86), 80.4 (13.2)</td>
<td>36 (43), 78.7 (12.8)</td>
<td>36 (43), 85.2 (8.7)</td>
<td>8 (10), 82.2 (10.7)</td>
</tr>
<tr>
<td>YBT leg symmetry</td>
<td>71 (86), 3.9 (6.2)</td>
<td>36 (43), 3.5 (2.4)</td>
<td>36 (43), 3.4 (4.6)</td>
<td>8 (10), 2.2 (2.4)</td>
</tr>
<tr>
<td>HS&lt;sup&gt;g&lt;/sup&gt; left leg</td>
<td>79 (95), 2.2 (0.6)</td>
<td>37 (45), 2.1 (0.7)</td>
<td>36 (43), 2.3 (0.6)</td>
<td>8 (10), 2.1 (0.4)</td>
</tr>
<tr>
<td>HS right leg</td>
<td>79 (95), 2.1 (0.7)</td>
<td>37 (45), 2.1 (0.7)</td>
<td>36 (43), 2.3 (0.7)</td>
<td>8 (10), 2.3 (0.5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable (no mean or SD values for sex categories applicable).
<sup>b</sup>Not available since baseline group did not receive any of the exercise modules.
<sup>c</sup>NR: not reported (not available since feedback use group using only the tablet did not perform exercises with the feedback system).
<sup>d</sup>UPS: unipedal stance.
<sup>e</sup>CRT: chair rise test.
<sup>f</sup>YBT: Y-balance test.
<sup>g</sup>HS: hurdle step.
Figure 3. Sankey diagram showing the user flows of user types to the feedback use groups (only tablet-based exercise module used, tablet-based and feedback system–based exercise modules used, and only feedback system–based exercise module used) of the investigated 83 study participants.
Table 2. Descriptive characteristics of the feedback use groups considering use adherence (from 0.28 visits per day), including functional performance test results from preintervention data for the feedback use groups (N=43).

<table>
<thead>
<tr>
<th>Feedback use group</th>
<th>Using only the tablet</th>
<th>Using the tablet and the feedback system</th>
<th>Using only the feedback system</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Values, n (%)</td>
<td>Values, mean (SD)</td>
<td>Values, n (%)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>14 (33)</td>
<td>64.9 (1.0)</td>
<td>26 (60)</td>
</tr>
<tr>
<td>Female</td>
<td>13 (30)</td>
<td>N/A</td>
<td>22 (51)</td>
</tr>
<tr>
<td>Male</td>
<td>1 (2)</td>
<td>N/A</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Workout duration (hours)</td>
<td>14 (33)</td>
<td>27.1 (17.1)</td>
<td>26 (60)</td>
</tr>
<tr>
<td>Workout duration with feedback (hours)</td>
<td>_b</td>
<td>—</td>
<td>26 (60)</td>
</tr>
<tr>
<td>Number of completed workouts</td>
<td>14 (33)</td>
<td>59.6 (32.9)</td>
<td>26 (60)</td>
</tr>
<tr>
<td>10-minute workouts (%)</td>
<td>14 (33)</td>
<td>34 (32)</td>
<td>26 (60)</td>
</tr>
<tr>
<td>20-minute workouts (%)</td>
<td>14 (33)</td>
<td>33 (28)</td>
<td>26 (60)</td>
</tr>
<tr>
<td>30-minute workouts (%)</td>
<td>14 (33)</td>
<td>33 (35)</td>
<td>26 (60)</td>
</tr>
<tr>
<td>UPS(^c) maximum (seconds)</td>
<td>14 (33)</td>
<td>59.0 (3.7)</td>
<td>26 (60)</td>
</tr>
<tr>
<td>UPS left leg maximum (seconds)</td>
<td>14 (33)</td>
<td>57.7 (5.9)</td>
<td>26 (60)</td>
</tr>
<tr>
<td>UPS right leg maximum (seconds)</td>
<td>14 (33)</td>
<td>51.9 (14.1)</td>
<td>26 (60)</td>
</tr>
<tr>
<td>30-second CRT(^d) (chair rises)</td>
<td>14 (33)</td>
<td>15.5 (3.3)</td>
<td>26 (60)</td>
</tr>
<tr>
<td>YBT(^e) left leg composite score</td>
<td>14 (33)</td>
<td>85.2 (6.1)</td>
<td>26 (60)</td>
</tr>
<tr>
<td>YBT right leg composite score</td>
<td>14 (33)</td>
<td>83.2 (7.6)</td>
<td>26 (60)</td>
</tr>
<tr>
<td>YBT leg symmetry</td>
<td>14 (33)</td>
<td>3.3 (2.6)</td>
<td>26 (60)</td>
</tr>
<tr>
<td>HS(^f) left leg</td>
<td>14 (33)</td>
<td>2.0 (0.7)</td>
<td>26 (60)</td>
</tr>
<tr>
<td>HS right leg</td>
<td>14 (33)</td>
<td>2.1 (0.5)</td>
<td>26 (60)</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable (no mean or SD values for sex categories applicable).

\(^b\)Not available since feedback use group using only the tablet did not perform exercises with the feedback system.

\(^c\)UPS: unipedal stance.

\(^d\)CRT: chair rise test.

\(^e\)YBT: Y-balance test.

\(^f\)HS: hurdle step.

Effect of Exercise Modules on Balance and Leg Strength

Overview

The statistical results are presented in Table 3 without considering use adherence and in Table 4 considering use adherence.
### Table 3. Statistical test results comparing the change of functional assessment results between baseline and feedback use groups without considering use adherence (N=83).

<table>
<thead>
<tr>
<th>Feedback use group</th>
<th>Functional performance change</th>
<th>Baseline</th>
<th>Using only the tablet</th>
<th>Using the tablet and the feedback system</th>
<th>Using only the system</th>
<th>Using the feedback system</th>
<th>P value</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Values, n (%)</td>
<td>Values, mean (SD)</td>
<td>Values, n (%)</td>
<td>Values, mean (SD)</td>
<td>Values, n (%)</td>
<td>Values, mean (SD)</td>
<td>Values, n (%)</td>
<td>Values, mean (SD)</td>
</tr>
<tr>
<td>ΔUnipedal stance maximum</td>
<td>82 (99)</td>
<td>2.3 (8.5)a</td>
<td>27 (33)</td>
<td>4.4 (22.6)</td>
<td>31 (37)</td>
<td>1.9 (11.6)</td>
<td>4 (5)</td>
<td>8.8 (14.4)</td>
</tr>
<tr>
<td>ΔUnipedal stance left leg maximum</td>
<td>82 (99)</td>
<td>4.2 (13.4)a</td>
<td>27 (33)</td>
<td>1.9 (27.4)</td>
<td>31 (37)</td>
<td>5.6 (19.4)</td>
<td>4 (5)</td>
<td>6.3 (39.3)</td>
</tr>
<tr>
<td>ΔUnipedal stance right leg maximum</td>
<td>82 (99)</td>
<td>3.2 (10.4)a</td>
<td>27 (33)</td>
<td>7.2 (28.5)</td>
<td>31 (37)</td>
<td>2.0 (11.7)</td>
<td>4 (5)</td>
<td>11.3 (13.1)</td>
</tr>
<tr>
<td>Δ30-second chair rise test</td>
<td>80 (96)</td>
<td>0.4 (2.7)a</td>
<td>26 (31)</td>
<td>5.8 (6.3)ab</td>
<td>31 (37)</td>
<td>2.3 (5.9)a</td>
<td>5 (6)</td>
<td>6.3 (3.6)b</td>
</tr>
<tr>
<td>ΔY-balance test left leg</td>
<td>71 (86)</td>
<td>0.7 (9.6)a</td>
<td>24 (29)</td>
<td>7.1 (13.7)b</td>
<td>31 (37)</td>
<td>−1.4 (14.1)e</td>
<td>4 (5)</td>
<td>15.2 (12.6)b,f</td>
</tr>
<tr>
<td>ΔY-balance test right leg</td>
<td>71 (86)</td>
<td>1.81 (10.1)a</td>
<td>24 (29)</td>
<td>6.2 (12.2)b</td>
<td>31 (37)</td>
<td>−2.0 (10.5)</td>
<td>4 (5)</td>
<td>10.2 (12.6)</td>
</tr>
<tr>
<td>ΔY-balance test symmetry</td>
<td>71 (86)</td>
<td>−0.7 (7.1)</td>
<td>24 (29)</td>
<td>−1.2 (3.3)</td>
<td>31 (37)</td>
<td>−0.3 (6.0)</td>
<td>4 (5)</td>
<td>−0.4 (2.8)</td>
</tr>
<tr>
<td>ΔHurdle step left leg</td>
<td>79 (95)</td>
<td>0.0 (0.7)</td>
<td>25 (30)</td>
<td>−0.2 (0.9)</td>
<td>31 (37)</td>
<td>−0.3 (0.8)</td>
<td>4 (5)</td>
<td>0.0 (1.4)</td>
</tr>
<tr>
<td>ΔHurdle step right leg</td>
<td>79 (95)</td>
<td>0.1 (0.7)</td>
<td>25 (30)</td>
<td>−0.1 (0.8)</td>
<td>31 (37)</td>
<td>−0.3 (0.8)</td>
<td>4 (5)</td>
<td>0.0 (1.4)</td>
</tr>
</tbody>
</table>

a Significance within groups.
b Significant in comparison with the baseline group.
c Significance level α<.05.
d Large effect ≥0.14.
e Significant in comparison with the feedback use group using only the tablet.
f Significant in comparison with the feedback use group using the tablet and the feedback system.
g Moderate effect between 0.06 and 0.14.
Table 4. Statistical test results comparing the change of functional assessment results between baseline and feedback use groups considering use adherence (N=83).

<table>
<thead>
<tr>
<th>Feedback use group</th>
<th>Functional performance change</th>
<th>Baseline</th>
<th>Values, mean (SD)</th>
<th>Using only the tablet</th>
<th>Values, mean (SD)</th>
<th>Using the tablet and the feedback system</th>
<th>Values, mean (SD)</th>
<th>Using only the feedback system</th>
<th>Values, mean (SD)</th>
<th>P value</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>∆Unipedal stance maximum</td>
<td>82 (99)</td>
<td>3.0 (8.5)a</td>
<td>9 (11)</td>
<td>−10.9 (20.7)</td>
<td>22 (27)</td>
<td>0.7 (8.5)</td>
<td>1 (1)</td>
<td>0.0</td>
<td>.17</td>
<td>&lt;0.06</td>
<td></td>
</tr>
<tr>
<td>∆Unipedal stance left leg maximum</td>
<td>82 (99)</td>
<td>4.8 (13.5)b</td>
<td>9 (11)</td>
<td>−15.9 (22.8)</td>
<td>22 (27)</td>
<td>3.3 (18.2)</td>
<td>1 (1)</td>
<td>−47.0</td>
<td>.02b</td>
<td>0.07c</td>
<td></td>
</tr>
<tr>
<td>∆Unipedal stance right leg maximum</td>
<td>82 (99)</td>
<td>3.9 (10.4)a</td>
<td>9 (11)</td>
<td>−4.1 (35.0)</td>
<td>22 (27)</td>
<td>0.8 (8.6)</td>
<td>1 (1)</td>
<td>0.0</td>
<td>.90</td>
<td>&lt;0.06</td>
<td></td>
</tr>
<tr>
<td>∆30-second chair rise test</td>
<td>80 (96)</td>
<td>0.4 (2.7)</td>
<td>9 (11)</td>
<td>3.8 (4.5)a</td>
<td>22 (27)</td>
<td>2.8 (6.2)a</td>
<td>1 (1)</td>
<td>6.5</td>
<td>.01b</td>
<td>0.07c</td>
<td></td>
</tr>
<tr>
<td>∆Y-balance test left leg</td>
<td>71 (86)</td>
<td>0.7 (9.6)a</td>
<td>7 (8)</td>
<td>2.6 (11.1)</td>
<td>22 (27)</td>
<td>−1.2 (15.8)</td>
<td>1 (1)</td>
<td>2.7</td>
<td>.33</td>
<td>&lt;0.06</td>
<td></td>
</tr>
<tr>
<td>∆Y-balance test right leg</td>
<td>71 (86)</td>
<td>1.8 (10.1)</td>
<td>7 (8)</td>
<td>2.9 (10.2)</td>
<td>22 (27)</td>
<td>−2.7 (12.0)</td>
<td>1 (1)</td>
<td>−5.0</td>
<td>.20</td>
<td>&lt;0.06</td>
<td></td>
</tr>
<tr>
<td>∆Y-balance test symmetry</td>
<td>71 (86)</td>
<td>−0.7 (7.1)</td>
<td>7 (8)</td>
<td>−0.2 (3.7)</td>
<td>22 (27)</td>
<td>−1.2 (6.0)</td>
<td>1 (1)</td>
<td>−1.9</td>
<td>.91</td>
<td>&lt;0.06</td>
<td></td>
</tr>
<tr>
<td>∆Hurdle step left leg</td>
<td>79 (95)</td>
<td>0.0 (0.7)</td>
<td>8 (10)</td>
<td>−0.1 (0.8)</td>
<td>22 (27)</td>
<td>−0.4 (0.8)</td>
<td>1 (1)</td>
<td>0.0</td>
<td>.30</td>
<td>&lt;0.06</td>
<td></td>
</tr>
<tr>
<td>∆Hurdle step right leg</td>
<td>79 (95)</td>
<td>0.1 (0.7)</td>
<td>8 (10)</td>
<td>−0.3 (0.7)</td>
<td>22 (27)</td>
<td>−0.3 (0.7)</td>
<td>1 (1)</td>
<td>0.0</td>
<td>.17</td>
<td>&lt;0.06</td>
<td></td>
</tr>
</tbody>
</table>

aSignificance within groups.  
bSignificance level α<.05.  
cModerate effect between 0.06 and 0.14.

Test Participation

The participants were able to withdraw themselves from performing I or all of the tests at any time. Several participants did not want to conduct single tests on site, although they would have been able to do so. The data availability of the functional performance assessments for each participant (ie, their test participation) varied depending on time point and type of test. The number of functional performance assessments conducted increased from basis to preintervention measurements: the number of participants who conducted the 30-second CRT increased from 96% (80/83) to 99% (82/83), YBT participation increased from 86% (71/83) to 96% (80/83), and HS test participation increased from 95% (79/83) to 98% (81/83). UPS test participation remained almost steady at approximately 99% (82/83) between baseline and preintervention data availability. In contrast, more preintervention than postintervention data on functional performance were available: the UPS test and CRT participation dropped from 99% (82/83) to 75% (62/83), the YBT participation dropped from 96% (80/83) to 71% (59/83), and the HS test data availability decreased from 98% (81/83) to 72% (60/83).

The reasons for the differences in participation were mainly scheduling problems because of the tight schedule. If a person was late and, therefore, the test was only possible for a shorter time, there was no possibility to reschedule. Furthermore, the participants had the option of refusing to take a test. At the end of the intervention, not all study participants were convinced that they had benefited from the tests as the system simply had to be returned. Another less common reason was the weather. Temperatures were not always optimal for testing; thus, the participants were concerned about circulatory problems. Again, because of the tight schedule, no alternative date could be offered by the test team.

Not Considering Use Adherence

Significant improvements and interaction effects were mainly found for leg strength and dynamic balance when comparing the feedback use groups and the baseline difference.

The average static balance changes (UPS) were not different between the groups. Within the baseline group, the static balance (UPS) improved between basis and preintervention (P<.001). The leg strength improvement of the 3 feedback use groups was significant in comparison with the baseline difference (P<.001), with a large effect size of 0.179. Pairwise comparisons determined that participants using either of the 2 exercise modules improved in leg strength compared with the baseline difference (P<.001 for feedback use group using only the tablet, and P=.01 for the feedback use group using only the feedback system). Furthermore, within the baseline difference (P=.03), the feedback use group using only the tablet (P<.001), and the feedback use group using the tablet and the feedback system (P=.02), the average leg strength change for the participants in the feedback use group using only the feedback system related to the baseline difference (P=.03) and to the feedback use group using the tablet.
and the feedback system ($P=0.03$). The slight dynamic balance decrease in the left leg of the feedback use group using the tablet and the feedback system was significant compared with that of the feedback use group using only the tablet ($P=0.03$).

Although the dynamic balance differences of the right leg were significant between the groups ($P=0.04$; small effect size of 0.043), the pairwise comparisons were not significant. Dynamic balance comparing pre- and postintervention measures improved within the feedback use group using only the tablet (YBT of the right and the left legs, $P=0.02$). Within the baseline difference, the dynamic balance performance improved comparing baseline and preintervention values (YBT of left and right leg, $P=0.01$).

Comparing the pre- and postintervention values within the feedback use group using the tablet and the feedback system, the movement quality slightly decreased on average (HS left leg $P=0.04$ and HS right leg $P=0.03$). No further significance was observed.

### Considering Use Adherence

When including only users who used the exercise modules at the WHO-recommended training frequency (Table 4), the baseline group showed significant improvement in static balance (UPS, $P<0.001$) and dynamic balance of the left leg (YBT left leg, $P=0.005$). Another within-group improvement in leg strength was identified in the feedback use group using only the tablet ($P=0.02$) and in the feedback use group using the tablet and the feedback system ($P=0.04$). The feedback use groups (using only the tablet, using the tablet and the feedback system, using only the feedback system) achieved, on average, more chair rises in 30 seconds than the baseline group ($P=0.01$; moderate effect size of 0.073). In addition, the static balance of the left leg (UPS left leg maximum) of the feedback use group using the tablet and the feedback system and the baseline group improved in comparison with the feedback use groups using only the tablet and only the feedback system ($P=0.02$; moderate effect size of 0.065). Pairwise comparisons did not reveal any further significance.

### Discussion

#### Principal Findings

The purpose of this study was to assess the influence of digital exercise modules of a multimodular solution on balance and leg strength. As 2 digital exercise modules were administered within the study, use adherence to these 2 modules was considered to identify the users who met the recommended exercise frequency according to the WHO. To the best of our knowledge, this is the first study to evaluate the influence of single modules of a multimodular AAL solution on balance and leg strength considering use adherence. When considering the use adherence, a tendency toward a positive influence on leg strength was found for participants using the tablet-based or additionally using the feedback system–based exercise module but not between the feedback use groups. Without considering the use adherence to the digital home training, more positive effects were indicated; however, these are more likely to be induced by the other modules of the multimodal AAL solution or external influences than the digital exercise modules.

Therefore, use adherence should be considered in the future for functional performance assessments of multimodular physical activity–promoting applications.

In this study, use adherence indicated that 52% (43/83) of the digital home training users were able to meet the WHO-recommended training frequency. This is almost twice the number of Austrian men and women aged 45 to 64 years who reported reaching the WHO-recommended frequency for muscle strengthening in 2019 (27.1% and 26.7%, respectively) [32].

Nevertheless, 1 cluster of user types was unable to comply with the training frequency recommended by the WHO. Previous research investigated the adherence to the modules of a multidomain lifestyle training, including cognitive training, nutrition, and exercise, provided on a tablet [33]. Although their participants mainly used the cognitive training module, they reported that the exercise module lacked diversity, challenges, and progression. The reasons in the fit4AAL study require further investigation; for example, if the study participants who did not meet the WHO-recommended training frequency used other modules more than the exercise modules and why.

However, the additional use of the feedback system tended to support the users to maintain the WHO-recommended training frequency and showed higher exercise doses. This is in alignment with the findings of the review by Brickwood et al [34], who showed that empowering technologies such as the commonly available activity trackers positively influenced physical activity participation.

The administered training program has already shown a positive influence on functional performance in older women in the first trial phase [19]. Nevertheless, the extent to which the choice of technology influences these effects has not yet been investigated. Exercise programs at home have already been proven to improve balance and reduce fall reduction rates in older adults [35-37].

Although the results of the analysis without considering use adherence confirmed the improvement in balance and leg strength, a different picture emerges when considering the use adherence: the improvement of leg strength remained within the feedback use groups using only the tablet and using the tablet and the feedback system. Improvements for the static balance only remained within the baseline group. Although the exercise modules improved the leg strength, a mean decrease in balance performance was observed. The decrease in static balance in the feedback use group using only the tablet was remarkable, whereas, in the feedback use group using the tablet and the feedback system, the static balance of the left leg remained or even improved. This could be explained by the fact that the balance of the left leg could be increased by the intervention compared with the more likely dominant right leg. Moreover, digital exercise modules relying on tablet-based solutions without any training feedback might, on average, negatively influence the static balance of the participants. This strengthens the findings on slight reductions of static balance capabilities of regular app-using test groups in the course of multimonth studies [38]. Comparing the average pre- and postintervention assessment
differences, all feedback use groups almost maintained their functional performance levels. Pairwise comparisons did not show any significance when considering the use adherence.

A possible explanation for the missing pairwise effects between the feedback use groups and the baseline could be that the functional performance test results of the baseline and preintervention assessments of the investigated participants were already within the age-appropriate norm values. Our sample of older adults was anything but fragile: the users were within and even beyond the norm values of their age group. For example, the minimum mean values of 15.3 (SD 3.5) chair rises (Table 1) already exceeded the norm values of 13.5 (SD 3.5) chair rises for the 30-second CRT for women aged 65 to 69 years [39]. In addition, the minimum range of 49.7 (SD 17.7) seconds of the UPS (Table 1) exceeded the age-appropriate norm value of 32.1 (SD 16.2) seconds [24]. Hence, the study participants were exceptionally fit. A focus on maintenance or even improvement of the functional performance values would require updated norm values of the age group and the region they are coming from. In Austria, the difference in complying with the WHO recommendations on physical activity varies between provinces [32]. Future research should investigate sample groups with different fitness levels in different age groups.

Moreover, a study design with groups using both exercise modules versus using only one of them with sufficient group size would be beneficial. Although a positive influence within the feedback use groups in leg strength was identified, this should be verified with a larger sample size separated into exercise module group, nondigital intervention group, and control group for more sufficient effect sizes [37,40].

In summary, the additional use of the feedback system–based exercise module might not yet verify the improvement of the functional performance in leg strength and balance of older adults who were trained at least twice a week. Nevertheless, the digital exercise modules of a multimodular AAL solution showed a tendency to positively maintain and influence the already exceptionally high functional performance in older adults. Moreover, the use of additional use of empowering technologies could support users to achieve their training goals, keeping the known challenges such as usability and technology acceptance in mind.

As 2 digital exercise modules within a multimodular AAL solution were used within an 18-week intervention, this study is the first attempt to investigate functional performance outcomes considering the use adherence of single modules, except the entire AAL solution, in older adults. The main recommendations for future field trials, in particular, AAL field studies, is to focus on modules and consider or rather nudge the voluntary use. Our intervention group was able to use all modules instead of only particular modules. This intended and resulted in maintaining high adherence and engagement with the system. As practical implications for further field studies aiming to investigate the influence of particular modules on selected markers of functional performance of the participants, it would be beneficial to use already evaluated modules in the AAL study or to test newly developed exercise modules in a prefield trial with friendly users independent from other modules. Hence, two main challenges for the analysis procedure were identified: (1) the multimodularity of solutions, which requires user type clustering to identify whether and how often the particular modules were used, and (2) the selection of specific intervention measures describing the influence of particular modules.

Limitations

A limitation of this study is that no paper-based interventions were evaluated. Owing to the separation into feedback use groups, the sample size for the statistical analysis decreased; thus, the statistical power and generalizability were reduced. In future studies, more users should be included to reduce the risk of small sample sizes when clustering the users. Furthermore, additional motivation strategies to keep users engaged with the system, as well as the functional performance tests, have to be considered. Although the recruitment targeted a balanced study sample, more women than men applied for the study. For generalizability, not only a larger sample size but also a sex-balanced sample size would be beneficial for analysis by gender with sufficient statistical power. Whether the system or study attracted fewer men than women was not investigated.

Conclusions

Although there are variations in the use of the digital exercise modules, the additional use of a feedback system in the multimodular AAL solution of the fit4AAL project positively influences use adherence and improvements in leg strength within feedback use groups. Thus, involving various empowering technologies to keep people engaged in their unsupervised digital home training can be recommended for active aging. The feedback system in this study integrates a split-screen view and posture tracking for repetition counting and exercise monitoring for selected exercises. In the future, more movement quality–monitoring functionalities, integrating further trackers or even on-body sensor networks of, for example, smart textiles and smartwatches, could be considered. To further justify the positive influence of the additional feedback system–based exercise module on functional performance, a different study design must be considered with, for example, different age groups, because of different technology savvy and functional performance levels. The participants of this study were exceptionally fit compared with the norm values of their age groups. Whether the digital exercise modules in multimodular AAL solutions can generate more benefit in establishing a home training routine in older adults has to be clarified in future longitudinal studies.
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Abstract

Background: Patients with bipolar disorder (BD) report lower quality of life and lower levels of well-being than the general population. Despite the growing availability of psychotherapeutic and self-management interventions, important unmet needs remain. These unmet needs are closely linked to positive psychology domains. Although a growing number of studies have evaluated the impact of positive psychology interventions (PPIs) on patients with severe mental illness in general, only few have addressed the application of positive psychology for BD.

Objective: This study aimed to gain insight into the opinions of patients with BD and health care professionals about (web-based) PPIs for BD and to develop and pilot-test an app containing PPIs specifically designed for patients with BD.

Methods: The study was conducted in accordance with the Center for eHealth and Disease Management road map principles and incorporated cocreation and designing for implementation. Data were collected using focus group discussions, questionnaires, rapid prototyping, and web-based feedback on a prototype from the participants. In total, 3 focus groups were conducted with 62% (8/13) of patients with BD and 38% (5/13) of professionals. The collected data were used to develop a smartphone app containing short PPIs. The content was based on PPIs for which a solid base of evidence is available. Finally, a pilot test was conducted to test the app.

Results: Focus groups revealed that PPIs as part of the current BD treatment can potentially meet the following needs: offering hope, increasing self-esteem, expressing feelings, acceptance, and preventing social isolation. Some patients expressed concern that PPIs may provoke a manic or hypomanic episode by increasing positive affect. The pilot of the app showed that the PPIs are moderately to highly valued by the participants. There were no adverse effects such as increase in manic or hypomanic symptoms.

Conclusions: With the systematic use of user involvement (patients and professionals) in all steps of the development process, we were able to create an app that can potentially fulfill some of the current unmet needs in the treatment of BD. We reached consensus among consumers and professionals about the potential benefits of PPIs to address the unmet needs of patients with BD. The use of PPI for BD is intriguing and can be usefully explored in further studies. We emphasize that more evaluation studies (quantitative and qualitative) that are focused on the effect of PPIs in the treatment of BD should be conducted. In addition, to establish the working mechanisms in BD, explorative, qualitative, designed studies are required to reveal whether PPIs can address unmet needs in BD.

(JMIR Form Res 2022;6(9):e39476) doi:10.2196/39476
Introduction

Bipolar disorder (BD) is defined as a chronic mental illness with recurrent mood episodes, with manic, hypomanic, and depressive episodes alternating with euthymic periods. The illness mostly begins in adolescence and young adulthood [1]. It is estimated that BD I and II disorders occur in 2% of the world’s population, and another estimated 2% has a subthreshold BD [2]. In the Netherlands, the prevalence of BD in the adult population is 1.3% [3].

Patients and their significant others face significant burden when confronted with BD. Owing to the early onset, severity, and chronicity, BD is a potentially disabling illness [4-6]. Even during euthymic periods between episodes, the illness may lead to impairment and significant burden [7]. Factors contributing to the burden are persistent subsyndromal mood symptoms, stigmatization, cognitive impairment, comorbid conditions, and side effects of pharmacotherapy [7]. The burden of BD may increase over the longitudinal course of the disease. Illness progression has been described using various staging models for BD [8], and it is expected that the burden of illness is more prominent in the later stages with multiple recurrences or persistent unremitting illness [9]. Persistence of mood symptoms between episodes is a significant predictor of depression and functional impairment [10]. The level of (subsyndromal) depressive symptoms correlates positively with the degree of functional impairment [11] and, therefore, with a high burden and low quality of life. Despite the growing availability of psychotherapeutic and self-management interventions, important unmet needs remain, including those that are not directly related to mood symptoms in patients with BD.

Previous studies have established that there are major unmet needs in the management of BD [12-17]. Needs are defined as what people “desire to receive from healthcare services to improve overall health” [18]. The most common needs during depression and mania or hypomania can be summarized as encouragement to seek effective (pharmacological) treatment to reduce symptoms. During remission and subsyndromal episodes, there is a need for treatment that prevents future episodes and a need for easily available psychosocial interventions [13,16].

Most common needs are satisfied to some degree during regular treatment. Some studies have categorized additional unmet needs addressing social and psychological functioning using questionnaires (Need for Care Questionnaire or self-developed questionnaires) [14,15]. In social functioning, support with loneliness, grief counseling, acceptance, social isolation, and coping with others are frequently mentioned [14,15,17]. Hope, expressing feelings, and increasing self-confidence are mentioned as unmet needs in psychological functioning [12,14-17]. These needs are closely linked to the domain of personal recovery [19]. The similarity lies in the aim to apply interventions to increase mental well-being, rather than just symptomatic recovery. In personal recovery, there are 5 recognizable components: connectedness, hope, identity, meaning, and empowerment, indicated by the CHIME acronym [19]. Bird et al [20] added 3 components (practical support, issues around diagnosis and medication, and skepticism surrounding recovery) to CHIME to address the needs of those who are in an early stage of recovery. Several interventions have been developed based on the CHIME framework, focusing on increasing hope, strengths, connectedness, and empowerment [21,22]. A potential treatment approach to improve personal recovery and address the unmet needs of patients with BD is positive psychology (PP) [14,23-25].

PP is a relatively new field in psychology that focuses on improving positive feelings, behaviors, and cognitions [26-28]. Some important evidence-based types of PP interventions (PPIs) are savoring [29-32], practicing kindness [33], experiencing and expressing gratitude [34-38], creating meaning and goal setting [39,40-43], positive relations [23,37,44,45], and using personal strengths [36]. Meta-analyses have found that PPIs have small to moderately significant effects on well-being and distress in general populations [28,46-48] and clinical populations [49,50]. Some small studies have also shown promising effects of PPIs on the mental health of patients with BD [51-53]. Recently, a fully powered trial was conducted to evaluate the impact of a positive psychotherapy group treatment on the mental well-being of patients with BD in comparison with treatment as usual [54,55], reporting promising medium to large between-group effects, with sustained effect after 6 months [55]. Applying PPIs in mental health care fits well in a recently developed model of sustainable mental health [56]. In this model, both mental illness and mental well-being are proposed as vital outcomes in psychiatry. A core aim of treatment is to promote the patients’ ability to adapt. This ability is hindered by barriers such as dysfunctional biological and psychological processes and enhanced by resources such as positive emotions, hope, meaning, and positive relationships. Bohlmeijer and Westerhof [57] argue that there is a need for balanced mental health care. PPIs primarily target the development of resources that support the patient with personal recovery and maintaining mental health.

Digital health interventions are increasingly common in mental health treatment. In PP, eHealth interventions are known as online PPIs (OPPIs). Studies in this area have shown that OPPIs can enhance well-being and reduce depressive symptoms [58]. Results from recent studies show a significant effect of OPPIs [59-61]. For those individuals who found that the interventions are relevant for their symptoms, OPPIs seem more acceptable [62]. It has also been found that the adjustability of a digital application improves its acceptability [62,63]. Patients with depressive symptoms seem to benefit more from OPPIs [64]. These findings suggest that digital applications can be a promising way to implement PPIs for patients with (bipolar) depression or those with low well-being levels.
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Potential benefits of digital health interventions lie in the improved accessibility, flexibility in both standardization and personalization, interactivity, and consumer engagement [65]. Successful implementation of eHealth applications requires careful consideration of individual needs and cocreation with key stakeholders in both the design and implementation phases. However, adoption by users and professionals is not always easily achieved; professionals can be skeptical about the potential benefits and experience little support in using eHealth applications [66]. Implementing a web-based recovery treatment program for patients with severe mental illness revealed that they were not easily engaged [67]. However, these challenges should not prevent a push forward for health care technology changes [68]. Therefore, development and implementation of technical innovations require thorough communication and coordination between health care professionals and patients. In developing eHealth applications, user involvement is essential for technology adoption and use, increased user satisfaction, trust, and usability and is needed for successful implementation [69]. To achieve engagement, commitment, confidence, and a more positive attitude toward new eHealth interventions from potential users, van Gemert-Pijnen et al [70] developed a holistic approach for designing and implementing eHealth applications. In summary, the overall burden of BD is vast and significantly impairs patients’ quality of life. There are important unmet needs for patients with BD, which are mainly related to personal recovery. PP is a promising treatment approach to improve personal recovery. Implementing PPIs in digital interventions is potentially empowering and cost-effective. However, systematic user involvement in digital health interventions is vital. This study aimed to gain insight into the opinions of patients with BD and health care professionals about (web-based) PPIs for BD and to develop and pilot-test an app containing PPIs specifically designed for patients with BD.

The following stages were addressed in the study:

1. Assessment of opinions in Focus group meetings (contextual inquiry)
2. Assessment of preferences and requirements (value specification [VS] and design)
3. Assessment of use and satisfaction with positive psychology app and interventions (operationalization)

Methods

Design

The study focused on gathering information from patients and professionals about the use of PP to develop an app containing PPIs for patients with BD. A qualitative design was used to identify and characterize opinions and needs. The target group comprised patients with BD and professionals (end users). To enable a broad perspective on the potential benefits of web-based PPIs for patients with BD, focus group discussions (FGDs), paper prototyping (PPT), and pilot test (PT) were used. The method was modeled on the principles of the holistic development approach described in the Center for eHealth and Disease Management (CeHRes) road map, for example, the participatory process and continuous evaluation cycles [70]. Our study covered the first 3 steps of the model: contextual inquiry, VS, and design. The CeHRes aims to facilitate continuing process of evaluation and participation of all stakeholders.

Ethics Approval

Ethics approval was obtained from the University of Twente (18067) and the scientific board of the Dimence Mental Health Institute, where the study was conducted. All participants signed an informed consent form, in which they also agreed to be audio recorded during the focus groups (FGs).

Participants

Participants were patients with BD I or II in a euthymic episode and professionals treating patients with BD who were in possession of a smartphone and were willing to travel to attend the FGs. They participated in all 3 steps of the development process. When recruiting our sample, we aimed for maximum variation among the participants of the FG. Therefore, we used several recruitment strategies. Patients were recruited from an outpatient clinic and the national advocacy group (Plusminus) to receive input from different regions of the Netherlands. In using this method of recruiting, we tried to avoid selection bias. All the patients received treatment as usual for BD. A call for participation was posted in the advocacy group’s magazine. The researchers who participated in the FGDs (BG and SK) were not involved in the participants' treatments. Professionals in the FG were involved in various disciplines (psychiatrists, psychiatric nurses, and psychologists) and recruited from the Dutch Foundation for Bipolar Disorders (Kenniscentrum Bipolaire Stoormissen), a chapter of the International Society for Bipolar Disorders.

Participants contributed to all study phases (FG, PPT, and PT); however, not all participants attended every FG. None of the participants in the FG had professional relationships, which means that none of the patients were treated by the professionals or otherwise involved with each other.

Procedure and Materials

Overview

In total, three 2-hour FGDs were conducted in September 2018 and October 2018. At the beginning of the FG, a clear statement was made about confidentiality to ensure that the participants can independently provide their opinion. The sessions were semistructured, with the use of a topic list. In the first FGD, we explored experiences with PP. In the second FGD, we gathered the requirements for a potential PP app and the needs that will be covered by a PPI app. In the third FGD, the final requirements for the PPI app for BD were established. Each FG was briefly introduced with a PowerPoint (Microsoft Corp) presentation to reveal the purpose of that discussion. The participants were informed about the topics before the FG. Table 1 provides an overview of the techniques used during the FGD.
Table 1. Overview of techniques used during the focus groups.

<table>
<thead>
<tr>
<th>FGD^a</th>
<th>Brown paper exercise</th>
<th>Paper prototyping</th>
<th>Rapid prototyping test</th>
<th>Valuation PP^b exercises</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

^aFGD: focus group discussion.
^bPP: positive psychology.

Assessment of Opinions in FMGs (Contextual Inquiry)

After the brief introduction to the first FG, participants were asked to write down the experiences with PP, needs that PP could address, and requirements of a PPI app on post-it memos collected on flip charts (brown paper exercise). These statements were the basic assumptions used to initiate the discussion about the various opinions. The agreements and disagreements were summarized, and in the next FG, the members were asked again to mention a preference. This process was repeated until consensus was reached. The discussions were recorded and transcribed, followed by a consensus check. After each session, a report was made and sent to the participants for validation and comments to increase objectivity (member checking). Concepts of a consensus document were discussed in the second and third meetings and established after the last session.

Assessment of Preferences and Requirements (VS and Design)

We also used the PPT method in FG 2 to test the preferences. On the basis of the preferences mentioned in the FG, we created a PP exercise (being grateful). The participants rated screenshots of the exercise in terms of content, wording, and design. Subsequently, we asked the participants their opinions and valuations about different PPIs to establish which PPIs seemed suitable for patients with BD. The 6 categories of PPI’s (positive emotions, resilience, positive relations, optimism and hope, self-compassion, and strengths) were explained and practiced with 1 exercise per category. Then, the participants scored each type in a positive or negative appreciation. We conducted a rapid prototyping (RPT) test to establish the participants’ opinions about a possible web-based PPI. On the basis of the first FG input, we built an exercise in ‘The Incredible Intervention Machine,’ an app specially designed to perform prototyping and pilot-testing of newly developed apps in a research setting [71].

On the basis of the results of the FGs, an app with PPIs (Well-being Bipolar Disorder) was designed. Then, this app was evaluated in a PT.

Assessment of Use and Satisfaction With PP App and Interventions (Operationalization)

After the development process, we tested our app to evaluate whether the results of the previous steps of the development process had been implemented satisfactorily. Then, we maximized user involvement. In the PT, we tested the intervention app containing 7 PPI exercises in 1 week. The participants were asked to perform 1 exercise daily. After they completed 1 exercise, the following exercise appeared the next day. We collected data on the exercises separately through ranking after every exercise and the possibility to provide remarks about the exercise. We also collected data on the use of the app (preferences in settings, frequency of use, and number of completed exercises). After completing all the exercises, a final evaluation within the app was conducted to establish experiences about the intervention.

Data Analysis

ATLAS.ti7 was used for the analysis of the data from the FG. The Colaizzi method, as described by Shosha [72], was used to process the data. The FG recordings were transcribed verbatim for the analysis in 3 phases: open coding, axial coding, and selective coding. Researcher triangulation was used to increase the objectivity of data analysis. The app’s quantitative data (rating of the exercises) were collected, and average scores for each exercise and all the 7 exercises were calculated using SSPS. In addition, we also calculated the average scores of the differences between professionals and patients. The qualitative data (open answers in the evaluation module) were collected and analyzed through inductive coding.

Results

Participants

For the study, 17 participants (n=11, 65% patients and n=6, 35% professionals) were recruited. In total, 24% (4/17) of the participants withdrew (3/4, 75% patients and 1/4, 25% professional) before the start of the study owing to personal reasons or because they were not available at the time of the FGs. For the last phase (ie, PT of the app), 6 participants were added to broaden the input with opinions of participants who did not participate in the FGs. Demographics are shown in Table 2. Table 3 shows the participation in the FG, RPT, and PT.
Table 2. Demographics of participants of the focus groups.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=13), n (%)</th>
<th>Patients (n=8), n %</th>
<th>Professionals, (n=5), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-24</td>
<td>1 (8)</td>
<td>1 (13)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>25-40</td>
<td>4 (31)</td>
<td>3 (38)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>41-55</td>
<td>5 (38)</td>
<td>2 (25)</td>
<td>3 (60)</td>
</tr>
<tr>
<td>56-70</td>
<td>3 (23)</td>
<td>2 (25)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Sex (female)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7 (54)</td>
<td>4 (50)</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>2 (15)</td>
<td>2 (25)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>In relationship</td>
<td>6 (46)</td>
<td>4 (50)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>In relationship and has children</td>
<td>5 (38)</td>
<td>2 (25)</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>High school</td>
<td>3 (23)</td>
<td>3 (38)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Higher professional education</td>
<td>8 (62)</td>
<td>5 (63)</td>
<td>3 (60)</td>
</tr>
<tr>
<td>University</td>
<td>2 (15)</td>
<td>0 (0)</td>
<td>2 (40)</td>
</tr>
</tbody>
</table>

Table 3. Participation in the different stages of the study (N=19).

<table>
<thead>
<tr>
<th>Part of the study</th>
<th>Patients (n=10), n (%)</th>
<th>Professionals (n=9), n (%)</th>
<th>Total (n=19), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FG(^a) 1</td>
<td>4 (21)</td>
<td>2 (11)</td>
<td>6 (32)</td>
</tr>
<tr>
<td>FG 2</td>
<td>4 (21)</td>
<td>3 (16)</td>
<td>7 (37)</td>
</tr>
<tr>
<td>FG 3</td>
<td>4 (21)</td>
<td>4 (21)</td>
<td>8 (42)</td>
</tr>
<tr>
<td>ppr(^b)</td>
<td>4 (21)</td>
<td>3 (16)</td>
<td>7 (37)</td>
</tr>
<tr>
<td>RPT(^c)</td>
<td>4 (21)</td>
<td>4 (21)</td>
<td>8 (42)</td>
</tr>
<tr>
<td>PT(^d)</td>
<td>10 (53)</td>
<td>9 (47)</td>
<td>19 (100)</td>
</tr>
</tbody>
</table>

\(^a\)FG: focus group.
\(^b\)PPT: paper prototyping.
\(^c\)RPT: rapid prototyping.
\(^d\)PT: pilot test.

Focus Group Discussions

The results of all FGs are presented based on the different stages of the CeHRes road map. The results of the contextual inquiry and VS are summarized to provide a good overview of the FG results.

Assessment of Opinions in FMGs (Contextual Inquiry)

In the FG, first, we discussed the participants’ level of experience with PP. Second, we created an inventory of expected advantages and disadvantages when PPI is applied for BD. The results are summarized in Table 4.

Among the FG members, there was little experience with PP, as shown in Table 4. The participants did not have experiences with specific evidence-based PPIs. The experiences can be found in adjoining therapeutic areas (eg, mindfulness) or more personal PP solutions (eg, recognizing positive moments or thinking about possibilities rather than about problems). The FG members mentioned possible advantages: focusing on small steps, making positive pictures or movies, monitoring positive feelings, and giving themselves a positive message. Unmet needs such as hope, acceptance, and increasing self-confidence appear to be the most promising ones that PPIs may address in BD. The participants also mentioned various potential disadvantages of PPIs in 2 categories: illness-related and personal factors. The expectation of disadvantages regarding their illness is seen in both mania and depressive episodes. The participants did not expect benefits from PPIs in severe depressive episodes, or even the inability to perform the exercises during severe depression, leading to disappointment rather than satisfaction. They also foresaw further mood dysregulation toward manic stages when they are already hypomanic owing to exercises that stimulate positive emotions, feelings, or happiness. On a personal level, the participants fear forced positive statements that are not consistent with their self-esteem and the risk that PPIs can push the goal setting level very far (perfectionism). For both
mentioned domains, they fear a possible counterproductive outcome when PPIs are applied.

**Table 4.** Contextual inquiry, experiences, and expectations.

<table>
<thead>
<tr>
<th>Experiences</th>
<th>Number of times initially mentioned in brown paper exercise</th>
<th>Expectations (advantage)</th>
<th>Unmet needs, as described in the literature [12,14-17]</th>
<th>Expectation’s disadvantage</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Make mantras for yourself</td>
<td>1×</td>
<td>Avoid stigmatization</td>
<td>Social isolation and acceptance</td>
<td>Forced positive statements</td>
<td>Personal level</td>
</tr>
<tr>
<td>Exercising mindfulness</td>
<td>2×</td>
<td>Helpful in “gloomy” periods</td>
<td>Hope</td>
<td>Not beneficial when severely depressed</td>
<td>Illness-related factor</td>
</tr>
<tr>
<td>Caring for others</td>
<td>1×</td>
<td>Monitoring of positive feelings</td>
<td>Grief counseling and acceptance</td>
<td>Possibility of high goal setting</td>
<td>Personal level</td>
</tr>
<tr>
<td>Writing a “stoic journal” daily</td>
<td>1×</td>
<td>Focusing on small steps (near future)</td>
<td>Hope</td>
<td>Fear that positive feeling can lead to hypomania or mania</td>
<td>Illness-related factor</td>
</tr>
<tr>
<td>Knowing through reading about PP</td>
<td>1×</td>
<td>Express gratitude</td>
<td>Expressing feelings</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Recognize positive moments</td>
<td>1×</td>
<td>Positive messages to yourself</td>
<td>Increasing self-confidence and hope</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>User involvement as a positive activity</td>
<td>1×</td>
<td>Create positive daily pictures or movies</td>
<td>Increasing self-confidence and hope</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Thinking in possibilities</td>
<td>2×</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*Participants wrote their thoughts and opinions on memo blocks sheets before the discussion started.

**Assessment of Preferences and Requirements (VS)**

The aim of the FGs was to address opinions about the use and requirements of an app. First, the participants were asked about their opinions on the different categories of PPIs (Table 5). The FG participants were unanimous in the appreciation of the exercises in positive emotions and resilience categories and found positive relations and strengths to be applicable for patients with BD. In the categories of self-compassion, hope, and optimism, the FG participants were less convinced; there was fear that they could not fulfill high expectations of themselves or the app demands. Second, a recurring topic in the discussion was personalization; individuals can have different preferences for exercises. Therefore, all types of exercises should be available within the app. In addition, the individual user can choose certain types of exercises. Third, some participants found it important that the choice was made in alignment with the professional caregiver. Fourth, we concretized the app’s design on 2 levels: the app’s use (VS) and its feel and look (design).

The most prominent subtopics in the use of the app were the following: when the app is used and under what conditions. Furthermore, the FG members made suggestions for more advanced use. These results are summarized in Table 6. The participants were unanimous that the best way to use OPPIs is during euthymic or mild depressive episodes. Participants were divided over the use of an OPPI in episodes of mania or hypomania. The FG members expected that use in the early stages of hypomania can provoke positive feelings and lead to a more severe manic state. However, when users are in a full manic state, they did not expect any temptation to use the app in a full manic episode because, when manic, they are quickly distracted, and the exercises require time and tranquility.

The participants also indicated that the app should be adjustable; however, most FG members think that they want to use it daily, during periods when it is beneficial to them. The duration of the practices should be between 5 and 10 minutes, so that it fits into daily routines. The participants also mentioned that allowing sufficient time and having a quiet place is important for successfully using the app. In addition, the FG members suggested that, after performing a complete set of practices, the user can choose which practices are suitable and adjust the app to those preferences. In the discussion about the potential advanced possibilities, the FG members found it helpful to connect PPIs with the Life Chart Method (LCM) [73]. A PPI should occur when an advanced set value is reached while monitoring symptoms such as mild depression (within the LCM). Incorporating PPIs in the early relapse prevention plan was also suggested, as users can apply this intervention to handle the (starting) mood episode. In the ideal world, the FG members want to be automatically directed to the PPI when they reach pre-established levels in the LCM.

During FG 2 and 3, participants were asked about their views on the requirements for the design of the app. The remarks obtained can be separated into the following subcategories: personalization, look and feel, text, vision and sound, and preferred options. Table 7 summarizes the results.

The participants considered personalization to be a vital aspect. The FG members wanted to have a wide range of adjustable
options as long it does not affect the app’s clarity. The main topics in personalization were the frequency of use, choice between reading or listening, notifications, writing space in the exercises, and possibility to select the exercises. In addition, the proper use of wording was considered necessary by the participants. The text in the app should be concrete, clear, and short. Within the suggested exercises, the choice of words was sometimes perceived as compelling. Examples to illustrate the exercises were seen as helpful and supportive. The FG members had a preference for appealing messages in both exercises and notifications. They preferred a design that is quiet and attractive. The use of pictures can have a calming effect. We also discussed the option of obtaining feedback after completing an exercise. Approximately all participants (7/8, 88%) liked some type of feedback. They also expressed the need for external motivation to continue practicing (apart from the notifications). Significant others can be part of this motivational aspect. Valuing the exercises was seen as a good instrument to decide which exercises were preferable.

As part of the VS and design, we conducted an RPT test. Owing to technical problems in registration, 25% (2/8) of the participants did not succeed. The feedback obtained from the participants was divided into 4 categories: experienced effects, facilitating factors, impediments, and suggestions. Regarding experienced effects, 75% (6/8) of the participants found exercises to be beneficial and experienced more positive emotions than before. The experienced positive emotions did not qualify as ‘threatening’ in terms of risk for a (hypo)manic episode. One participant did not experience any difference, and another participant found it difficult to perform the exercise owing to personal circumstances. Regarding facilitating factors, the participants appreciated the layout with different pictures, videos, and music and the calm design. In addition, participants emphasized the possibility of adding the option to personalize the look and feel of the app. In total, 38% (3/8) of the participants experienced impediments while testing the app. Overall, 25% (2/8) of the participants mentioned that they were very severely depressed to perform the exercise.

Table 5. Valuation positive psychology interventions for use in bipolar disorder.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Positive remarks</th>
<th>Negative remarks</th>
<th>Appreciate (n=6, n (%))</th>
<th>Not appreciate (n=6, n (%))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive emotions</td>
<td>• “Creates freedom to concentrate on your positive emotions.”</td>
<td>• “It’s difficult to allow yourself to do what you want to do.”</td>
<td>6 (100)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Resilience</td>
<td>• “Gives energy.”</td>
<td>• “Right wording is essential.”</td>
<td>6 (100)</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td>• “Achieve relaxation.”</td>
<td>• “Contacts have to be trusted before sharing feelings.”</td>
<td>5 (83)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Positive relations</td>
<td>• “Focus on connecting with other people.”</td>
<td>• “I don’t give myself time for that either.”</td>
<td>5 (83)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Strengths</td>
<td>• “No remarks were made.”</td>
<td>• “Right wording is essential.”</td>
<td>5 (83)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Self-compassion</td>
<td>• “Allow yourself to comfort yourself.”</td>
<td>• “It’s problematic to allow yourself to give some consolation.”</td>
<td>4 (67)</td>
<td>2 (33)</td>
</tr>
<tr>
<td></td>
<td>• “It mustn’t be compulsory.”</td>
<td>• “Difficult to perform the exercises.”</td>
<td>3 (50)</td>
<td>2 (33)</td>
</tr>
<tr>
<td>Optimism and hope</td>
<td>• “Hope is important; perhaps the exercise doesn’t fit.”</td>
<td>• “Doesn’t fit people with perfectional traits.”</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• “High expectations that maybe can’t be satisfied.”</td>
<td>• “It seems to be a bit ‘Trump-like.’”</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• “Too ambitious.”</td>
<td>• “It’s difficult to allow yourself to do what you want to do.”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subcategories in using and remarks made by FG(^a) members</td>
<td>Agreed by all FG members</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------------------------------------------------</td>
<td>--------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>When to use the app</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“In gloomy periods but not in severe depressive episodes.”(^b)</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“In mild hypomanic episodes.”(^c)</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“In euthymic episodes.”</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Suggest the user exercises on fixed times.”</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Adjustable frequency of the exercises.”</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>How to use the app</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Work through all exercises; eg, 1 exercise every day for 6 weeks and then integrate it into the Life/Chart.”</td>
<td>Partly</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“In the beginning, the user goes through a module with practices of the themes; positive emotions, positive relationships and resilience.” and “the themes hope, and optimism, strengths and self-compassion are offered as an option.”</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Suggest clearly to do the exercises in a safe environment.”</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Set up realistic goal setting.”</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“The duration is between 5-10 minutes per exercise.”</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Advance possibilities</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Connection with the LCM(^d).”</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Connection with the relapse prevention plan or other recovery plans.”</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Going through the different exercises with the practitioner to choose a set of exercises.”</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)FG: focus group.

\(^b\)Compared with Life Chart Method—mild or moderate depression.

\(^c\)Compared with Life Chart Method—mild hypomanic episodes.

\(^d\)LCM: Life-Chart Method.
Table 7. Design and overview of the feel and look requirements.

<table>
<thead>
<tr>
<th>Subcategories and remarks made by FG members</th>
<th>Agreed by all FG members</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Personalization</strong></td>
<td></td>
</tr>
<tr>
<td>“The choice between reading or listening to the exercise.”</td>
<td>Yes</td>
</tr>
<tr>
<td>“Pleasant voice; voices can be chosen.”</td>
<td>Yes</td>
</tr>
<tr>
<td>“Space to type keywords within the exercises.”</td>
<td>No</td>
</tr>
<tr>
<td>“Ability to select which exercise you want to do.”</td>
<td>Yes</td>
</tr>
<tr>
<td>“The degree of customization must be large, but the app must remain clear to promote easy use.”</td>
<td>Yes</td>
</tr>
<tr>
<td>“The notifications must be flexible, with the option of carrying out the exercise later.”</td>
<td>Yes</td>
</tr>
<tr>
<td>“Personalization, not only in exercises but also in the used pictures, videos and music fragments.”</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Look and feel—text</strong></td>
<td></td>
</tr>
<tr>
<td>“There must be a choice between spoken or written exercises.”</td>
<td>Yes</td>
</tr>
<tr>
<td>“Use not too many words; make clear short exercises.”</td>
<td>Yes</td>
</tr>
<tr>
<td>“The text should be inviting with a smooth choice of words but not too clever and easy to read.”</td>
<td>Yes</td>
</tr>
<tr>
<td>“Working with examples in the exercises.”</td>
<td>No</td>
</tr>
<tr>
<td>“Limited the amount of text per screen.”</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Look and feel—vision</strong></td>
<td></td>
</tr>
<tr>
<td>“Quiet design, with a nice layout and images.”</td>
<td>Yes</td>
</tr>
<tr>
<td>“Use appropriate images for the exercises.”</td>
<td>Yes</td>
</tr>
<tr>
<td>“Offer the possibility to add pictures yourself.”</td>
<td>Yes</td>
</tr>
<tr>
<td>“Be visually appealing: photos/graphics.”</td>
<td>Yes</td>
</tr>
<tr>
<td>“Use animations for the explanation in the exercises.”</td>
<td>No</td>
</tr>
<tr>
<td><strong>Look and feel—sound</strong></td>
<td></td>
</tr>
<tr>
<td>“Pleasant voice; voices can be chosen.”</td>
<td>Yes</td>
</tr>
<tr>
<td>“There must be a choice between spoken or written exercises.”</td>
<td>Yes</td>
</tr>
<tr>
<td>“Possibility to add music.”</td>
<td>No</td>
</tr>
<tr>
<td><strong>Preferred options</strong></td>
<td></td>
</tr>
<tr>
<td>“Feedback, compliments after every completed exercise.”</td>
<td>Partly b</td>
</tr>
<tr>
<td>“Selection menu for the exercises.”</td>
<td>Yes</td>
</tr>
<tr>
<td>“Add your own exercises (in a simple layout or only as a reminder).”</td>
<td>No</td>
</tr>
<tr>
<td>“Being able to give a score yourself and make this visible in a graph.”</td>
<td>No</td>
</tr>
<tr>
<td>“To be able to share the results of the exercises with others.”</td>
<td>Yes</td>
</tr>
<tr>
<td>“Receive an anonymous response from others— as a tip or encouragement, which must be adjustable.”</td>
<td>No</td>
</tr>
</tbody>
</table>

**Assessment of Use and Satisfaction With PP App and Interventions (Design and Operationalization)—Exercises of the Intervention**

On the basis of the consensus reached in the FG and results of the RPT, we developed the Wellbeing Bipolar Disorder app. The app contains 7 exercises in the 4 domains of PP preferred by FG members. The exercises based on the previous work of Bohlmeijer and Hulsbergen [74] are shown in Table 8. The app differs from other apps that provide PPIs, primarily owing to the selection of PPIs. Some exercises were withdrawn because of the fear of compassion or had to be altered. Other exercises were withdrawn because they may provoke symptoms of mania. Moreover, the app had special design features, such as calm design, proper use of wording, and so on, which, according to the FG members, can lead to high compliance rates. Finally, the app can be integrated into the LCM.

We chose a 1-week period in which the participants were provided 1 exercise daily, with mood monitoring before and after exercise and a valuation of the exercise after completing it. The app was personalized with the following choices: when to use the app, notifications, types of notifications, written or
spoken video explanation, and guidance by a professional or expert by experience. The app’s design was calm. All exercises had 1 picture throughout the practice (Figure 1).

The participants were asked if they had succeeded in the exercise; if they did not, they could start again. We wrote 2 different scripts (professional or expert by experience), and the videos were set in the background picture belonging to the exercise.

After the development process, we tested our app to evaluate whether the results of the previous steps of the development process have been implemented to the participants’ satisfaction. The results of the PT are shown in Tables 9 and 10.

Of the 133 exercises (7×19 participants), 87 (65.4%) were completed. Patients completed more (101/133, 75.9%) exercises than professionals (72/133, 54.1%). In total, 11% (2/19) of the participants chose the video explanation. Of the 19 participants, 8 (42%) preferred the expert by experience and 8 (42%) preferred the guidance by a professional. Overall, the average rating of all exercises in total was 7.35 (scale 0-10, SD 0.525), and the median was 7.5, with a slightly high rating among professionals (mean 7.7 vs 6.9; median 7.5 vs 7.25).

The evaluation of the individual exercises was between 7.5 (exercise: be strong and be stronger) and 6.6 (exercise: listing to good news). Notably, a participant rated all exercises relatively low (average 3.3), and owing to the small sample size, this influenced the total outcome. The other individual ratings were between 8.7 and 5.6.

The app’s overall valuation was high; 91% (15/16) of the participants were positive about the app and wanted to use it for an extended period. However, according to 55% (9/16) of the participants, the frequency of the exercises seemed very high for an extended period. Besides positive comments, made in the app’s evaluation, about the effect of the exercises, there were remarks for improvement of the app. Some comments referred to the intensity of the exercises; a new exercise every day is not doable for all participants. Another advised option is to read the exercises in the morning to accomplish it during the day.

Table 8. Domains and exercises in the Well-being Bipolar Disorder app.

<table>
<thead>
<tr>
<th>Exercise number</th>
<th>Exercise</th>
<th>Domain of positive psychology</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Experience positive moments again</td>
<td>Positive emotions</td>
</tr>
<tr>
<td>2</td>
<td>Active listening to good news</td>
<td>Positive relations</td>
</tr>
<tr>
<td>3</td>
<td>Three good things exercise</td>
<td>Resilience</td>
</tr>
<tr>
<td>4</td>
<td>Discover your strengths</td>
<td>Strengths</td>
</tr>
<tr>
<td>5</td>
<td>Positive focus</td>
<td>Positive emotions</td>
</tr>
<tr>
<td>6</td>
<td>Expressing gratitude</td>
<td>Positive relations</td>
</tr>
<tr>
<td>7</td>
<td>Being strong and becoming stronger</td>
<td>Resilience</td>
</tr>
</tbody>
</table>
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Figure 1. Screenshot of the intervention.

Table 9. Overview of the outcome of pilot test of the Well or being Bipolar Disorder app I.

<table>
<thead>
<tr>
<th>Exercise number</th>
<th>Number accomplished</th>
<th>Valuation by patients (scale 0-10)</th>
<th>Valuation by professionals (scale 0-10)</th>
<th>Valuation—total (scale 0-10), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14</td>
<td>7.37</td>
<td>7.5</td>
<td>7.43 (0.650)</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>5.7</td>
<td>7.8</td>
<td>6.58 (1.054)</td>
</tr>
<tr>
<td>3</td>
<td>13</td>
<td>7.37</td>
<td>8.2</td>
<td>7.69 (0.418)</td>
</tr>
<tr>
<td>4</td>
<td>13</td>
<td>6.87</td>
<td>7</td>
<td>6.92 (0.065)</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>7.22</td>
<td>8</td>
<td>7.38 (0.411)</td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>6.28</td>
<td>8</td>
<td>6.91 (0.870)</td>
</tr>
<tr>
<td>7</td>
<td>11</td>
<td>7.42</td>
<td>7.8</td>
<td>7.45 (0.211)</td>
</tr>
</tbody>
</table>

aTotal number accomplished=87.

bValuation by patients (total)=6.85.

cValuation by professionals (total)=7.7.

dValuation by all participants (total)=7.25.
Table 10. Overview of the outcome of pilot test of the Well-being Bipolar Disorder app II.

<table>
<thead>
<tr>
<th>Participants</th>
<th>Percentages of accomplished exercises</th>
<th>Valuation of the app (positive)</th>
<th>More extended use of the app (positive)</th>
<th>Frequency to high</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients</td>
<td>(75.7)</td>
<td>83</td>
<td>83</td>
<td>30</td>
</tr>
<tr>
<td>Professionals</td>
<td>(54)</td>
<td>100</td>
<td>100</td>
<td>80</td>
</tr>
</tbody>
</table>

aNumber of exercises (total)=65.4%.
bValuation of the app (positive; total)=91.5%.
cMore extended use of the app (positive; total)=91.5%.
dFrequency to high (total)=55%, SD 0.525%.

Discussion

Principal Findings

This study investigated the opinions of care professionals and patients with BD regarding OPPI for BD.

The first aim was to rate the extent to which participants had experience with PPIs and expected them to be supportive in addressing unmet needs. We found that the participants did not have experience with specific evidenced PPIs; however, they mentioned experiences in adjoining therapeutic areas (eg, mindfulness) or more personal PP solutions. The FG members mentioned possible advantages: focusing on small steps, making positive pictures or movies, monitoring positive feelings, and giving yourself a positive message. These topics can be related to various unmet needs in treating BD, specifically, offering hope, increasing self-esteem, expressing feelings, promoting acceptance, and preventing social isolation. Regarding expectations about PPIs, participants expect that PPIs can accomplish some unmet needs in BD.

The second aim was to establish the preferences and requirements of the app with PPIs.

First, we determined which PP exercises patients and professionals prefer. Positive emotions, resilience, positive relations, and strengths were highly valued among the 6 categories of PP exercises. Some exercises were withdrawn due to the fear of compassion or had to be altered. Other exercises were withdrawn because they may provoke symptoms of mania. Moreover, the app had special design features, such as calm design, proper use of wording, and so on, which, according to the FG members, can lead to high compliance rates. Finally, the app can be integrated into the LCM. Therefore, we developed an app that differs from other apps that provide PPIs, primarily owing to the selection of PPIs.

The third aim of our study was to evaluate the use and satisfaction of the app. An interesting finding is that approximately all users (15/16, 91%) found it to be beneficial to perform the exercises and wanted to do it regularly. However, the frequency of the exercises seems to be very high. The valuation of the exercises was promising (7.35 on a scale of 1-10; median 7.5). Despite the small number of participants, we seemed to have found the proper exercises for our target group. Before releasing the app for clinical practice, further studies with adequate measurements (quantitative and qualitative) are necessary.

Comparison With Previous Studies

Unmet needs can include topics such as support with loneliness, grief counseling, acceptance, social isolation, coping with others in social functioning [14,15,17], hope, expressing feelings, and increasing self-confidence in psychological functioning [12,14-17]. The positive expectations underscore the potential of PP for personal recovery and support the value of integrating PPIs into mental health care [57,58]. PPIs may help patients with resources that increase their ability to adapt and support them in personal recovery [24]. Our results are largely consistent with previous findings [19,75,76]. Mental well-being is recognized as an essential resource for the recovery from mental illness and in preventing relapse. Therefore, it is recommended to include mental well-being interventions (such as PPI) in the treatment [75,77].

Participants also raised some critical concerns about applying PPIs for BD. The FG members expressed concerns about fast and more severe changes in mood and energy when a used PPIs during manic or hypomanic episodes. Although “joy and amusement” are associated with increased manic severity, compassion—one of the key elements of PP—tends to decrease the symptoms of mania [78]. Positive emotions are not often mentioned as triggers that can provoke manic episodes. Lack of sleep is the most predominant factor in triggering manic episodes [79]. However, amorosity is the predominant factor among young adults, followed by stressful life events [80]. Periods of strong personal growth are also factors that induce manic symptoms (such as an extremely motivational workshop) [80]. Although this seems to be linked to PPIs, it is not satisfactory to conclude that PPIs can induce manic episodes. In a study among a large population of patients with BD (n=149), by applying a group PPI, the researchers found no increase in manic symptoms, thus confirming our findings [55]. In contrast, damping emotions lead to more severe depressive symptoms [81]. Therefore, it is recommended to inform potential participants properly before applying PPIs for BD. Interestingly, the PT results did not show dysregulation among the participants.

An unexpected finding was that the categories of self-compassion, optimism, and hope had low ratings. On the basis of the unmet needs, as described previously, we did not expect this outcome. This result may be explained by the fact that the FG members found the themes and exercises to be very ambitious. For example, the exercise, “the best possible self,” seems not to fit with the participants’ level of self-esteem. They had high expectations that they could not satisfy.
The “fear of compassion” can explain the fact that the FG members valued compassion relatively low. The fear of compassion is closely linked to self-criticism and depression [81]. Women with BD seem to be more self-critical than controls [82]. Nitzburg et al [83] suggest that the negative experiences in the course of BD can worsen the level of self-criticism and argue that in an early stage of the illness, interventions should also target decreasing self-criticism. However, owing to the small sample size, we cannot rule out that our findings are coincidental. Nevertheless, it is necessary to develop interventions targeting compassion and hope in BD to pay attention to the fear of compassion and transform exercises in a feasible manner for patients with BD.

We determined when to use the app. Some of the FG members expect the exercises to be a daily routine, for example, in addition to mood monitoring. Integration with a (digital) mood monitoring application and relapse prevention plan can provide a comprehensive tool in which the PPIs assist in preventing severe mood episodes [84]. The FG members foresaw the use mainly during euthymic or mild depressive episodes. The members of the FGs were unanimous in that they did not expect any beneficial effects from PPI in severe depressive episodes. In contrast, they expected the opposite effect: worsening of depressive feelings if the goals of the exercises are not achieved. Previous meta-analyses have demonstrated that PPIs seem to be more effective in populations that are nondepressed or mildly depressed [28,50] than in populations with major mood disorders [50]. This supported the FG members’ suggestion to apply PPI only in mild depressive episodes and euthymic episodes. Carr et al [85] published a meta-analysis showing that in patients with depression, PPIs had a small to moderate effect on depressive symptoms, an important barrier to adapting digital mental health interventions [86]. Recognizing and resolving these barriers in the development process can contribute to the adaptation of new interventions [86].

Finally, we reflected on the method. We recognized that cocreation and user involvement are important in developing an app to be accepted by end users [87]. Specific findings, such as the preferences for the exercise categories or the possible risks in applying PPIs, will not be revealed, as we developed the app without user involvement. The participation of end users is the main element in user-centered design, defined by Preece et al [88] as “an approach, which views knowledge about users and their involvement in the design process as a central concern.” The development process conformed to the CeHRes principles [70]. This method allowed us to systematically involve users (patients and professionals) in the study’s development process. This enabled us to modify the app’s design through all stages of the development process and guaranteed maximum involvement of all stakeholders. Previous studies using the same principle support our findings [88]. The development of new interventions benefits from user involvement in all stages to meet the target group’s needs [89].

Limitations

Our study has some limitations. When recruiting professionals, there is a risk of selection bias owing to the voluntary recruitment from a highly specialized professional pool (the Dutch Foundation for Bipolar Disorders). It is conceivable that the professionals interested in web-based monitoring are stepping forward to participate in this study. However, this method was chosen to obtain professional input from different parts of the Netherlands to avoid inputs from only one region. The same applies to the consumers; they were partly recruited from an outpatient clinic and partly from the Dutch advocacy network, “Plusminus.” Although this may raise the question of whether the participants represent the target group, we assume that, by combining advocacy members and patients treated in an outpatient clinic, our study is sufficiently representative.

The use of FGs has some limitations, such as the possibility of “group effect,” in which patients tend to adapt to the group leading opinions. Therefore, it is difficult to separate a personal opinion from a group opinion [90]. We tried to avoid this bias by collecting individual data (post-it memos) before the discussion in the group. Furthermore, it is sometimes difficult to generalize the outcome of FGs [90]. We tried to avoid this bias as much as possible through nationwide recruitment.

Finally, this study is mainly a qualitative study with a relatively small number of participants; therefore, it remains uncertain whether the results are sufficiently generalizable.

Despite these limitations, we believe that we shed light on consumers’ and professionals’ thoughts and considerations about using PP apps for BD.

Conclusions and Practical Implications

Despite recognizing the possible benefits of PPI in BD and that they may address unmet needs in BD, very little is known about the effect of applying PPI in the treatment of BD.

In this study, we realized the shared assumptions about the application of PPIs for BD. The consensus on the different topics regarding the use of PPI shows that both patients and professionals underline the beneficial possibility of applying PPIs for BD. The use during subsyndromal and mild depressive episodes seems to be the most fruitful period for patients with BD. We did not establish the risk of provoking mania or hypomania by performing PPIs, but we could not draw firm conclusions because of the small sample size.

With the systematic use of user involvement (patients and professionals) in all steps of the development process, we were able to create an app that can potentially fulfill some of the current unmet needs in the treatment of BS.

The use of PPI for BD is intriguing and can be usefully explored in further studies. We emphasize that more evaluation studies (quantitative and qualitative) that are focused on the effect of PPIs in the treatment of BD should be conducted. In addition, to establish the working mechanisms in BD, explorative, qualitative, designed studies are required to reveal whether PPIs can address unmet needs in BD.
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Abstract

Background: Resilience is an accepted strengths-based concept that responds to change, adversity, and crises. This concept underpins both personal and community-based preventive approaches to mental health issues and shapes digital interventions. Online mental health peer-support forums have played a prominent role in enhancing resilience by providing accessible places for sharing lived experiences of mental issues and finding support. However, little research has been conducted on whether and how resilience is realized, hindering service providers' ability to optimize resilience outcomes.

Objective: This study aimed to create a resilience dictionary that reflects the characteristics and realization of resilience within online mental health peer-support forums. The findings can be used to guide further analysis and improve resilience outcomes in mental health forums through targeted moderation and management.

Methods: A semiautomatic approach to creating a resilience dictionary was proposed using topic modeling and qualitative content analysis. We present a systematic 4-phase analysis pipeline that preprocesses raw forum posts, discovers core themes, conceptualizes resilience indicators, and generates a resilience dictionary. Our approach was applied to a mental health forum run by SANE (Schizophrenia: A National Emergency) Australia, with 70,179 forum posts between 2018 and 2020 by 2357 users being analyzed.

Results: The resilience dictionary and taxonomy developed in this study, reveal how resilience indicators (ie, “social capital,” “belonging,” “learning,” “adaptive capacity,” and “self-efficacy”) are characterized by themes commonly discussed in the forums; each theme’s top 10 most relevant descriptive terms and their synonyms; and the relatedness of resilience, reflecting a taxonomy of indicators that are more comprehensive (or compound) and more likely to facilitate the realization of others. The study showed that the resilience indicators “learning,” “belonging,” and “social capital” were more commonly realized, and “belonging” and “learning” served as foundations for “social capital” and “adaptive capacity” across the 2-year study period.

Conclusions: This study presents a resilience dictionary that improves our understanding of how aspects of resilience are realized in web-based mental health forums. The dictionary provides novel guidance on how to improve training to support and enhance automated systems for moderating mental health forum discussions.

doi:10.2196/39013
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Introduction

Background

Mental health is fundamental to our individual and collective capabilities of thinking and interacting with each other and enjoying life [1]. Mental health challenges have been increasing worldwide, with consequent negative impacts on social and economic prosperity [2-4]. A 2017 survey [5] found that approximately 1 in 7 people (equivalent to 1 billion people) worldwide have experienced mental illness. In Australia, government statistical reports show that approximately 20% of people (4.8 million) experience mental health issues such as anxiety-related conditions and depression [6]. From 2020 to 2021 during the COVID-19 pandemic, 3.4 million Australians aged 16 to 85 years (17% of that age group) sought help from a mental health professional [7]. With its lockdowns and social distancing requirements, the COVID-19 pandemic is associated with what some have called an “unprecedented mental health crisis” [8], accelerating the need for community and digital interventions [9].

Reaching out to others for support is a vital part of enhancing resilience [10]. On this basis, it has been shown that online peer-support mental health forums (eg, those run in Australia by the charities Beyond Blue [11], SANE [Schizophrenia: A National Emergency] Australia [12], and ReachOut [13]) play increasingly important roles in establishing social connections, sharing knowledge and experiences, and providing emotional support among people with lived experiences of mental illness [4,14]. Such forums complement publicly funded and private health services by enabling firsthand access to people with shared experiences, advice, and guidance. Within forums, specially trained staff, volunteers, and untrained peers provide a supportive and safe space to talk and be heard [15,16]. Evidence shows that the benefits include the following [17]: (1) building safe and trusting relationships, (2) ensuring values of mutuality and reciprocity, (3) promoting validation and application of experiential knowledge, (4) enabling peers to exercise leadership through peer support, and (5) empowering peers to discover and make use of their own strengths. As complements to clinical and telehealth services, there remains a need to better understand the strengths of peer-support forums and optimize their management and moderation.

Resilience is an accepted strengths-based concept rather than a deficit or harms-based concept. Generating resilience is a regularly suggested approach to addressing mental health issues in community settings and falls within a preventive model of health care [8,18,19]. Resilience is understood variously across several disciplines as an individual and collective capability to adapt in the face of adversity, trauma, tragedy, threats, or even significant sources of stress [20]. In response to challenges, resilient individuals and communities can draw on psychosocial resources—personal and collective—to cope and adapt [4]. As a result, an individual’s resilience can positively affect their mental health. However, more research is needed to understand the characteristics of resilience and how it is realized through interactions within dedicated web-based mental health support settings, such as peer-support forums. This research contributes a method, as well as findings, that can help forum service providers demonstrate their outcomes and tailor their moderation practices to optimize resilience-building interactions.

Prior Work

Despite the potential utility of online mental health peer-support forums for building resilience, whether and how resilience is realized by participants has received little research attention. Where resilience or strengths-based resources are the focus of existing studies, approaches fall into two streams: (1) qualitative analysis using user surveys and (2) qualitative and quantitative analysis of web-based forum data using either manual or larger-scale artificial intelligence techniques. The first stream is centered on manually identifying aspects of resilience and their reciprocal associations with mental health from web-based user surveys during particular events (eg, the COVID-19 pandemic [9,19]) or from certain groups (eg, university students [18] or adolescents [21]). User survey data are less adept at showing how resilience is realized through forum interaction and discourse as it is cross-sectional at points in time and asks specific questions created by survey designers, which might not resonate with forum users’ perceptions and experiences.

The second research stream has evolved with recent advances in natural language processing (NLP) and machine learning. These methods have shown promise as a way of using forum content as data sets for exploring public health questions [22]. However, much of this work has been “risk” and “harms” focused rather than strengths focused. For example, a triaging system was used to assist web-based peer support by classifying forum messages into different risk levels based on how urgently moderators’ attention was needed [23]. A study [3] compared 2 web-based depression forums (Beyond Blue [11] and r/depression on Reddit [24]) using NLP techniques based on user sentiments and discussion topics. NLP techniques have also been used to identify which posts from web-based health forums (HealthBoards [25], Inspire [26], and HealthUnlocked [27]) are related to the COVID-19 pandemic based on conversations among mental health consumers. Other studies have applied NLP to detect sentiments and emotions (ie, fear, anger, sadness, and joy) [28-30] for depression diagnosis [31,32] and to understand grief processes [33] and stress [34]. As noted, these studies tend to target risks associated with mental ill health, leaving a gap in identifying strengths-based interactions in web-based data sets and how web-based services might help generate positive health outcomes.

Aims of This Study

As mental health services seek to optimize and expand digital support interventions, new methods of analysis and monitoring of forum activities are needed. In this study, we harnessed NLP techniques to reveal indicators of resilience and how resilience is realized within online peer-support forums. This work provides new insights into how resilience is realized in forums by building a resilience dictionary that reveals the resilience themes discussed across 2 years of forum activity.

More specifically, the resilience dictionary we generated shows (1) the types of themes that characterize resilience and (2) the relationships between different resilience indicators with respect
to their realization. These insights reveal the broader (more abstract or common) and narrower (more specific) nature of specific resilience indicators. The resilience dictionary can be used by forum service providers and researchers to show that resilience is enabled by forums and how this occurs. It can help monitor changes in resilience realized by forum users over time and understand what prompts resilience changes, both within the forum and stimulated by external events. By establishing a method for quantifying resilience in unstructured text data, the resilience dictionary can help forum managers and creators to think more strategically about how to design the forums and maintain and moderate them more effectively. Revealing the characteristics of resilience and the extent to which it is realized over time can also help nonprofit organizations attract funding to sustain and further develop these forums.

To achieve our aims, we investigated the following research questions (RQs):

• **RQ1**: How can we characterize resilience indicators using topics (ie, major themes of posts) and their descriptive terms?
• **RQ2**: How are resilience indicators realized over time, and which are more dominant than the others?
• **RQ3**: How can we create a resilience dictionary that reflects the characteristics of each resilience indicator and the relatedness between the resilience indicators?

To address these RQs, we conducted a semiautomatic approach using methods that incorporate topic modeling (a type of statistical modeling in NLP) and exploit human knowledge.

To address RQ1, we explored optimal methods for discovering major thematic concepts, or topics, in forum data using topic modeling. Subsequently, using qualitative methods, we mapped these topics to the resilience indicators. The topics and their descriptive terms formed the controlled vocabulary of the resilience dictionary.

To investigate RQ2, we observed the resilience prevalence by analyzing the proportion of input forum data during the specified periods. We then analyzed the prevalence of each resilience indicator over time.

To explore RQ3, we created a resilience dictionary using the results of topics mapped to each resilience indicator. To identify the relatedness between resilience indicators in terms of their realization, we examined the co-occurrence patterns of resilience indicators from the input forums to automatically build a taxonomy of resilience indicators (ie, resilience taxonomy). This resilience taxonomy sheds light on whether resilience indicators are dependent on or independent of other resilience indicators.

For this work, we used data produced by SANE Australia’s 2 forums. SANE forums represent one of the largest web-based mental health peer-support communities in Australia, where people aged ≥18 years with mental health issues can register and engage in support, training, and education. Users can interact with other people (ie, peers) experiencing similar mental health challenges through the forums.

To our knowledge, this study is the first to explore the construction of a resilience dictionary by examining relationships between topics and resilience indicators and analyzing the relatedness between resilience indicators from web-based mental health forums using NLP and human knowledge. The significance of this study lies in the following aspects. First, we present how strengths-based resilience develops in web-based mental health forums based on a wider spectrum of web-based mental health discussions. Prior studies have attempted to accomplish this; however, they were small in scale and limited by specific events (eg, the COVID-19 pandemic) [8,9,14] or by certain age groups [2,18,21]. Second, the resilience dictionary can provide evidence-based information that can help design and maintain better mental health support services, as well as improve responses to people seeking mental health support. In particular, this benefit can be valuable for nonprofit mental health organizations that often have difficulty securing and allocating resources to improve their services. Finally, this work shows how mental health services can be made more effective by using support forum data, the value of which is becoming increasingly recognized [22,30].

**Methods**

**Overall Design**

**Overview**

The 4 phases of our semiautomatic approach to creating a resilience dictionary are shown in Figure 1. Forum posts were the first preprocess to ensure deidentification and perform tokenization to generate meaningful terms. Second, topic modeling was used to discover the key topics (ie, themes) discussed in the posts. Third, the topics were mapped to a framework of resilience indicators using thematic coding processes. Fourth, a resilience taxonomy was established based on the co-occurrence analysis of resilience indicators from the posts. A resilience dictionary was then generated by integrating the resilience taxonomy with all the outcomes of the previous 4 phases. In the following sections, we present a detailed description of the phases after introducing the data set and the nature of the resilience indicators used in the study.
SANE Forum Data

SANE Australia is a national mental health charity that supports Australians affected by mental illness by providing peer-support services, training, and counseling. SANE data were collected from two web-based forums: (1) the “Lived Experience Forum” and (2) the “Friend, Family and Carers Forum.” The former is for people who live with complex mental health issues, whereas the latter is for their supporters and carers. SANE forums are moderated by mental health practitioners and aim to offer a safe and anonymous space on the web for discussing mental health and related issues [35]. Forums provide participants with social connections, allow the sharing of feelings and emotions, and provide a source of information generated through conversations. Forum discussions are intended to help consumers affected by mental illness explore positive pathways to address issues affecting their lives. According to the SANE annual report for 2020, there were 21,041 registered forum members, and 151,137 individual Australians used the forums in 2020 [35].

We obtained a national sample of posts from the SANE forums from 2018 Q3 (starting July 2018) to 2020 Q4 (ending December 2020). In total, 70,179 posts by 2357 users were obtained and used in this study in collaboration with the SANE forum managers.

Resilience Indicators

Drawing on the resilience framework proposed by Berkes and Ross [36], which combines psychological and community development approaches, we identified common components of personal and community resilience. Berkes and Ross [36] devised a conceptual framework of resilience pertaining to people’s lives in communities, allowing the concept to account for the wider ecosystem of factors affecting an individual’s mental health and well-being. Although there is a range of approaches to resilience, this framework is useful for understanding how resilience is realized by members of a forum, given their location in both physical on-the-ground communities and the web-based peer-based community of the forums.

The adopted resilience approach is premised on the understanding that people and communities that are resilient require access to a set of personal, interpersonal, or community resources. On the basis of research evidence, these involve learning or access to new knowledge, information, and skills, leading to an increased capability of dealing with change [37]; social capital or access to networks of people and the support, trust, and integration they can foster; a sense of belonging, including belonging to groups and places, acceptance as part of a group, and the processes that lead to identity formation [38]; adaptive capacity or using resources to enable adaptation and positive behavior change [39]; and self-efficacy or being able to self-organize or work toward feeling in a controlled state [36]. The definitions of these indicators and how they are conceptually realized in the context of mental health are shown in Table 1. In this study, the generation of the resilience dictionary was focused on and built from these 5 indicators.

Theoretically, we expect to see some variation in the way each indicator of resilience manifests in the web-based discussion context (in comparison with other contexts) and differences in their prevalence [36]. This means that some indicators should act as generators or resources, and others act as attributes or characteristics of resilience capacity, such as adaptive capacity or instances of self-efficacy. These dependencies were tested through RQ3, with the application of the taxonomic analysis described in phase 4.
Topic modeling has gained attention because of its capacity to discover latent thematic topics in a large corpus of text documents [40,41]. A topic is a specific, recognizable theme defined by a cohesive set of terms representing the characteristics of that theme. Nonnegative matrix factorization (NMF) [42] was chosen as a method because of its effectiveness in discovering topics in short text documents and its ability to discover both broad and specific topics. As a method of analyzing forum posts, NMF can help identify both broad themes discussed often over time and more specific themes that might relate to periodic events [43].

A key idea of NMF is to decompose a term-document matrix $n$ by $m$ $A$ ($n$ is the number of forum posts, and $m$ is the number of terms) into 2 nonnegative submatrices, $n$ by $k$ $W$ ($k$ is the number of topics) and $k$ by $m$ $H$, such that $A$ is approximated by the multiplication of $W$ and $H$, denoted as $A = W \times H$. In $A$, the weight of a term in a document is measured by a well-defined method, the term frequency–inverse document frequency weighting scheme [44], via term frequency and rarity. The matrix $W$ represents the document membership weights over the topics. Each row denotes a document, and each column corresponds to a topic. Sorting the values of a column (topic) provides the ranking of the most relevant documents for the column. The matrix $H$ contains the term weights relative to each of the topics. A row defines a topic. Sorting the values on each row provides the ranking of the most relevant terms (descriptors) of each topic.

Two-Layered NMF Topic Modeling

The 2-layered NMF approach [45] was applied to term-document matrices (denoted by $A^*$) to discover both broader (longer-lived) and more specific (shorter-lived) topics. This process extracts broader topics observed across the entire time frame (2018 Q3 to 2020 Q4), as well as specific topics in each quarterly period, generating 2 topic layers. In the first layer, we find $k$ topics, called base topics, from each term-document

### Ethics Approval

The university ethics committee approved this study (R/2019/033). In addition, we adhered to SANE’s ethics and data governance policies throughout, which included establishing a data-sharing agreement, anonymizing posts to protect forum users’ identities, and applying a data security protocol.

### Phase 1: Preprocessing of Forum Posts

In the preprocessing phase, the goal was to break up each post into smaller basic units of meaning. User identifiers (IDs or names) were removed to deidentify the posts. Posts were then split into sentences to perform part-of-speech tagging and remove stop words (words such as is, are, and the, which do not carry useful information). The remaining terms were converted into their lemmatized forms to group the inflected forms of words together. Posts that were too short to add value to topic modeling (<5 terms) were removed. Finally, the remaining terms were used as the input to the next “topic modelling” phase.

### Phase 2: Topic Modeling

#### Overview

Topic modeling has gained attention because of its capacity to discover latent thematic topics in a large corpus of text documents [40,41]. A topic is a specific, recognizable theme defined by a cohesive set of terms representing the characteristics of that theme. Nonnegative matrix factorization (NMF) [42] was chosen as a method because of its effectiveness in discovering topics in short text documents and its ability to discover both broad and specific topics. As a method of analyzing forum posts, NMF can help identify both broad themes discussed often over time and more specific themes that might relate to periodic events [43].

#### Phase 2: Topic Modeling

#### Two-Layered NMF Topic Modeling

The 2-layered NMF approach [45] was applied to term-document matrices (denoted by $A^*$) to discover both broader (longer-lived) and more specific (shorter-lived) topics. This process extracts broader topics observed across the entire time frame (2018 Q3 to 2020 Q4), as well as specific topics in each quarterly period, generating 2 topic layers. In the first layer, we find $k$ topics, called base topics, from each term-document
matrix $A$ of $A^*$ using NMF, where $k$ is a user-specified parameter. The output of this layer is a set of 2 matrices, $W$ and $H$, from all disjoint post collections, denoted by $W^*$ and $H^*$, respectively. In the second layer, we identified another type of topic, called ensemble topics, by analyzing similarities and variations among all the base topics generated from 2018 Q3 to 2020 Q4. A base topic-term matrix $B$ was created by stacking each matrix $H$ from $H^*$ (Figure 2). Each $H$ comprises $k$ topics with their constituent terms. In $B$, each row corresponds to a base topic, and each column is a term from the original posts. Each entry in $B$ shows the weight (or importance) of the association of a term with a base topic, where the weight was inferred by the first-layer NMF. As shown in Figure 2, the dimension of $B$ is $10 \times k$ by $m$, as $H^*$, which comprises 10 different matrices of $H$ (from 2018 Q3 to 2020 Q4) and $m$ terms.

**Figure 2.** Conceptual illustration of constructing the matrix $B$ by stacking up the matrices of $H^*$ generated by the first-layer nonnegative matrix factorization.

From $B$, we applied NMF to produce $k'$ ensemble topics, where $k'$ is a user-specified parameter, thus producing $B' = W' \times H'$, where (1) $W'$ denotes the base topic membership weights over the $k'$ ensemble topics, and (2) the $H'$ matrix shows the weights of terms for each ensemble topic. To produce the membership weights of the original posts over an ensemble topic, we calculated the following expression:

$$D = C \times W'^T$$ (equation 1)

Here, $C$ is the document-base topic matrix made by stacking each matrix $W$ of $W^*$ in the same way as $B$ was created from the matrices of $H^*$. $D$ is the document-ensemble topic matrix and $W'^T$ is the transpose of $W'$. Each row in $D$ is an original post, and each column represents an ensemble topic.

**Phase 3: Resilience Conceptualization**

**Overview**

In this section, we present how to conceptualize each resilience indicator using its relevant topics. In this context, conceptualization refers to the process of specifying the characteristics of resilience indicators based on their relevant discussion themes (ie, topics) from qualitative forum posts. First, we present how to characterize each indicator using the discovered topics. Second, we present a method to determine whether resilience indicators are time varying. This can provide additional insights into their dynamic characteristics over time.  

**Mapping Topics to Resilience Indicators**

Here, our goal was to connect topics with relevant resilience indicators (ie, in relation to our predetermined resilience framework discussed previously). For this, we conducted qualitative content analysis, where knowledge of what happens on the forum and its aims is used to assess the meanings of topics and link each topic to relevant indicators. As qualitative data, we analyzed the meaning of the top $N$ ($N$ is a user-specified parameter) descriptive terms for each topic. As complementary data, we also examined the posts most relevant to each topic to analyze the meaning of the topic more rigorously in relation to the indicators of resilience. This content analysis was deductively performed using the framework of predefined resilience indicators. Note that a topic can be mapped to $>1$ resilience indicator depending on the thematic analysis. We followed a recent work showing the benefits of combining topic modeling with qualitative methods, particularly in the interpretation and contextualization phases of the analysis [46]. Here, our focus was on gaining an understanding of the nature of topics and their associations with resilience indicators based on domain knowledge of the context and posts that contain them most frequently. Topics cannot be meaningfully interpreted based only on the top $N$ words as topics are not independent of the posts in which they appear.

The two types of qualitative data generated and analyzed were as follows.

First, the top $N$ terms that best describe each ensemble topic (henceforth simply, “topic”) were identified from the topic-term matrix $H'$ generated from the matrix $B$ (recall $B = W' \times H'$ presented in phase 2; Figure 2). Note that each row in $H'$ indicates the weights of all terms with respect to a topic. We generated these top $N$ terms by ranking the weights. Examining...
the collective meaning of these terms informed the mapping process of each topic to the relevant resilience indicators. For the value of $N$, we used 15.

Second, we associated each topic with its most relevant original topic. This association was identified from matrix D (equation 1), which signifies the membership weights of the original posts for the discovered topics. By ranking these weights, we identified the top $M$ most relevant posts for each topic. In our study, we chose to use 20 as the value of $M$. By conducting a content analysis of these posts, we gained insights into the range of words and ideas surrounding each topic.

**Resilience Prevalence Analysis**

Resilience prevalence analysis can identify the dynamics of resilience indicators in terms of their realization over time. We estimated resilience prevalence as the proportion of the original posts associated with their most relevant resilience indicators. Using this analysis, we determined which resilience indicators were significantly or vaguely realized at a particular period. Thus, a resilience realization pattern over time was estimated using resilience prevalence analysis. To analyze resilience prevalence, it is essential to annotate each post with its most relevant resilience indicator(s). This was achieved by the following 2 steps. First, recall that from the document-ensemble topic matrix D (equation 1), we identified the membership weight of each post over each topic. On the basis of the weights of each post over all topics, we annotated each post with the topic that had the highest weight; thus, this topic was seen as the most significant topic for the post. Second, we note that each topic is mapped to its relevant resilience indicators in the previous step (see the Mapping Topics to Resilience Indicators section). Figure 3 illustrates these 2 steps using artificial examples.

**Phase 4: Resilience Dictionary Building**

In this section, we present our motivation and approach for building a resilience taxonomy that is part of our resilience dictionary. We then elaborate on the definition and creation of the resilience dictionary.

**Resilience Taxonomy Inference**

Our objective in creating a resilience taxonomy was to improve our understanding of (1) the relatedness between resilience indicators in terms of their realization (ie, whether the indicators are independently realized or corealized) and (2) which indicators are likely to facilitate the realization of some other indicators. To achieve this objective, our approach exploits the realization co-occurrences of resilience indicators. These co-occurrences are observed through annotated posts (see the method in phase 3). The taxonomy can conceptualize the relationships of indicators in an automated way that informs the understanding of resilience realization relationships.

In general, the key relationship in a taxonomy is the “is-a” relationship [47]. The “is-a” relationship has a hierarchical structure, and thus, its transitivity is logically inferred by navigating the hierarchical relationships between entities in a taxonomy. Intuitively, within our context, the higher a resilience indicator is positioned in the resilience taxonomy, the broader or more abstract it is. A lower position indicates greater specificity. Given a hierarchical path in the taxonomy between 2 indicators, we can derive the lower-ranked indicators that most likely influence the realization of higher indicator(s). As a result, semantic knowledge derived from the taxonomy can facilitate the corealization analysis of resilience indicators.

To create a resilience taxonomy, our fundamental goal was to examine the co-occurrences of resilience indicators annotated in the original posts. In particular, we used the popular subsumption method [48,49] that has proven to be effective for taxonomy learning in NLP; that is, from such co-occurrence knowledge, we build that a resilience indicator $x$ subsumes $y$.
another resilience indicator \( y \) if the posts annotated with \( y \) are a subset of the posts annotated with \( x \). On the basis of this scheme, we can find taxonomic relations between resilience indicators.

**Resilience Dictionary Generation**

By aggregating the findings to this point, we generated a resilience dictionary that represents (1) how resilience indicators are characterized by particular topics, (2) how each topic is represented by specific descriptive terms and what terms are similar, and (3) what semantic relationships exist between resilience indicators. The resilience dictionary can improve the understanding of the semantic coverage of the meaning and realization of each resilience indicator. The dictionary comprises the features described in Textbox 1.

### Textbox 1. Features of the resilience dictionary.

**Resilience dictionary features**

- **Resilience indicator** indicates a resilience indicator.
- **Parent** indicates the direct parent resilience indicator for a given indicator identified in the resilience taxonomy.
- **Topic** provides a list of topics relevant to each resilience indicator determined using human knowledge.
- **Topic weight** indicates the average weight of each topic over time. To calculate this weight, we first found the topic most relevant to each post by identifying the highest membership weight of the post over topics from the document-ensemble topic matrix \( D \). In a sense, this weight is also seen as the weight of the topic (the most significant topic) in the post. Second, we calculated the average weight of the most significant topics across all the posts. Thus, this feature represents the relative importance of each topic over all the topics.
- **Topic word** denotes the top 10 most descriptive terms of each topic.
- **Similar terms** characterize the synonyms of a topic term, aiming to increase the semantics of a topic term. As there is no existing synonym dictionary for web-based mental health communities, our approach exploits a machine learning technique called **word embedding**. Word embedding is used to identify synonyms of each topic term based on their co-occurrence with other terms in input forum posts. Note that word embedding tends to indicate similar words by identifying the nearest words that appear together in similar contexts. Thus, synonyms captured by word embedding may not be “pure” synonyms depending on the input context (eg, if 2 terms “good” and “bad” frequently co-occur together in similar contexts, these can be identified as synonyms). We used a model named word2vec [50] as a word-embedding model, which has demonstrated many advantages for analyzing the semantic analysis of words.

### Results

**Phase 1: Preprocessing of Mental Health Forum Posts**

From the original 70,179 posts posted by 2357 users, Figure 4 shows the number of posts by time quarter. As the input for topic modeling, we used 69.56% (48,819/70,179) of posts. Note that we removed 30.44% (21,360/70,179) of posts with a length of <5 words (ie, too short).

**Figure 4.** Summary of Schizophrenia: A National Emergency (SANE) forum posts in the sample 2018-Q3 to 2020-Q4.

![Figure 4](https://formative.jmir.org/2022/9/e39013)
Figure 5. The top 50 terms by word frequency observed from the 48,819 posts.

Phase 2: Topic Modeling

The 48,819 posts were split into 10 disjoint post collections based on quarters 2018 Q3 to 2020 Q4. From each collection, we discovered topics using NMF. To generate topics, $k$ and $k'$ must be provided, where $k$ and $k'$ determine the number of base and ensemble topics to be generated, respectively. There is no universal method of determining such numbers [43]. In our study, we used a fixed value of 10 as $k$, assuming that we equally discovered the 10 main topics being discussed from each collection. Initial experiments found that $k=10$ (range was $k=5-15$) produced an informative topic set that was neither too general nor too specific. To discover the $k'$ ensemble topics, a more complex method was applied by varying $k'$ from 10 to 20 in increments of 1 to choose an optimal number. As we did not know how many base topics were similar or different, we measured similarities and variances of the base topics over the entire timeline using a widely used metric, topic coherence [51].

This method measures the degree of similarity between the top $N$ terms for each topic. From the perspective of topic coherence, a better-interpretable topic yields a higher average score for the topic coherence scores of all generated topics. To measure topic coherence, we used word embedding [43] to measure the similarity between the top $N$ terms in a topic. This similarity was estimated using the cosine similarity between word-embedded vectors. For the value of $N$, we used 10, following the suggestion in the study by O’Callaghan et al [43]. We generated a word-embedding model from the entire post data using word2vec [50]. Finally, using topic coherence, we selected 15 as the optimal value for $k'$.

Figure 6 shows the 15 ensemble topics generated. For each topic, the top 15 descriptive terms were ranked vertically (the first row is the most descriptive term) based on their weights (importance). The weight of each term in a topic is visualized by a “red bar,” where the sum of the weights of all terms in a topic is normalized to 1.
Phase 3: Resilience Conceptualization

Results of Mapping Topics to Resilience Indicators

A qualitative thematic analysis following a previous work [52] was conducted by 4 researchers with expertise in qualitative mental health research (second, third, and fourth authors) to interpret the meaning of the topics and assign descriptive topic labels to them. These labels, as shown in Figure 6, describe each topic by finding the most suitable meaning conveyed by the top 15 words in the identified topics and the top 20 posts associated with that topic. First, the researchers familiarized themselves with the topic modeling results, independently noting the initial ideas that were used to provide a semantically representative label of topic words and posts. Subsequently, topic labels were compared and refined to achieve satisfactory interresearcher agreement. The final agreed topic labels were then attributed to ≥1 of the 5 resilience indicators by each researcher through a deductive process based on the established resilience theory. Finally, these groupings were reviewed by the team and refined for consistency (Table 2).

The identified topics reflect the forum’s aim to provide ongoing, accessible, peer-to-peer support for people experiencing mental health conditions. Although specific instances of mental ill health, such as depression and anxiety, were often discussed, they were not the focus of the identified topics; that is, although some topics expressed mental health problems directly, such as “sleep” and “facing difficulties,” daily challenges and indicators of social connection and support were more commonly identified topics. Topics also have an important temporal dimension, which is an advantage of our methodology, which considers topics over time. The 2-year sample of posts and topic modeling based on quarters meant that annual events or celebrations such as Christmas, New Year’s Eve, and birthdays were commonly referenced, showing the importance of social connection over time as a feature of the forum. Most topics expressed the establishment and maintenance of interpersonal social connection: “welcoming,” “empathising,” “well wishing,” “supporting,” “loving,” “friendship,” and “appreciation.” A few topics were more self-directed: “gratitude,” “reflection,” and “knowing.” The latter is important but rarer indicators of adaptation and a sense of self that is necessary for resilience.

The researchers attributed topics to resilience indicators deductively, considering each topic’s top 15 words and associated top 20 posts. No assumptions were made regarding whether topics fit all resilience indicators and whether topics could be attributed to 1, >1, or no indicator. Strong agreement was achieved among the researchers, with some minor differences noted and discussed before an agreement was reached. The results of mapping topics to resilience indicators are shown in Table 2, with example posts.
<table>
<thead>
<tr>
<th>Resilience indicator</th>
<th>Mapped topic</th>
<th>Example posts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social capital</td>
<td>Gratitude, appreciation, daily routine, loving, supporting, well wishing, empathizing, fun, and friendship</td>
<td></td>
</tr>
</tbody>
</table>
  - “[…] you did good???? so you did do the dishes eventually. Just organised my bedside table and tidied backyard (courtyard), will get back to it in the morn, ta” [Gratitude]  
  - “Wooohhhhhoo thank you incredible human beings!! Echoing x1000 [x’s] sentiment here” [Appreciation]  
  - “The way to get help out of those cycles is to talk about them. Would it help to write them in a piece of paper and hand that over to the pdoc?” [Supporting] |
| Belonging            | Gratitude, appreciation, daily routine, loving, well wishing, celebrations, empathizing, welcoming, fun, and friendship | 
  - “Another welcome to the forum […], it sounds like you’ve been through a lot so it’s understandable that you’re under so much stress.” [Welcoming]  
  - “Happy New Year everyone in NSW, Vic, ACT and Tassie” [Celebrations]  
  - “I get tired of my physical problems too but one step at a time my awesome friend, walking with you I am here for you all the way and so is […]” [Friendship] |
| Learning             | Reflection, supporting, and knowing | 
  - “Listening to music does help. Need to learn to dismiss those unhelpful negative voices.” [Supporting]  
  - “I’m trying so hard to see through my tears. it’s hard but I am determined to get there. Just knowing that you are here gives me strength x?????” [Knowing] |
| Adaptive capacity    | Reflection | 
  - “Will be thinking of you through this process […] and pray that the transition is as smooth as possible.” [Reflection] |
| Self-efficacy        | Facing difficulties and sleep | 
  - “Hi, I’m feeling very overwhelmed with anxiety atm. I’m trying to control it, but it feels like I’m in a big shaking mess inside. I feel short of breath and my heart is racing” [Facing difficulties]  
  - “Anxiety is off the charts. I’m sleep deprived as I got zero sleep last night and my mood is extremely low.” [Sleep] |

Most topics were attributed to the indicators “Social Capital” and “Belonging.” This aligns with the well-understood attributes of social media, which encourage and function through phatic communication, more so than informational or dialogic intents [53]. Within this broad sociopragmatic function of posts, we could see a range of topics that distinguished different methods of establishing and maintaining social connections. Topics associated with “Learning,” “Adaptive Capacity,” and “Self-efficacy” were rare, and these can be considered more explicit expressions of exhibited resilience, where change, adaptation, and coping become possible.

**Results of Resilience Prevalence Analysis**

Figure 7 shows the resilience streamgraph that resulted from the resilience prevalence analysis, which identified the dynamics of the realization of resilience indicators over time. This streamgraph was created to visualize our understanding of resilience prevalence [54], which is a popular method for displaying changes in different categories (ie, resilience indicators) over time. Instead of visualizing values as a conventional y-axis, streamgraphs offset the baseline of each “stack” to make it symmetrical around the x-axis. This results in a stream shape that illustrates the change in values over time. Through this streamgraph, we analyzed the patterns of resilience indicators in terms of their realization over different quarters represented by the x-axis.

A total of 3 findings can be summarized in Figure 7. First, the prevalence of each indicator changes according to the proportion of posts (y-axis), with the height of each individual stream shape showing the prevalence of each indicator over time. The y-axis is not positive or negative but rather shows the best stacking arrangement. Second, “learning” and “belonging” were the top 2 most realized indicators over the entire timeline. The next most common indicator was “social capital,” whereas “self-efficacy” and “adaptive capacity” were less realized during the timeline, with shallow stream shapes appearing and disappearing at different points in time. Third, there were no distinct seasonal peaks and periodic patterns for the top 3 dominant indicators (ie, “learning,” “belonging,” and “social capital”) over the timeline. However, both “belonging” and “social capital” were observed to be slightly stronger at 2020-Q1. By contrast, the realization of both “self-efficacy” and “adaptive capacity” noticeably changed over time: (1) “self-efficacy” was hardly realized at the periods 2019-Q1, 2019-Q2, 2019-Q4, and 2020-Q1, and (2) “adaptive capacity” also seemed to be very weakly realized at the periods 2019-Q1, 2019-Q4, and 2020-Q2 to 2020-Q4. Investigating the possible reasons for these observations may be a useful area for future research.
Phase 4: Resilience Dictionary Building

Result of the Resilience Taxonomy Inference

Given the co-occurrences of the resilience indicators mapped to the posts, we constructed a resilience taxonomy. We used a treemap representation (Figure 8) that shows the corealization of resilience indicators according to 2 levels. The first level has the indicators “belonging” and “learning.” These are higher-level and more general indicators. This means that these indicators were realized at a high prevalence, serving as foundational aspects of resilience. The indicator “social capital” is the more specific indicator subsumed by “belonging.” This means that whenever “social capital” is realized, “belonging” is most likely to be realized as well. The same association was applied to “learning” and “adaptive capacity.” From another perspective, we can also draw an interpretation relating to the coverage of the 5 resilience indicators, where the coverage of each indicator is indicated by rectangular sizes. “Social capital” is clearly realized in relation to “belonging,” and “adaptive capacity” is realized in relation to “learning.” Colors are used to indicate similar characteristics, where more specific indicators are represented by darker intensities of the same colors. The indicator “self-efficacy” was realized independently, regardless of the other 4 indicators. The emergent taxonomy can be used to gain insights into which indicators are more likely to corealize and what types of conceptual relations are observable between indicators, as inferred by their corealization.

Figure 8. The resilience taxonomy induced from the SANE (Schizophrenia: A National Emergency) Australia posts represented as a treemap that shows the coverage of the concept of each resilience indicator by its rectangle size.

Result of Resilience Dictionary Generation

Table 3 shows the created resilience dictionary, demonstrating (1) the parent of each resilience indicator represented by “Parent,” (2) topics relevant to each indicator obtained from Table 1 by “Topic,” (3) the relative importance of topics by “Topic Weight,” and 4) the top 10 descriptive terms of each topic by “Topic Words.” The 5 most similar terms for each descriptive term are presented in Multimedia Appendix 1.

In summary, 2 sets of insights were provided by the resilience dictionary. First, sets of topics associated with different resilience indicators were identified across the entire study period and within each quarter, revealing both constant and periodic topics. These topics and topic words form a useful set of semantic collections that can help characterize each resilience indicator. Second, topic weights, prevalence, and co-occurrences of topics associated with resilience indicators can be used to construct a resilience taxonomy. This taxonomy revealed foundational indicators of resilience—belonging and learning—and more specific and less prevalent indicators—social capital (subsumed by belonging) and adaptive capacity (subsumed by learning)—with self-efficacy realized independently of other indicators.
Table 3. The resilience dictionary constructed from this study.

<table>
<thead>
<tr>
<th>Resilience indicator, parent, and topic</th>
<th>Topic weight (%)</th>
<th>Topic words</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Social capital</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belonging</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gratitude</td>
<td>3.6</td>
<td>good sound morning news idea hear luck glad wish care</td>
</tr>
<tr>
<td>Appreciation</td>
<td>6.1</td>
<td>thank share appreciate reply word kind tag really look ur</td>
</tr>
<tr>
<td>Daily routine</td>
<td>7.7</td>
<td>day today photo walk birthday great nice week little yesterday</td>
</tr>
<tr>
<td>Loving</td>
<td>3.3</td>
<td>love hug send thinking cat care hon big wish hop</td>
</tr>
<tr>
<td>Supporting</td>
<td>2.4</td>
<td>help need support talk really care place try gp reach</td>
</tr>
<tr>
<td>Well wishing</td>
<td>1.6</td>
<td>hope ok birthday hey soon happy today enjoy nice glad</td>
</tr>
<tr>
<td>Empathizing</td>
<td>1.3</td>
<td>sorry hear really glad know sound care hard moment reach</td>
</tr>
<tr>
<td>Fun</td>
<td>1.6</td>
<td>lol ok work yeah today walk week yes maybe home</td>
</tr>
<tr>
<td>Friendship</td>
<td>1</td>
<td>friend hello care hug xx send awesome today big mum</td>
</tr>
<tr>
<td><strong>Belonging</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Friendship</td>
<td>1</td>
<td>friend hello care hug xx send awesome today big mum</td>
</tr>
<tr>
<td><strong>Learning</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reflection</td>
<td>5.2</td>
<td>think people life way make try say need come maybe</td>
</tr>
<tr>
<td>Supporting</td>
<td>2.4</td>
<td>help need support talk really care place try gp reach</td>
</tr>
<tr>
<td>Knowing</td>
<td>44.8</td>
<td>know say want work people really hard let make life</td>
</tr>
<tr>
<td><strong>Adaptive capacity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Learning</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reflection</td>
<td>5.2</td>
<td>think people life way make try say need come maybe</td>
</tr>
<tr>
<td><strong>Self-efficacy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facing difficulties</td>
<td>2.6</td>
<td>feel really feeling make way free bad right moment pain</td>
</tr>
<tr>
<td>Sleep</td>
<td>4</td>
<td>sleep night tomorrow last tonight bed today work hon early</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

This paper presents a semiautomatic approach for generating a resilience dictionary from online mental health peer-support forum data. It applies a systematic 4-phase analysis pipeline (Figure 1) that preprocesses raw forum posts, discovers core themes, conceptualizes resilience indicators, and generates a resilience dictionary. We show the promise of exploring how resilience indicators are realized in a web-based mental health community to enrich the characterization of each resilience indicator by showing its range of topics or ways it is discussed and the interdependencies between different aspects of resilience.

A major contribution of this study is that it provides a replicable method for generating further resilience and other topics or theory-focused dictionaries. The proposed method pipeline can be applied to online support forums hosted by other mental health organizations to better understand their web-based communities and build a deeper understanding of the realization of resilience.

To address RQ1, we present a method for using both the 2-layered NMF topic modeling technique and human knowledge
through thematic analysis to discover and label the 15 substantive topics and map them to the 5 resilience indicators. Each resilience indicator was characterized by its relevant topics (Tables 2 and 3). The analysis showed that we discovered topics related to establishing and maintaining social connections and bonding, building trust, and belonging over time, including through the sharing of milestone events such as Christmas, New Year’s Eve, and birthdays, as well as more routine moments. Reflection and knowledge sharing illustrate the importance of learning. In addition, sharing difficulties and ongoing issues associated with mental ill health such as lack of sleep illustrates the role of the forums for participants in navigating self-efficacy and agency amidst the mental health difficulties they face in their daily lives.

We traced the proportion of relevant posts over time to reveal the prevalence of the different aspects of resilience (RQ2). Figure 7 shows the dominance of “learning,” “belonging,” and “social capital,” with “self-efficacy” and “adaptive capacity” appearing less frequently. These findings also help answer RQ3, addressing the relationship between different resilience indicators. To further clarify, we developed a resilience dictionary that shows how each resilience indicator is characterized through a set of relevant topics, the most relevant descriptive terms (including their synonyms) for each topic, and the semantic relationships between resilience indicators observed from the input post data (Table 3 and Multimedia Appendix 1). A taxonomy was developed to establish the relationships of interdependence between different resilience indicators (Figure 8), emphasizing the relationship between generators (belonging and learning) and outcome-oriented (social capital, adaptive capacity, and self-efficacy) indicators of resilience, in line with existing resilience research [27].

A growing body of research has sought to assess the impact of web-based mental health peer support. Peer-support forums offer a form of health intervention that can provide support at scale; however, they also present challenges regarding their design to optimize benefits and their evaluation. New computational methods for NLP, combined with qualitative analysis, provide opportunities to address these challenges. We leveraged NLP-based statistical analysis and qualitative analyses to generate new insights. This work extends beyond the capacity of qualitative content analysis studies that have attempted to identify the effects on resilience through surveys or interviews, cross-sectionally and at a small scale [9,14,18,19,21].

Our work identifies strengths-based indicators of resilience and the relationships between them. This represents an advance or change over previous studies that tended to focus on risk and negative issues regarding mental health, including identifying negative symptoms [31,32], emotions [33,34], and potential risks of self-harm [23]. Although responding to risk and intervening to support people is important, so is the capacity to look at the strengths and resources generated through web-based forums. Complementing these approaches, our work takes a strengths-based approach, with the resultant resilience dictionary able to add a positive context to deepen the understanding of the forum impact and its most effective attributes.

The benefits of the resilience dictionary are that it can be used for (1) showing that resilience, as understood by the current theory, is realized through activity on forums; (2) improving understanding of the aspects of resilience realized on web-based forums; (3) building evidence-based resources for training staff and volunteers by showing how the different aspects of resilience are characterized and how resilience topics are embedded in certain discussions; (4) improving the design and automated moderation of mental health forums by enabling analysis to move beyond risk and harm to strengths-based indicators of resilience; and (5) aiding further text analysis as a vocabulary set for building resilience detection systems that can help mental health care providers to design to improve the outcomes of their services and illustrate their impact. This study is significant for research and practice in potentially far-reaching areas. First, resilience itself, how it forms, and through what processes and means is poorly understood. Resilience tends to be an ill-defined concept in mental health practice. Here, we have shown how indicators, as part of a conceptual frame, resonate with activity and discussion over time in a web-based forum. Thus, by applying contemporary data analysis techniques to novel data, we have contributed to social and psychological knowledge about this contested concept. Second, for practice, this work shows the potential of (re)using novel data generated through a service to provide useful information that can help design and maintain those services, respond better to health consumers, and show their impact. These are all important issues for nonprofit organizations that struggle to secure and allocate scarce resources. This work should prompt mental health services to gear up their capacity to work with data as it shows considerable potential and innovative uses for data and data skills.

Limitations
This study has some limitations that could be addressed in future research. First, it focused on creating a resilience dictionary from a single forum and data source (ie, SANE Australia). It would be useful to build resilience dictionaries from multiple data sources and explore similarities and differences. In doing so, we might gain insights into common and distinctive resilience indicators across forums. If resilience realization is different, this could be explored in relation to varying forums and organizational aims, management strategies, and user demographics. Second, the study is “static” in the sense that it used a large existing corpus of historical data. Considering that web-based mental health forums are a growing type of service, it could be useful to investigate how to enable a resilience dictionary to incrementally evolve in response to new forum data.

Conclusions
In this paper, we presented a promising approach to creating a resilience dictionary that provides insights into the dominant topics on mental health peer-support forums and the way these topics realize different indicators of resilience. The developed mixed NLP and qualitative methods forge new grounds in helping forum providers analyze and understand the impact that the forums provide through a strengths-based analysis of resilience. Along with illustrating the prevalence of different
resilience indicators over time, a taxonomy demonstrates the interdependence of different indicators, revealing which are foundational (belonging and learning) in relation to others (social capital and adaptive capacity). The resulting resilience dictionary offers a benchmark and vocabulary set that can aid further research. It can also be used to inform automated systems normally predicated on terms associated with risk, harm, and diagnostic indicators of mental ill health or distress, adding a strengths-based approach to the moderation of forum content and interactions.
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Abstract

Background: Social media sites, dating apps, and information search sites have been used to reach individuals at high risk for HIV infection. However, it is not clear which platform is the most efficient in promoting home HIV self-testing, given that the users of various platforms may have different characteristics that impact their readiness for HIV testing.

Objective: This study aimed to compare the relative effectiveness of social media sites, dating apps, and information search sites in promoting HIV self-testing among minority men who have sex with men (MSM) at an increased risk of HIV infection. Test kit order rates were used as a proxy to evaluate promotion effectiveness. In addition, we assessed differences in characteristics between participants who ordered and did not order an HIV test kit.

Methods: Culturally appropriate advertisements were placed on popular sites of three different platforms: social media sites (Facebook, Instagram), dating apps (Grindr, Jack’D), and information search sites (Google, Bing). Advertisements targeted young (18-30 years old) and minority (Black or Latinx) MSM at risk of HIV exposure. Recruitment occurred in 2 waves, with each wave running advertisements on 1 platform of each type over the same period. Participants completed a baseline survey assessing sexual or injection use behavior, substance use including alcohol, psychological readiness to test, attitudes toward HIV testing and treatment, and HIV-related stigma. Participants received an electronic code to order a free home-based HIV self-test kit. Follow-up assessments were conducted to assess HIV self-test kit use and uptake of pre-exposure prophylaxis (PrEP) at 14 and 60 days post enrollment.

Results: In total, 271 participants were enrolled, and 254 were included in the final analysis. Among these 254 participants, 177 (69.7%) ordered a home HIV self-test kit. Most of the self-test kits were ordered by participants enrolled from dating apps. Due to waves with low enrollment, between wave statistical comparisons were not feasible. Within wave comparison revealed that Jack’D showed higher order rates (3.29 kits/day) compared to Instagram (0.34 kits/day) and Bing (0 kits/day). There were
Introduction

The incidence of HIV infection remains high among minority men who have sex with men (MSM) [1]. Frequent testing for HIV infection can identify new infections early, and it is essential in ending the HIV epidemic [2]. HIV self-testing is an alternative HIV screening method that is commercially available, approved by the Food and Drug Administration, and can reach individuals who have never tested before. It can reach populations at risk, such as Black and Latinx individuals, identify new cases of HIV infection [3-6], and lead individuals to seek additional HIV prevention options, such as testing for sexually transmitted infections or pre-exposure prophylaxis (PrEP) [7]. Prevention studies and public health programs have been adopting HIV self-tests [8,9] and combining them with new technologies, such as smartphone apps [10] or smart devices [4], to reach populations with high incidence of HIV infection, such as Black and Latinx MSM. Despite multiple efforts, the uptake of HIV testing remains inadequate, especially among individuals at high risk for HIV infection [11]. Thus, optimizing the promotion of HIV testing is important.

Due to their extensive popularity, social media sites and dating apps have been used to promote and recruit participants for HIV prevention research studies with high rates of success [5,12-14]. According to a recent Centers for Disease Control and Prevention (CDC) report reviewing HIV self-testing programs, 27 health departments and community organizations [9] used multiple platforms for promotion, mainly social media (19/27) followed by “traditional” printed media (9/27) and dating apps (6/27). Compared to in-person recruitment, web-based platforms have the capacity to reach a high number of difficult-to-reach populations and individuals at risk [5,14,15], overcoming stigma or other logistic obstacles [15,16] in a cost-efficient manner [16,17]. Indeed, the New York Department of Public Health used advertisements on social media, dating apps, and websites to reach 28,921 users, identifying 17,383 eligible MSM, transgender, and gender nonconforming individuals during its HIV self-testing campaign. Most of the participants were under the age of 35 years and identified as Black or Latinx. In addition, the first wave of this campaign reached 3359 users in only 23 days, distributing 2497 home test kit voucher codes to eligible users [18]. Social media and dating apps have been widely adopted as means of promoting HIV home testing. Although different from dating apps and social media sites, information search sites (eg, Google) are commonly used for seeking information on HIV testing and PrEP [19,20] and could represent a promising outreach avenue. Their use for enrollment and HIV testing promotion has not been evaluated.

However, little is known about the relative effectiveness of these different web-based platforms (ie, social media, dating apps, and information search sites) in promoting HIV self-testing. Parker et al [21] conducted a secondary analysis in a study enrolling substance-using sexual and gender minority adolescents and young adults to evaluate the efficacy of their enrollment strategy. The study used multiple methods to enroll participants, including social media platforms (Facebook, Instagram, Twitter, Tumblr), dating apps (Grindr, Scruff, Jack’D), internet-based health boards, and venue-based enrollment. They recorded 17,328 visits to the eligibility screener on the landing page, with a 36.2% (6274/17,328) screener survey completion ratio. Researchers identified 580 participants among those who consented and were eligible to participate (580/623, 93.1%), indicating a high recruitment proportion. The majority of their participants were enrolled from Facebook, Instagram, and Grindr. Studies and programs use these platforms based on the experience of previous studies and expert recommendations [22].

Data on the effectiveness of public health promotion through different platforms leading to testing or PrEP are missing. We can only infer the effectiveness of promotion indirectly, as head-to-head comparisons of the effectiveness of the different platforms and sites to reach individuals for public health promotion are missing. This would allow researchers and prevention programs to optimize their budget and strategy. The primary objective of this study was to compare ordering of HIV self-testing kits among users recruited through 3 different types of web-based platforms, including social media, dating apps, and information search sites. Test kit ordering was used as a proxy for analyzing the effectiveness of promoting HIV self-testing on different sites. The secondary goal was to evaluate the association of key moderating variables—substance use, psychological readiness to test, and perceptions and attitudes related to HIV testing—with the ordering of HIV self-testing kits.
Methods

Recruitment

In this longitudinal observational cohort study, advertisements promoting free HIV self-testing were placed on three platform types: social media (Facebook, Instagram), dating apps (Grindr, Hornet), and information search sites (Google, Bing) (Table 1 in Multimedia Appendix 1). The advertisements were organized in 2 “waves,” with each wave consisting of 1 social media website, 1 dating app, and 1 information search site. The Wave 1 (Facebook, Grindr, Google) recruitment stopped early, as Grindr unexpectedly stopped running all self-service platform advertisements (including the study advertisement) due to a change in corporate ownership [23,24]. We continued with Wave 2 (Instagram, Jack’D, Bing) as planned and a relaunched Wave 1 (Facebook, Grindr, Google) once Grindr access was restored. Before launching each wave, we allocated the same amount of funds for each of the 3 sites and optimized them to run for at least 30 calendar days by dividing the available funds in the prespecified promotional period. However, due to slow enrollment during the COVID-19 pandemic, we extended the second phase of Wave 1 up to 63 days. The advertisement used on social media and dating apps was an image that included a person and text (“Get a FREE HIV test”), whereas promotional keywords related to HIV testing and PrEP were selected for information search sites (as images are not allowed). The same image and keywords were used in all waves. The advertisements were launched in the District of Columbia (DC) and 8 states (Florida, Georgia, Louisiana, Maryland, Mississippi, Nevada, South Carolina, and Texas), which were selected based on their high incidence of HIV infection. More information regarding the promotional campaign can be found in the published protocol [25].

Upon clicking on the study advertisement, website users landed on the study information page, where they received general information about the study, underwent eligibility screening, and reviewed study procedures. Following electronic informed consent, participants completed the baseline assessment and were emailed a unique electronic code to order their HIV home self-test kit through Orasure.com (Bethlehem, PA). Participants also received an electronic coupon for a free telemedicine PrEP visit. Participants were followed up at 14 and 60 days after enrollment. At follow-up, participants were asked about their HIV self-test use and self-test results; depending on their self-test result, they were asked if they visited a PrEP provider and started PrEP, as well as their opinions on PrEP. If they tested positive for HIV antibodies with the home self-test kit, they were asked if they had visited a clinic for confirmatory testing and HIV treatment. In addition, we tracked test kit orders through automated reports, collected anonymous advertisement metrics through the web applications of the platforms, and recorded the costs for each promotion site and wave.

Inclusion Criteria

We enrolled MSM aged 18-30 years who identified as Latinx or Black/African American people (including multiracial and multietnic individuals of these groups); they reported having condomless anal sex in the past 90 days or having more than 1 male sex partner in the past 90 days. Participants were considered ineligible if they were HIV-positive, if they were tested for HIV infection in the past 90 days, and if they were taking PrEP currently or at any time during the past 6 months before enrollment.

Outcome

The primary outcome was the number of HIV self-test kits ordered per day through each type of internet-based platform (social media, dating, information site) during the period in which each wave was operational. As a secondary outcome, we explored the association of reported substance use, stage of change for HIV testing based on the transtheoretical model, attitudes toward HIV testing and treatment, HIV-related stigma, medical mistrust, and opinions about PrEP measures and self-test kit ordering. As an exploratory outcome, we recorded the advertisement metrics of each campaign to measure differences in the reach and cost.

Assessments

Study assessments are described in the protocol [25]. Participants were asked to self-report test kit and PrEP use. We calculated the substance-specific TAPS (Tobacco, Alcohol, Prescription medication, and other Substance) tool score [26] of each participant. For each substance, a score of 1 was classified as “problem use” (low-risk substance use), whereas a score of 2 or higher was classified as “high-risk substance use.” We collected participants’ opinions about HIV treatment using a 10-item questionnaire [27]. Each question was presented as a visual analog scale (eg, slider) with “strongly disagree” and “strongly agree” anchoring the 2 extremes. We assumed an underlying continuous, linear relationship between the 2 anchors, and data for opinions about HIV treatment are presented as the mean score for each question with its SD. PrEP opinions, barriers, and facilitators were collected using a 5-point Likert scale (ranging from “Not at all important” to “Extremely important”).

Finally, we monitored the performance of the promotional campaigns using the impressions (number of times the advertisement is shown on a screen), clicks (number of times the advertisement was “clicked”), click-through rate (clicks/impressions), and funds spent.

Statistical Analysis

Participants who were enrolled from Google and Facebook while Grindr was inactive (early during Wave 1) were excluded from analyses. This ensured that we included data when all 3 sites were active and thus had an equal chance to enroll participants. Participants who did not order a test kit within 60 days of the test code being emailed to them were classified as “not ordered a self-test kit.” The 2 advertisement periods of Wave 1 were combined before analysis. Prior to statistical modeling, the number of HIV home self-test kits ordered from each platform, specific platform types (sites), and number days of recruitment in each wave were summarized. In addition, the observed daily self-test kit order rates for each site and platform type were calculated (order rate = number of orders / number of advertising days during each wave).
Per our primary research question, we intended to determine the statistical difference in the self-test kit ordering rates by platform type (social media, information search site, and dating app) using a Poisson regression model; however, due to significant platform-by-wave interactions and widely differing order rates between sites within the same platform, it was not appropriate to combine or pool sites across the same platform for statistical evaluation of the platform difference. Therefore, we compared the specific platform differences in terms of the order rates within the same wave. We conducted pairwise comparison for all 6 sites from the 2 waves with multiple testing adjustments using the Hochberg method [28].

Demographic and baseline characteristics were presented using summary statistics. Continuous variables were summarized using percentiles (median, and 25th and 75th percentiles), and means with their SDs. Categorical variables were summarized with frequencies and percentages. To assess differences in the measures between participants who ordered a test kit and those who did not order a test kit, we used the Student t test for continuous variables, Fisher exact test for categorical variables, and Wilcoxon rank sum test for Likert responses. Data analysis was carried out using Statistical Analysis Software (version 9.4, SAS Institute).

Adaptations Due to COVID-19 Pandemic

We conducted a third wave of promotion and enrollment on Twitter, Yahoo, and Hornet. This wave was conducted between April 6, 2020, and May 6, 2020, during the first days of the public health emergency proclamation. Despite the promotional waves being active, no participants were enrolled, and no test kits were ordered during Wave 3, which made our statistical model inestimable. As enrollment during this period does not reflect “expected conditions” and scientific comparisons would not be accurate, we decided to exclude Wave 3 from all the analyses.

Sensitivity Analyses

We conducted 3 sensitivity analyses using the statistical approach, Poisson regression, and posthoc contrast. The primary sensitivity analysis included any self-test kits ordered at any time during the study (ie, outside of the 60-day window for the primary analysis) and by any participants in the validated participant population. The second sensitivity analysis attempted to address the fact that Wave 1 occurred in 2 phases because 1 promotional platform (Grindr) stopped all advertising. The final sensitivity analysis assessed the impact of the COVID-19 pandemic.

Missing Data

The analysis of primary outcomes does not include missing data. In questions where participants could “skip” and not respond, the answer was classified as “missing” and was not included in the calculation of those variable frequencies.

Ethics Approval

This study (trial registration: NCT04155502) was reviewed and approved by the Institutional Review Board at the University of California, Los Angeles (IRB #18-001580).

Results

Baseline Characteristics

Between January and September 2020, a total of 10,669 individuals visited the study website, directed from study advertisements placed on the platform sites across all waves. During the study period, 254 participants were enrolled from 6 platform sites. The majority were enrolled from urban areas of Texas, Florida, DC, and Georgia. The average age (SD) of participants was 24.4 years (SD 3.7 years). Most (199/254, 78.4%) participants identified as Black/African American and 26% (66/254) reported that they were Latinx.

The median number of sex partners in the past 90 days was 4 (IQR 3-6). Among the 254 participants, 210 (82.7%) participants reported receptive condomless anal sex during the past 90 days. Only 23 (8.9%) participants received PrEP before. When asked about condom use, 5 (2%) reported that they always used a condom, whereas 36 (14.2%) said that they never used condoms. Most of the participants (191, 75.2%) tested for HIV infection in the past. Among those tested in the past, the median (IQR) time since their last test was 11 months (6-21). Participants who never previously tested reported that their main reasons for not testing were their fear of obtaining a positive HIV result and their belief that HIV exposure was unlikely. Table 1 presents the participant demographics and behaviors.

In terms of HIV home test kit use, 131 out of the 177 participants (74%) reported a self-test result, with 11 of the 131 participants (8.4%) reporting a positive HIV test result; 9 of these 11 (82%) reported that they sought confirmatory testing and 4 of these 9 (44.4%) had started treatment for HIV. Among the 120 participants who reported a negative test result for HIV infection, 13 (11%) reported visiting a provider to discuss PrEP or reported starting PrEP (Figure 1).
Table 1. Summary of National Institute on Drug Abuse Clinical Trials Network Social Media Pre-exposure Prophylaxis Study, 2020, population sociodemographic and behavioral characteristics (N=254).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, median (IQR)</td>
<td>25 (23-27)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Hispanic/Latinx</td>
<td>66 (26)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaskan Native</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>196 (78.4)</td>
</tr>
<tr>
<td>White</td>
<td>28 (11.2)</td>
</tr>
<tr>
<td>Other</td>
<td>14 (5.6)</td>
</tr>
<tr>
<td>Multiracial</td>
<td>11 (4.4)</td>
</tr>
<tr>
<td><strong>History of PrEPa uptake, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Never taken PrEP</td>
<td>232 (91.3)</td>
</tr>
<tr>
<td>In the past 6 months</td>
<td>22 (8.9)</td>
</tr>
<tr>
<td><strong>Number of male sex partners in the past 90 days, median (IQR)</strong></td>
<td>4 (3-6)</td>
</tr>
<tr>
<td><strong>Condom use, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>36 (14.2)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>108 (42.5)</td>
</tr>
<tr>
<td>About half the time</td>
<td>37 (14.5)</td>
</tr>
<tr>
<td>Most of the time</td>
<td>68 (26.8)</td>
</tr>
<tr>
<td>Always</td>
<td>5 (2)</td>
</tr>
<tr>
<td><strong>Condomless receptive anal sex in the past 90 days, n (%)</strong></td>
<td>210 (82.7)</td>
</tr>
<tr>
<td>Ever tested for HIV during lifetime, n (%)</td>
<td>191 (75.2)</td>
</tr>
<tr>
<td><strong>If tested for HIV, median (IQR)</strong></td>
<td></td>
</tr>
<tr>
<td>Months since last HIV test</td>
<td>11 (6-21)</td>
</tr>
<tr>
<td>If not tested for HIV, n (%)</td>
<td>63 (24.8%)</td>
</tr>
<tr>
<td><strong>Main reasons cited by the 63 participants for not getting tested, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Unlikely to be exposed to HIV</td>
<td>8 (12.7)</td>
</tr>
<tr>
<td>Afraid of testing HIV-positive</td>
<td>26 (41.3)</td>
</tr>
<tr>
<td>Did not want to think about HIV/HIV-positive</td>
<td>8 (12.7)</td>
</tr>
<tr>
<td>Worried about names being reported if positive</td>
<td>3 (4.8)</td>
</tr>
<tr>
<td>Dislike for needles</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Unable to trust that the results will be confidential</td>
<td>3 (4.8)</td>
</tr>
<tr>
<td>Unaware of where to get tested</td>
<td>7 (11.1)</td>
</tr>
<tr>
<td>Other reasons</td>
<td>3 (4.8)</td>
</tr>
</tbody>
</table>

aPrEP: pre-exposure prophylaxis.
Table 2 summarizes the analysis results for the primary outcome. In total, 177 of the 254 participants ordered test kits during the study period. Overall, those recruited through dating apps had the highest order rate (1.24 kits/day), followed by social media platforms (0.24 kits/day) and information search platforms (0.16 kits/day; Table 2). Pairwise contrasts between the platforms showed that in Wave 1, there was no statistically significant difference across the specific platforms. Specifically, the Hockberg-adjusted $P=.59$ for all the following pairwise contrasts in Wave 1: Facebook (social media) vs Google (information site), Facebook (social media) vs Grinder (dating app), and Google vs Grinder contrasts (Note: False discovery–adjusted $P$ values were different between each pair contrast but not significant.). However, in Wave 2, there was a statistically significant difference across the platforms with Jack’D (dating app) being the most effective site (3.29 kits/day), compared to Instagram (0.34 kits/day) and Bing (0 kits/day). Specifically, the Hockberg-adjusted $P=.002$ for Bing (information site) vs Instagram (social media) contrast; $P<.001$ for the Bing (Information site) vs Jack’D (dating app) contrast and for the Instagram vs Jack’D contrast. All 3 types of primary outcome sensitivity analyses showed results similar to the primary analysis (see Multimedia Appendix 2 for details).
Table 2. Number and rate of HIV home self-test kits ordered through promotional platforms by wave per protocol sample in the National Institute on Drug Abuse Clinical Trials Network Social Media Pre-exposure Prophylaxis Study, 2020 (N=254).

<table>
<thead>
<tr>
<th>Type of platform</th>
<th>Wave</th>
<th>Number of days for each wave</th>
<th>Number of test kits ordered</th>
<th>Order rate (ordered test kits/day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social media site</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facebook</td>
<td>1  a</td>
<td>70</td>
<td>13</td>
<td>0.19</td>
</tr>
<tr>
<td>Instagram</td>
<td>2</td>
<td>38</td>
<td>13</td>
<td>0.34</td>
</tr>
<tr>
<td>Subtotal</td>
<td>N/A</td>
<td>108</td>
<td>26</td>
<td>0.24</td>
</tr>
<tr>
<td>Dating app</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grindr</td>
<td>1  a</td>
<td>70</td>
<td>9</td>
<td>0.13</td>
</tr>
<tr>
<td>Jack‘D</td>
<td>2</td>
<td>38</td>
<td>125</td>
<td>3.29</td>
</tr>
<tr>
<td>Subtotal</td>
<td>N/A</td>
<td>108</td>
<td>134</td>
<td>1.24</td>
</tr>
<tr>
<td>Information search site</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Google</td>
<td>1  a</td>
<td>70</td>
<td>17</td>
<td>0.24</td>
</tr>
<tr>
<td>Bing</td>
<td>2</td>
<td>38</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>Subtotal</td>
<td>N/A</td>
<td>108</td>
<td>17</td>
<td>0.16</td>
</tr>
<tr>
<td>Total</td>
<td>N/A</td>
<td>108</td>
<td>177</td>
<td>1.64</td>
</tr>
</tbody>
</table>

*aWave 1: includes original Wave 1 data from the time when Google, Facebook, and Grindr were advertising simultaneously and the data from the second phase of Wave 1.

N/A: not applicable.

Secondary Outcomes

We explored the association of HIV test kit ordering and factors that could potentially affect ordering a test kit (see Multimedia Appendix 3). We found no statistically significant associations between test kit ordering and substance use, stage of health behavior change regarding HIV testing, and medical mistrust. However, ordering a HIV test kit was associated with the statement “People in my life would leave if I had HIV;” 48.1% (37/77) did not order a test kit whereas 33.7% (59/175) ordered a test kit; (P=.04). Participants who did not order a kit were more likely to agree with the statement “I think that new HIV/AIDS treatments can eradicate the virus from your body,” compared to those who ordered a kit (P=.03; Table 4 in Multimedia Appendix 3). People who ordered a self-test kit were more likely to disagree with the statement “I could not be friends with someone who has HIV/AIDS,” compared to those who did not order a kit (P=.03).

Of the 254 participants, 119 (46.8%) were classified as “high-risk alcohol use” and 67 (26.4%) as “problem alcohol use.” Approximately 94 (37%) participants were classified as “high-risk cannabis use” and 19% of the participants as “problem cannabis use.” Over half (136=53.5%) of the study participants reported that they were ready to start regularly testing for HIV (“Determination” stage of change), but only a small proportion of participants (12/177, 6.8%) among those who ordered a kit and 7.8% (6/77) of those who did not order a kit reported testing regularly (“Maintenance” stage of change). In total, 60 of the 254 (23.6%) participants agreed with the statement “I feel afraid of people living with HIV/AIDS” and only 9 (3.6%) agreed with the statement “I could not be friends with someone who has HIV/AIDS.” Many participants believed that mistakes are common in health care settings (155, 61.2%) and that organizations cover up their mistakes (153, 60.3%). They also reported being cautious toward health care organizations (151, 59.6%), with 159 (62.6%) feeling that patients have occasionally been misled or deceived by medical professionals.

Few participants (50/168, 29.8%) had a negative attitude toward taking PrEP (“I feel uncomfortable taking HIV medication when I don’t have HIV;”) some of them (21/165, 12.7%) were generally not ashamed to tell people (“I am ashamed to tell others that I am on PrEP.”). However, they expressed concerns over the cost and long-term health effects. The reported barriers to starting PrEP included potential adverse effects of the medication (117/164, 71.3%) and fear of HIV treatment failure because of PrEP in case they get infected with HIV (138/163, 54.3%; Figure 2 in Multimedia Appendix 3). Facilitators to starting PrEP included the following: getting free HIV and sexually transmitted infection testing (134/162, 82.3%), acquiring free or low-cost PrEP (127/164, 77.4%), receiving a recommendation for PrEP from their doctor (119/163, 73%), and receiving additional counseling and support while on PrEP (118/163, 72.4%) (Figure 3 in Multimedia Appendix 3).

Performance of Advertisement Campaigns

Throughout the duration of the promotional campaign, we spent approximately US $20,000 in total per platform. Dating apps had the highest engagement (click-through rate of 4% resulting in 202 enrolled participants), even though they had the lowest number of impressions. Advertising through social media resulted in a high number of clicks (impressions) and low engagement (click-through rate of 0.6%). Information search sites recorded the lowest number of impressions among the 3 platform types and the lowest number of users who were...
enrolled in the study (n=19), as shown in Table 3. We calculated the cost per enrolled participant as US $491.6 for social media, US $88.8 for dating apps, and US $841 for information search sites.


<table>
<thead>
<tr>
<th>Platform</th>
<th>Impressions a</th>
<th>Clicks b (%)</th>
<th>Click-through rate</th>
<th>Users screened d</th>
<th>Enrolled participants</th>
<th>Total funds spent (US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social media</td>
<td>3,864,778</td>
<td>21,399 0.6</td>
<td></td>
<td>2679</td>
<td>33</td>
<td>16,221.52</td>
</tr>
<tr>
<td>Dating apps</td>
<td>1,331,200</td>
<td>53,067 4</td>
<td></td>
<td>4390</td>
<td>202</td>
<td>17,939.40</td>
</tr>
<tr>
<td>Information search sites</td>
<td>708,770</td>
<td>10,869 1.5</td>
<td></td>
<td>2562</td>
<td>19</td>
<td>15,978.86</td>
</tr>
</tbody>
</table>

a Impressions refer to the number of times the advertisement is shown on a screen. A user may see the same advertisement multiple times.
b Clicks refer to number of times a user clicks on the advertisement.
c Click-through rate refers to the proportion of clicks or impressions.
d Users screened refers to users completing the screening survey.

Discussion

Principal Findings

In this study of MSM at risk for HIV infection, we investigated the effectiveness of promoting free home HIV self-test kits on various internet platforms. More than half of the participants ordered a self-test kit, although only a small proportion of HIV-negative individuals reported seeking PrEP services. Our results showed that dating apps were the most efficient platform to distribute HIV self-test kits to men at high risk for HIV infection. Risk behavior, attitudes toward HIV testing and treatment, perception of HIV-related stigma, and medical mistrust were not associated with ordering a self-test kit. Finally, we recorded high prevalence of alcohol and cannabis use among participants.

Overall, information search sites performed poorly in recruiting and enrolling individuals. The site advertisement metrics showed a better click-through rate than social media and a similar number of users screened, but ultimately only a small number of individuals enrolled in the study. Search engines have a broad audience as they are available to everyone with access to the internet, and they do not require an account. In comparison, dating apps had the highest click-through rate, screening numbers, and enrollment. Users of dating apps are more likely to be MSM and engage in high-risk behaviors, which could explain the higher engagement with the promoted study advertisements. Consequently, dating apps may be more cost-efficient in enrolling select individuals compared to other platforms. Using search engines for promotion may reach higher numbers of individuals, but dating apps achieved higher interaction with the promotion message in this study.

Another important difference between platforms that may have affected individual site performance is the type of advertisement message. Social media and dating apps use blast advertisements with images and text, whereas search engines use text-only promotional content. Researchers attempting to identify the best type of advertisement to reach MSM through the internet for free at-home HIV testing [29] showed that the click-through rate for a text-only advertisement on Google was 0.38%, whereas that for advertisements with images, such as the ones used in social media and dating apps, was higher, between 0.77% and 2%.

There is a lack of published data regarding the performance of promotional campaigns to enroll participants or promote HIV prevention messages. This limits our capacity to make comparisons with similar campaigns. Our data showed that the cost of enrolling individuals from dating apps is lower compared to that for social media and information search sites. This is mainly due to the higher engagement and higher number of participants enrolled through dating apps. Future studies should collect and report advertisement campaign metrics as well as the costs of enrollment per participant screened and enrolled, which can allow for a better evaluation of the cost-effectiveness of different platforms.

Secondary Findings

Our study demonstrated that HIV self-testing can reach individuals at high risk. We enrolled Latino and Black MSM at a high risk for HIV infection in 10 areas with a high incidence of HIV infection. The study population included individuals with inconsistent and infrequent condom use, and nearly 25% (64/254) of them reported that they had never tested for HIV. We also identified individuals who reported a preliminary positive result, which demonstrates the capacity of HIV home testing to reach hard-to-reach populations, overcome obstacles, and increase testing. Our findings underline the importance of identifying the best possible promotional platform that will allow public health programs to reach an even larger number of individuals at risk.

Our findings did not identify any major differences between participants who ordered a kit compared to those who did not order a test kit. However, our data showed a small statistical difference in terms of the questionnaires on self-perceived stigma, as well as the participant perceptions about the risks of HIV infection. Public health stakeholders should continue their efforts to educate individuals about HIV and support vulnerable individuals against stigma.

Substance use was common among study participants, especially alcohol and cannabis use. Similarly, Westmoreland et al [30] also reported a high incidence of cannabis use (55.8%) and alcohol use (22%) among a sample of MSM, transgender men,
and transgender women. Heavy alcohol use is associated with an increase in sexual behaviors that might put persons at risk for HIV acquisition and transmission [31]. Therefore, HIV prevention programs should include substance use screening and intervention services.

Medical mistrust has been associated with low intention of PrEP uptake [32,33] and poor medication adherence. Medical mistrust is also a barrier to HIV testing and causes disruptions in HIV care [34]. Study participants expressed a high level of mistrust toward medical providers and institutions. However, that did not seem to affect self-test kit ordering in our study. Additional research is needed to evaluate how medical mistrust may impact HIV testing and PrEP uptake.

Regarding PrEP, participants reported being informed of its benefits, comfortable taking PrEP, and not embarrassed about taking PrEP; however, they did report concerns about the adverse effects and the cost of PrEP. Similar concerns have been reported by Kota et al [35] in a cohort of MSM. Although PrEP is generally considered safe, public health messages should include more information about its low frequency of adverse effects and overall safety. Further awareness about access to low-cost PrEP might improve uptake and retention [34]. There are established state-sponsored programs that offer low-cost or free PrEP through in-person or telemedicine visits or with simple delivery via regular mail [36]. Additional efforts to promote those initiatives and programs in high-incidence areas, such as in the areas included in this study, may be necessary.

**Limitations**

A few limitations should be taken into consideration when interpreting our findings. The study was conducted in 9 areas with high HIV incidence; thus, the conclusions may not be generalizable to the whole country. Low enrollment and participation in waves affected our capacity to make broader comparisons between platforms and potentially between sites. In addition, we selected the most popular apps and sites as enrollment sites, grouping them into “platforms” with similar characteristics. Our goal was to investigate differences between the platforms. Thus, our findings are specific to the sites included in the campaigns.

**Conclusions**

Our data suggest that certain dating apps may be an efficient way to reach young African American and Latinx MSM at high risk of HIV infection to promote the use of home HIV self-test kits. Dating apps are frequently used by many young MSM and offer a direct way of promoting HIV prevention to the target audiences. On the other hand, information search sites, such as Google, may require additional optimization for targeted messaging to be useful for HIV prevention. Results of this study could be used to inform public health agencies and stakeholders on what platforms are best to implement prevention campaigns.

New platforms, sites, and internet-based services are becoming available every day; therefore, research is necessary to evaluate the reach of public health and prevention campaigns using these new media outlets. Identifying and engaging individuals at increased risk for HIV infection in preventive care using entirely remote methods, including internet-based recruitment and remote access to preventive resources, is increasingly important and may represent the future of community-based HIV prevention.
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Abstract

Background: As the number of mental health apps has grown, increasing efforts have been focused on establishing quality tailored reviews. These reviews prioritize clinician and academic views rather than the views of those who use them, particularly those with lived experiences of mental health problems. Given that the COVID-19 pandemic has increased reliance on web-based and mobile mental health support, understanding the views of those with mental health conditions is of increasing importance.

Objective: This study aimed to understand the opinions of people with mental health problems on mental health apps and how they differ from established ratings by professionals.

Methods: A mixed methods study was conducted using a web-based survey administered between December 2020 and April 2021, assessing 11 mental health apps. We recruited individuals who had experienced mental health problems to download and use 3 apps for 3 days and complete a survey. The survey consisted of the One Mind PsyberGuide Consumer Review Questionnaire and 2 items from the Mobile App Rating Scale (star and recommendation ratings from 1 to 5). The consumer review questionnaire contained a series of open-ended questions, which were thematically analyzed and using a predefined protocol, converted into binary (positive or negative) ratings, and compared with app ratings by professionals and star ratings from app stores.

Results: We found low agreement between the participants’ and professionals’ ratings. More than half of the app ratings showed disagreement between participants and professionals (198/372, 53.2%). Compared with participants, professionals gave the apps higher star ratings (3.58 vs 4.56) and were more likely to recommend the apps to others (3.44 vs 4.39). Participants’ star ratings were weakly positively correlated with app store ratings ($r=0.32, P=0.01$). Thematic analysis found 11 themes, including issues of user experience, ease of use and interactivity, privacy concerns, customization, and integration with daily life. Participants particularly valued certain aspects of mental health apps, which appear to be overlooked by professional reviewers. These included functions such as the ability to track and measure mental health and providing general mental health education. The cost of apps was among the most important factors for participants. Although this is already considered by professionals, this information is not always easily accessible.

Conclusions: As reviews on app stores and by professionals differ from those by people with lived experiences of mental health problems, these alone are not sufficient to provide people with mental health problems with the information they desire when choosing a mental health app. App rating measures must include the perspectives of mental health service users to ensure ratings represent their priorities. Additional work should be done to incorporate the features most important to mental health service users into mental health apps.
Introduction

Interest in Mental Health Apps

Digital technologies can expand access to mental health care. The availability of smartphone apps to support mental health and well-being has increased over the last few years, with some evidence supporting their use in depression [1], anxiety [2], and other mental health conditions [3]. A survey of interest in smartphone apps among military veterans found that 43% indicated an interest in using a mental health app [4]; however, despite this enthusiasm, only 11% had done so, with a major barrier to adoption including concerns around a lack of proof of efficacy (72%). This lack of proof is reflected in the rapid expansion of available mental health apps with little regulation or oversight [5-9]. This problem of “high availability but low evidence base” [10] means that many publicly available products have little or no evidence supporting their use.

Consumer Preferences in Mental Health Apps

Consumers want access to clear information when choosing an app [11,12], and several measures have been developed to provide this information on the app of choice. The most commonly used measure is the Mobile App Rating Scale (MARS) [13], which assesses engagement, aesthetics, and usability. However, on its own, this measure does not provide enough information to allow service users to decide whether to use an app [14]. ORCHA, a for-profit company [15], reviews apps on current standards, regulations, and good practices but only provides a composite score, which does not allow service users to identify factor ratings that are most personally important to their choice. When consumers are choosing apps, often the only measures available are star ratings and reviews. These reviews may be written by genuine app users, but there are large numbers of fake reviews, which are hard to distinguish from genuine ones [16]. In the United Kingdom, the general population had increased experiences of insomnia, anxiety, low mood, and general psychological distress during the COVID-19 pandemic and subsequent lockdowns [17-19]. There was also a 200% increase in mental health app use [20], with many people relying on mental health care apps on their phones when their usual care was disrupted. Owing to this increased use, we need to understand what matters to consumers when selecting mental health apps to convey that information so they can make informed choices. A study found that people with mental health needs value aesthetics and data security when choosing a mental health app [21]; however, it is not known whether these values differ from professionals’ views.

This Study

This study aimed to fill this gap by understanding how those with lived experience perceive mental health apps and how these views differ from clinicians’ and academics’ reviews and those provided on app stores. The findings will contribute to a broader understanding of consumers’ use of and opinions on mental health apps.

Methods

Design

This was a cross-sectional mixed methods study evaluating 11 mental health apps.

Ethics Approval

The study received ethical approval from the King’s College London Psychiatry, Nursing and Midwifery Research Ethics Subcommittees on November 30, 2020 (LRS-20/21-21137). All participants provided written consent before participating.

Patient and Public Involvement

We consulted the Young Person’s Mental Health Advisory Group [22] on the design of the study. This included the length of time participants should use each app and phrasing of questionnaire items to improve clarity.

Participants and Recruitment

Participants were recruited using volunteer sampling from advisory groups, local mental health groups, and a general university-wide newsletter. Participants were included if they were aged ≥18 years, living in the United Kingdom, had access to a smartphone, were able to download smartphone apps, and had a history of mental health problems. Participants were not screened for psychiatric diagnoses but were asked whether they had “experience of mental health difficulties.” This was judged to be most appropriate in this study, as smartphone use is lower in those with serious mental illnesses [23,24], and most mental health apps target improving general well-being rather than severe symptoms.

Apps

App Selection

We initially selected 12 apps for the trial. All apps had to be freely available for download, as consumers strongly prefer free apps [21]. Overall, 50% (6/12) of our initial apps were selected from the highest-ranking mental health apps on Google Play and iOS app stores, and these were supplemented with 6 of the highest-rated apps based on the One Mind PsyberGuide Credibility Rating Scale [25]. We removed 1 app as it required users to sign up for a free trial that would automatically upgrade to an annual subscription, reducing the number of apps to 11.

Overview of Apps

The 11 apps assessed were Breethe, Calm, Headspace, Insight Timer Meditation, MindDoc, MindShift, Reflectly, Remente, Sanvello, Self-Help for Anxiety, and Woebot. These apps can be divided into three categories: meditation (Calm, Headspace, Breethe, and Insight Timer Meditation), journaling (Reflectly,
Remente, and MindDoc), and cognitive behavioral therapy (Woebot, MindShift, Sanvello, and Self-Help for Anxiety). Despite these categories, apps have a considerable overlap of functionality, as demonstrated in the study by Lagan et al [26]. For example, although based on cognitive behavioral therapy, MindShift, Sanvello, and Self-Help for Anxiety also use meditation and relaxation techniques. Therefore it is not possible to differentiate reviews based on app category.

**Professional Reviewers**

Professional reviews were completed by a team of 4 highly trained raters. Training takes between 3 and 4 hours and consists of a video tutorial and app ratings, followed by in-person reliability checks against an expert rater.

**Measures**

Textbox 1 presents the participant and professionals’ measures and app store ratings.

---

**Textbox 1. Participants’ and professionals’ measures and app store ratings.**

<table>
<thead>
<tr>
<th>Participants’ measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic information and app use: Age, ethnicity, gender, education, employment status, average daily digital device use, and most frequently used digital device.</td>
</tr>
<tr>
<td>One Mind PsyberGuide Consumer Review Questionnaire: 12 open-ended questions were derived from the metrics used by One Mind PsyberGuide, including the One Mind PsyberGuide credibility scale [25], Mobile App Rating Scale (MARS) [13], and One Mind PsyberGuide transparency scale [27]. These 12 questions were mapped onto six app domains:</td>
</tr>
<tr>
<td>1. Ease of use (“How easy or hard was this app to use?”)</td>
</tr>
<tr>
<td>2. Difficulties of use (“Were there any parts of the app that were confusing or difficult to use?”)</td>
</tr>
<tr>
<td>3. Engagement (“Did you enjoy using this app?”)</td>
</tr>
<tr>
<td>4. Aesthetics (“What did you think about how this app looked?”)</td>
</tr>
<tr>
<td>5. Perceived impact on well-being (“What impact, if any, did this app have on your well-being?”)</td>
</tr>
<tr>
<td>6. Data security (“Did you feel confident that the data you entered in this app was secure?”)</td>
</tr>
<tr>
<td>MARS [13]: We used two items from the MARS based on recommendations by our service user advisers:</td>
</tr>
<tr>
<td>1. Recommendation ratings: If they would recommend this app to people who might benefit from it on a 5-point Likert scale.</td>
</tr>
<tr>
<td>2. MARS star ratings: A star rating from 1 to 5.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Professionals’ measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Professionals’ ratings of all apps were collected from the One Mind PsyberGuide website. The data were as follows:</td>
</tr>
<tr>
<td>MARS [13]: Professionals’ recommendations and MARS star ratings from 1 to 5 were assessed. This measure also captured professionals’ ratings of the domains of app functionality, engagement, aesthetics, and perceived impact on well-being, which were mapped onto the participants’ ratings. These were measured using a 5-point Likert scale.</td>
</tr>
<tr>
<td>PsyberGuide Transparency Score: Professionals’ ratings of the presence and quality of a privacy policy were used. This measure comprises 7 subquestions and results in a binary classification of data security (acceptable or unacceptable). This measure was used previously [27] and adapted from the Enlight evaluation tool [28].</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>App store ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average star ratings for each app were collected from both iOS and Google Play stores on November 19, 2021, and the scores were averaged across both app stores.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Once participants had consented, they were randomly allocated 3 of the 11 apps. They used the 3 apps over 3 days, with a total participation period of 3 days, as suggested by our service user advisers. This also corroborates previous work, which found that the number of times a mental health app is opened declines by 80% over the first 10 days of use [29]. Participants were encouraged to explore the features of the apps and to use the apps for 10 to 60 minutes per day, spending an equal amount of time on each app. On the evening of the third day, participants completed the MARS ratings and the One Mind PsyberGuide Consumer Review for each app via SurveyMonkey. We compared reviews of consumers and professionals on the following six domains:</td>
</tr>
<tr>
<td>1. Ease of use (“How easy or hard was this app to use?”)</td>
</tr>
<tr>
<td>2. Difficulties of use (“Were there any parts of the app that were confusing or difficult to use?”)</td>
</tr>
<tr>
<td>3. Aesthetics (“What do you think about how this app looked?”)</td>
</tr>
<tr>
<td>4. Engagement (“Did you enjoy using the app? (eg, was it engaging, fun, or boring?)”)</td>
</tr>
<tr>
<td>5. Perceived impact on well-being (“What impact, if any, did this app have on your well-being?”)</td>
</tr>
</tbody>
</table>
6. Data security (“Did you feel confident that the data you entered in this app were secure? Why, or why not?”)

**Data Analysis**

**Quantitative**

We converted the qualitative text from the One Mind PsyberGuide Consumer Review into a quantitative binary classification (“1” a positive experience and “0” a negative experience) using a predefined protocol (Multimedia Appendix 1). Two researchers independently conducted this coding (GH and SMJ), and any disagreements were resolved via discussion with 2 other independent researchers (SJ and TW) to provide a final quantitative classification for each rating across all apps and domains. Median scores for professional reviews were calculated for each of the 6 domains. Any scores on or below the median were negative (score 0). Table 1 presents the participant and professional scores.

**Table 1. Participant and professional scores and their interpretations.**

<table>
<thead>
<tr>
<th>Participant=0</th>
<th>Participant=1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Professional=0</td>
<td>Negative agreement (both participants and professionals rate negatively)</td>
</tr>
<tr>
<td>Professional=1</td>
<td>Participant negative (participants rate negatively but professionals rate positively)</td>
</tr>
</tbody>
</table>

The primary outcome measure was “participant negative” (participant rated negatively but professional rated positively) across the 6 domains. In addition, we tested participant-professional agreement using the weighted Cohen κ statistic for recommendation ratings and MARS star ratings for all apps for which these ratings were available. Furthermore, 2 PsyberGuide professionals' recommendations and MARS star ratings were available for each app; therefore, we report the comparison of participant ratings against each professional and an average. We report the Cohen [30] interpretations of the κ values (0.01-0.2, none to slight; 0.21-0.4, fair; 0.41-0.6, moderate; 0.61-0.8, substantial; and 0.81-1, almost perfect agreement). As we asked the participants 2 questions relating to the functionality of the apps (ease of use and difficulties of use), these ratings were both compared with the professionals’ functionality score on PsyberGuide. Professional recommendations and MARS star ratings were not available for Self-Help for Anxiety.

MARS star ratings were compared with app store ratings from the iOS app store and Google Play using Pearson correlations to compare genuine users with lived experiences with app store reviews. All quantitative analyses were performed using SPSS version 27 (IBM Corp) for Windows [31].

**Qualitative**

All open-ended survey responses were thematically analyzed using the Braun and Clarke [32] method, which was also used in previous publications [33,34]. Themes were inductively extracted by 2 researchers (GH and EN) independently, using the analysis framework by Pope et al [35]. This is a 5-stage process and involves (1) familiarizing with raw data, (2) identifying a thematic framework, (3) indexing, (4) charting, and (5) mapping and interpreting—defining concepts, mapping the range and nature of phenomena, and creating typologies. Each of the 2 researchers independently and inductively coded all the participant responses, resulting in 2 thematic frameworks. The 2 researchers then created the final inductive framework together by discussing the similarities and differences between the 2 frameworks and using the elements of the multiple coding approach [36]. Theme names were decided collaboratively by the 2 researchers. Any discrepancies were resolved through discussion between the 2 researchers and were independently checked by a third researcher (SMJ). All qualitative analyses were performed using NVivo version 12 for Windows [37].

**Results**

**Sample Characteristics**

A total of 21 people participated in the study. Most were women and educated to a degree level, but they were ethnically diverse. Table 2 presents the breakdown of participant characteristics.
Table 2. Sample characteristics (N=21).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>15 (71)</td>
</tr>
<tr>
<td>Male</td>
<td>5 (24)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD, range)</strong></td>
<td>29.10 (11.01, 20-60)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Asian or Asian British</td>
<td>7 (33)</td>
</tr>
<tr>
<td>Black or Black British</td>
<td>4 (19)</td>
</tr>
<tr>
<td>White British</td>
<td>6 (29)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (24)</td>
</tr>
<tr>
<td><strong>Education status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No qualifications</td>
<td>1 (45)</td>
</tr>
<tr>
<td>A-level</td>
<td>7 (33)</td>
</tr>
<tr>
<td>Degree</td>
<td>12 (57)</td>
</tr>
<tr>
<td>PhD</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Employed (full or part-time)</td>
<td>10 (48)</td>
</tr>
<tr>
<td>Student</td>
<td>6 (29)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Retired</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Receiving ESA&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Previous use of well-being apps, n (%)</td>
<td>13 (62)</td>
</tr>
<tr>
<td><strong>Average daily digital device use, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;1 hour</td>
<td>2 (10)</td>
</tr>
<tr>
<td>1-3 hours</td>
<td>3 (14)</td>
</tr>
<tr>
<td>3-5 hours</td>
<td>7 (33)</td>
</tr>
<tr>
<td>&gt;5 hours</td>
<td>9 (43)</td>
</tr>
<tr>
<td><strong>Most frequently used digital device type, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Smartphone</td>
<td>13 (62)</td>
</tr>
<tr>
<td>Desktop</td>
<td>8 (38)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ESA: employment and support allowance.

**Do Participants Agree With Professionals’ Reviews?**

Overall, there was little agreement between the participants’ and professionals’ reviews (Table 3), with most app ratings classified as disagreements (53.2% vs 46.8% agreements). Participants were much less positive about the apps than professionals, with difficulties in use being the most different (Table 4). Multimedia Appendix 2 gives a more detailed account.
Do Participants Agree With Professionals’ Views?

There was moderate to substantial agreement between the 2 professionals’ recommendation ratings (Cohen $\kappa_w=0.667; P=0.008$) and MARS star ratings (Cohen $\kappa_w=0.571; P=0.008$). However, there was little (none to slight) agreement between the participants’ and professionals’ recommendation ratings (Cohen $\kappa_w=0.048$; professional 1, Cohen $\kappa_w=0.047$; professional 2, Cohen $\kappa_w=0.048$). Participants gave lower recommendation ratings on average (mean 3.44, SD 1.09) than the 2 professionals (professional 1, mean 4.22, SD 1.30; professional 2, mean 4.56, SD 1.01). There was also little (none to slight) agreement between participants’ and professionals’ MARS star ratings (Cohen $\kappa_w=0.108$; professional 1, Cohen $\kappa_w=0.124$; professional 2, Cohen $\kappa_w=0.092$), with participants again giving lower star ratings on average (mean 3.58, SD 0.91) than the 2 professionals (professional 1, mean 4.44, SD 0.73; professional 2, mean 4.67, SD 0.71).

Do Participants Agree With App Store Ratings?

Participants’ MARS star ratings of apps were significantly positively correlated with average app store ratings ($r=0.32; P=0.01$) and with individual iOS app store ($r=0.27; P=0.04$) and Google Play ($r=0.31; P=0.02$) ratings. These correlations were low, despite the agreement between iOS app store and Google Play ratings ($r=0.73; P<0.001$).

What Do Participants Want From Mental Health Apps?

The thematic analysis of participants’ qualitative data found 11 themes.

**Cost**

One of the most common themes mentioned by respondents was cost. This was largely in response to the survey item “what did you like the least about this app?” All users were able to engage in some content without paying but found it “frustrating to see so many options which you can’t use due to having the free version,” especially when “it wasn’t allowing me to experiment with things and find what’s right for me before purchasing.” Therefore, the most frustrating part of the experience was the hidden costs introduced by freemium or other forms of pricing that provide a limited experience of the app for free, with features behind a paywall, which did not allow participants to try these features without paying. Many participants reported that on the free versions of the apps, there were many adverts, often for users to “upgrade to premium,” which participants found “excessive” and “would ruin the flow or calm I had going.”

**Aesthetics**

The user interface contributed to people’s enjoyment. The structure of app features and layout for each section were the main influencing factors. For example, Insight Timer was described as having a “professional” layout, which made the app appear more legitimate. Another was described as clumsy and inconsistent in design, which made it look “like it’s in beta format.” Some colors made the app more engaging, with others providing a “nice and calming” feeling. Some users also felt that their “screen appeared quite crowded due to the number of options,” reducing the appeal.

**Ease of Use, Navigation, and Functionality**

Most apps were described as “very easy and simple” to use and they were able to navigate features “without having to try very hard to find them.” However, prompts to guide navigation to specific features are necessary, especially for users with no prior experience of using well-being apps. Features on the app should engage in some content without paying but found it “frustrating to see so many options which you can’t use due to having the free version,” especially when “it wasn’t allowing me to experiment with things and find what’s right for me before purchasing.” Therefore, the most frustrating part of the experience was the hidden costs introduced by freemium or other forms of pricing that provide a limited experience of the app for free, with features behind a paywall, which did not allow participants to try these features without paying. Many participants reported that on the free versions of the apps, there were many adverts, often for users to “upgrade to premium,” which participants found “excessive” and “would ruin the flow or calm I had going.”

Table 3. Overall number and relative percentage of negative agreement, positive agreement, professional negative, and participant negative (N=372).

<table>
<thead>
<tr>
<th>Particulars</th>
<th>Participant=0, n (%)</th>
<th>Participant=1, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Professional=0</td>
<td>Negative agreement$^a$, 76 (20.4)</td>
<td>Professional negative$^b$, 149 (40.1)</td>
</tr>
<tr>
<td>Professional=1</td>
<td>Participant negative$^c$, 49 (13.2)</td>
<td>Positive agreement$^d$, 98 (26.3)</td>
</tr>
</tbody>
</table>

$^a$Both participants and professionals rate negatively.

$^b$Participants rate positively but professionals rate negatively.

$^c$Participants rate negatively but professionals rate positively.

$^d$Both participants and professionals rate positively.

Table 4. The breakdown (number and percentage) of which domains participants scored negatively and professionals scored positively (“participant negatives”; N=49).

<table>
<thead>
<tr>
<th>Domain</th>
<th>Participant negatives, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difficulties of use</td>
<td>17 (27)</td>
</tr>
<tr>
<td>Data security</td>
<td>10 (16)</td>
</tr>
<tr>
<td>Aesthetics</td>
<td>9 (15)</td>
</tr>
<tr>
<td>Ease of use</td>
<td>7 (11)</td>
</tr>
<tr>
<td>Perceived impact on well-being</td>
<td>4 (67)</td>
</tr>
<tr>
<td>Engagement</td>
<td>2 (3)</td>
</tr>
</tbody>
</table>
it lost my entire journal entry.” This could make the apps difficult for participants to use as “sometimes there was content there and at other times, it said ‘We couldn’t find any results.’ I found this quite frustrating.”

**Interactivity**
Participants valued interactivity and particularly enjoyed “daily quotes” and “a voice assistant.” However, interactive prompts, reminders, and notifications also garnered mixed opinions. While some believed the prompts were “useful...for people on their anxiety recovery journey” and “made me actually check in with how I was doing,” others found them unnecessary and “had to turn them off because they got annoying.” These participants wanted the app notification frequency to be optimized so they do not feel they are being nagged.

**Personalization and Customization**
There were mixed responses on the extent to which apps allowed users to have a customized experience. Most participants believed it was an important feature of an enjoyable app experience. Some apps used natural language processing to provide relevant and appropriate responses to user input. Participants, therefore, received “personal insights tailored to you[r] mental health.” The option of customizing color schemes and audio voices was highly favored. Personalization also allowed users to “save your favourite content and create playlists,” “so can reuse particularly helpful courses.”

**Education and Teaching**
Many apps included information in the form of articles and blog posts. Users repeatedly mentioned that this content provided “useful education on mental health issues,” specifically those related to anxiety and depression. Information on managing symptoms and coping mechanisms was especially useful. Participants reported that this educational content helped them understand their own mental health, “[teaching] me more about background of anxiety” and proving participants with “more of a technical understanding of anxiety and stress.” However, it was suggested that this information was not always at a sufficiently deep level of complexity for those with a diagnosis of depression or anxiety (“for someone who already knows about this then it would probably be quite basic”).

**Tracking and Goal Setting**
Apps that provide a clear way to set goals and track progress were said to be interesting and useful. Tracking progress helped participants to “track your mood and identify possible triggers,” and monitoring their mental health “helps me monitor my mind and what triggers me.” Participants found the ability to track anxiety symptoms specifically helpful as it “allows you to understand your anxiety and how it progresses on the graph so you can track progress on the anxiety tracker.” However, other users reported that tracking features caused negative emotions because it was not “helpful or productive to...see the amount of days I potentially felt low.”

**Variety of Features**
Users appreciated a combination of audio and visual content. Apps that require users to perform daily tasks should ensure that those tasks are not repetitive, and some apps should “add more features to attract users.” This often included further developing the existing features (“the check in feature didn’t have enough guidance and was quite bare bones and didn’t provide counter to negative thoughts for instance”). Two participants also requested more features “aimed at the teenage community,” “as there is enough material for adults and kids but I didn’t see as much as I was hoping for teens.” However, a variety of features can be excessive—“sometimes difficult to choose which activity to focus on because there was too much content.” “The huge amount of content stopped it being engaging,” and it was recommended that “they should focus on a few core features.”

**Data Security and Privacy Concerns**
The general sentiment among the respondents was that they had no concerns about the security of their data. This was mainly because they did not enter “anything overly personal.” Others were able to register via their Apple or Google Play account which was perceived as a legitimate process of verification and data protection. Some relied on their prior understanding of UK General Data Protection Regulation regulations to determine the security of their data (“they would have to be complying with the law”). Some reported that although they had seen the declaration on the apps, they thought it should be better signposted (“perhaps a disclaimer can be added to the start of the app making it clear about data security”).

**Integration With Daily Life**
Well-being apps can be used to support users at various points of the day and various locations. Many users were able to schedule times to use them at their own convenience (“specific meditations designed for different times of day—starting the day, commuting, focusing at work”). They also appreciated content relevant to their specific life circumstances (“had a section on dealing with corona which was very useful” and “some exercises to help you cope with specific aspects of life”). Although some participants found “the exercises were nice and short which is very convenient for someone with an insanely busy life like mine,” others found that “as it’s very time consuming, regular use of the app may not [be] sustainable for the long term.”

**Impact on Well-being**
Users reported a change in their well-being, specifically helping people “feel significantly less anxious.” Others appreciated the exercises and courses they engaged with as they were thought-provoking and promoted introspection. Information specifically about mental health status and how to use different strategies to cope with adverse experiences was welcomed. The guided journeys aided them in reducing maladaptive thought processes by helping them understand the origin of their negative thinking patterns which, in turn, helped reduce feelings of anxiety and low mood. Respondents were provided with “exercises to cope with these feelings but also knowledge to understand what anxiety is,” which were greatly appreciated.
**Discussion**

**Principal Findings**

To the best of our knowledge, this is the first study to investigate how reviews of mental health apps by professionals differ from those by people with mental health problems. Most reviews focus exclusively on professionals’ opinions \[38-40\], and reviews that appear to be from genuine app users, such as on app stores, are often false \[16\]. We have demonstrated that these opinions differ, and therefore, professional reviews and those on app stores are not sufficient to provide those with mental health problems the information they want when selecting a mental health app.

We found low levels of agreement among the ratings of professionals, app stores, and people with mental health problems. Participants placed a great deal of importance on app functionality, and most themes generated through the qualitative analysis were related to this aspect. They appreciated a variety of features, which were easy to use, interactive, and with the capacity for personalization \[41\]. Aesthetics were also very important, as our participants emphasized the importance of a professional layout, with engaging colors and a simple structure. The highest number of participant negatives was for the domain “difficulties of use,” suggesting that current professional ratings are overestimating the ease with which the apps can be used. Overall, we found that more than half (53%) of the app ratings showed disagreements between participants and professionals. This high level of disagreement shows that professionals have highly different views of what is important in a mental health app, compared with those with personal experience of mental health problems.

We found weak positive correlations between app store and participant ratings. This low agreement suggests that ratings of app stores are not representative of the opinions of those who have experienced mental health problems, and therefore, app stores are not sufficient to provide the information desired by those with mental health problems. This discrepancy may be due to the high number of fake reviews in app stores \[16\], or it may reflect differing priorities between those with lived experiences of mental health problems and laypeople in the general population. We suggest that it would be beneficial for people with lived experiences to rate mental health apps, rather than exclusively professionals, to ensure the ratings are more accurate and representative of mental health service users’ opinions.

**Comparisons With Prior Work**

The variety of features our participants preferred mirrors other studies, such as a scoping review of 37 studies on mental health chatbots, which found that usefulness and ease of use were the most frequently assessed features \[35\]. Importantly, we found that professionals and those with mental health problems disagree in their ratings of mental health apps. This aligns with previous research findings that participants could independently complete less than half of the tasks in apps targeted at chronic conditions \[42\] and expressed significant frustration with the design features and navigation of the apps. By engaging with those with lived experiences, app designers and professional raters can identify the features of apps that are most important to this population.

Professional raters may also miss some domains that users with lived experiences emphasized. The ability to track and measure their mental health, as well as the provision of informative articles about mental health, was praised by the participants. This replicates other studies. For example, almost three-quarters of people (from a sample where half had experienced mental illness) perceived monitoring or showing progress toward a goal as useful in a mental health app \[43\]. Our participants’ dislike of excessive notifications was also mirrored in the study by Thornton and Kay-Lambkin \[43\]. Cost was one of the most frequently mentioned negative aspects of apps, highlighting a major issue with accessibility and inclusivity. Professional reviews on PsyberGuide frequently consider cost in their narrative reviews; however, it is not incorporated in their numerical ratings. Thus, consumers may be influenced by better scores and may fail to note information regarding costs. An alternative approach is that used by the M-Health Index & Navigation Database, which presents each app characteristic or feature as a separate filter \[44\]. This is beneficial in that it allows consumers to decide which characteristics or features matter to them but is challenging as multiple fields and filters exist. A better understanding of what matters to consumers provides useful information to guide decisions regarding which information to provide and to improve systems providing information to consumers. Apps should be transparent about their costs, rather than hiding features behind a paywall, where it is not possible to evaluate the usefulness of those features before making a payment. This was particularly emphasized in this study, as we had to remove one of the apps from our study as it required users to input credit card details, which would automatically charge an annual subscription, despite offering a free trial. This is a consideration highlighted through the valuable input from the Young Person’s Mental Health Advisory Group \[22\], reinforcing the importance of patient and public involvement.

**Implications**

This study has significant implications for the use of mental health and well-being apps. We show that professionals’ and app store reviews are insufficient for mental health app users to make informed decisions based on the aspects of apps that are important to them. This is even more important in the context of the COVID-19 pandemic, with disrupted usual mental health care and patients relying on web-based mental health support. The study findings suggest that additional work should be conducted to ensure mental health apps are as useful as possible in supporting the public’s mental health. In addition, review platforms should seek to incorporate the views of those with mental health problems when publishing reviews to maximize their relevance for those most likely to use mental health apps.

**Strengths and Limitations**

Existing research on what people think about health or mental health apps has focused on the perspectives of predominantly the White population (84%) \[45\]. Digital tools can help bridge inequalities in access to mental health care; therefore, it is essential to consider the perspectives of typically underserved...
people. We improved on a prior work with a much more heterogeneous sample (only 28% of our sample was White British). Our sample was skewed toward women (15/21, 71%), but as women are more likely to use mental health apps [46] and the internet for health-related information [47], our sample may be representative of mental health app users in this respect. However, our sample was generally highly educated (13/21, 62%) to degree level. Although smartphone ownership is associated with higher levels of education [48], it is likely that mental health app use and opinions differ based on education, which we were unable to capture in our sample. Future work should aim to investigate differences in reviews of mental health apps with a larger and more diverse sample in terms of gender and educational attainment.

While we investigated whether the participants had prior experience using well-being apps, we did not directly measure whether they had previously used the same apps they used in the study. This may have affected the study; however, as we did not alter the apps in any way, their prior experience may simply corroborate our findings. It is also worth noting that although we refer to these apps as “mental health apps,” the included apps are all general wellness or well-being apps and not digital therapeutics. Distinctions between categories of apps to support the mental health and well-being of consumers are starting to emerge but are still murky as regulations and guidance attempt to catch up with this market. Future work can explore different groups’ understanding of these distinctions to understand what is acceptable for these low-intensity intervention apps.

This study was designed to understand the views of people with experience of mental health problems and so reflects the views of those who are most likely to benefit from the support provided by mental health apps. Our participants had mental health problems, but future work should capture the opinions of a group of people with varying psychiatric diagnoses to understand whether those factors affect app ratings. For example, a randomized controlled trial found that using mental health apps was associated with improvements in depressive symptoms, but they had no effect on anxiety, compared with a control group not using a mental health app [49]. However, most studies found that mental health apps are effective in improving symptoms of both depression and anxiety [1,2,50,51], as well as the quality of sleep [52]. Studies on other conditions, including serious mental illnesses, are limited; therefore, future work should investigate differences in efficacy depending on symptomatology. If differences exist, then there may be differing priorities in mental health apps depending on their diagnoses.

Conclusions
We found that participants with lived experiences of mental health problems rate apps differently than professionals and that these ratings correlate poorly with those publicly available on app stores. This is particularly important in the current climate of the COVID-19 pandemic, with more people seeking their mental health care on the web. Further research is needed to explore the perspectives of a diverse group of mental health service users. Our participants also emphasized aspects that are not currently captured in the available review systems. Our study findings suggest that aspects such as ease of use, engaging features and designs, low cost, and some educational content should be added in the future.

Acknowledgments
The authors acknowledge the expert input of the Maudsley Biomedical Research Centre’s FAST-R group and Young Person’s Mental Health Advisory Group. This paper represents independent research funded by the National Institute for Health Research Biomedical Research Centre in South London and Maudsley National Health Service Foundation Trust and King’s College London (IS-BRC-1215-20018). Authors MN and SMS are funded by One Mind for the operation of One Mind PsyberGuide.

Data Availability
The data that support the findings of this study can be obtained from the corresponding author, SJ, on reasonable request.

Conflicts of Interest
SMS serves on the Scientific Advisory Board for Headspace, for which he receives compensation, and has also received consulting payments from Trustt (K Health) and Otsuka Pharmaceuticals.

Multimedia Appendix 1
Predefined protocol for converting qualitative text into the binary classification of participant experience.

[DOCX File, 24 KB - formative_v6i9e39813_app1.docx ]

Multimedia Appendix 2
Full breakdown of the number of negative agreements, positive agreements, participant negatives, and professional negatives, and their relative percentages, for all domains.

[DOCX File, 26 KB - formative_v6i9e39813_app2.docx ]
References


44. Beth Israel Deaconess Medical Center. 2020. URL: https://mindapps.org/ [accessed 2022-05-16]


Abbreviations

MARS: Mobile App Rating Scale

©Georgie Hudson, Esther Negbenose, Martha Neary, Sonja M Jansli, Stephen M Schueller, Til Wykes, Sagar Jilka. Originally published in JMIR Formative Research (https://formative.jmir.org), 23.09.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
Original Paper

Using Social Media to Facilitate Communication About Women’s Testing: Tool Validation Study

Tara Coffin¹, BA, MEd, PhD; Deborah Bowen¹, PhD; Karen Lu², MD; Elizabeth M Swisher¹, MD; Nadine Rayes², MS; Barbara Norquist¹, MD; Stephanie V Blank³, MD; Douglas A Levine⁴, MD; Jamie Nadine Bakkum-Gamez⁵, MD; Gini F Fleming⁶, MD; Olufunmilayo I Olopade⁶, MD; Iris Romero⁶, MD; Alan D’Andrea⁷, MD; Denise R Nebgen², MD, PhD; Christine Peterson², PhD; Mark F Munsell⁷, MS; Kathleen Gavin⁸, MPH; Jamie Crase¹; Deborah Polinsky⁹, MS; Rebecca Lechner⁸

¹University of Washington, Seattle, WA, United States
²MD Anderson Cancer Center, Houston, TX, United States
³Mount Sinai Medical Center, New York, NY, United States
⁴New York University Langone Health, New York, NY, United States
⁵Mayo Clinic, Rochester, MN, United States
⁶University of Chicago, Chicago, IL, United States
⁷Dana-Farber Cancer Institute, Boston, MA, United States
⁸Minnesota Ovarian Cancer Alliance, Minneapolis, MN, United States
⁹SHARE, New York, NY, United States

Corresponding Author: Tara Coffin, BA, MEd, PhD
University of Washington
1400 NE Campus Parkway
Seattle, WA, 98195-4550
United States
Phone: 1 (206) 543 2100
Email: tbcoffin@uw.edu

Abstract

Background: Strong participant recruitment practices are critical to public health research but are difficult to achieve. Traditional recruitment practices are often time consuming, costly, and fail to adequately target difficult-to-reach populations. Social media platforms such as Facebook are well-positioned to address this area of need, enabling researchers to leverage existing social networks and deliver targeted information. The MAGENTA (Making Genetic Testing Accessible) study aimed to improve the availability of genetic testing for hereditary cancer susceptibility in at-risk individuals through the use of a web-based communication system along with social media advertisements to improve reach.

Objective: This paper is aimed to evaluate the effectiveness of Facebook as an outreach tool for targeting women aged ≥30 years for recruitment in the MAGENTA study.

Methods: We designed and implemented paid and unpaid social media posts with ongoing assessment as a primary means of research participant recruitment in collaboration with patient advocates. Facebook analytics were used to assess the effectiveness of paid and unpaid outreach efforts.

Results: Over the course of the reported recruitment period, Facebook materials had a reach of 407,769 people and 57,248 (14.04%) instances of engagement, indicating that approximately 14.04% of people who saw information about the study on Facebook engaged with the content. Paid advertisements had a total reach of 373,682. Among those reached, just <15% (54,117/373,682, 14.48%) engaged with the page content. Unpaid posts published on the MAGENTA Facebook page resulted in a total of 34,087 reach and 3131 instances of engagement, indicating that around 9.19% (3131/34,087) of people who saw unpaid posts engaged. Women aged ≥65 years reported the best response rate, with approximately 43.95% (15,124/34,410) of reaches translating to engagement. Among the participants who completed the eligibility questionnaire, 27.44% (3837/13,983) had heard about the study through social media or another webpage.

https://formative.jmir.org/2022/9/e35035
Conclusions: Facebook is a useful way of enhancing clinical trial recruitment of women aged ≥30 years who have a potentially increased risk for ovarian cancer by promoting news stories over social media, collaborating with patient advocacy groups, and running paid and unpaid campaigns.

Trial Registration: ClinicalTrials.gov NCT02993068; https://clinicaltrials.gov/ct2/show/NCT02993068

(JMIR Form Res 2022;6(9):e35035) doi:10.2196/35035
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Introduction

Background

High participant response rates and recruitment yields are critical to public health research but are difficult to achieve [1-3]. Traditional recruitment practices, including radio or newspaper advertising, in-person referrals, and flyers, are often time consuming to implement, costly, and fail to adequately target difficult-to-reach populations [4,5]. The initial net cast using these types of recruitment methods may result in a high number of interested parties; however, such efforts result in proportionately fewer eligible and enrolled participants, and certain demographics are frequently left underrepresented [6]. Social media is well-positioned to address many of these issues and improve participant recruitment by providing new platforms for people to learn about public health research [7-10].

The term social media broadly describes a variety of web-based social networking platforms or web-based spaces where the public can generate, engage with, and share information, including platforms such as Facebook, Twitter, and Instagram [11,12]. Social media enables researchers to deliver information to a wide audience; target specific groups of people, including hard-to-reach subpopulations; and adapt outreach efforts on an ongoing basis [7-10]. Current research indicates that social media recruitment methods are an improvement over traditional methods in terms of both cost and effectiveness [13-16].

Facebook, used by more than three-quarters of adults on the web, is particularly well-suited for research recruitment [17,18]. Over Facebook, users can engage with user-generated content, publish photos on their Facebook pages, post status updates, and share information with friends and family. Users follow the content of interest and engage socially with paid advertisements and other content. Researchers can leverage this environment, creating content tailored for specific populations using online behavioral advertising (OBA) and respondent-driven sampling to improve reach [19].

OBA data can help researchers improve their marketing reach. OBA data include information collected from a broad range of web-based sources about the behaviors that users exhibit on the web [20]. OBA appeals to researchers in public health, seeking to improve recruitment tools and offering an alternative outreach method with a broader reach that may overcome certain recruitment barriers, such as geographic limitations [21-25]. Instead of wondering whether a flyer is posted in the right place for the right type of individual to see, researchers can guarantee that their message is being displayed to the intended person. This approach is not without its limitations, and some health professionals and researchers have expressed reluctance, citing concerns about biased sampling or reach that may accompany social media platforms [26] and privacy [12,27,28].

Facebook also allows public health professionals to leverage existing social networks through snowball sampling [29,30]. Snowball sampling, which has traditionally taken place offline, can capitalize on existing web-based social networks, such as patient advocacy groups [30,31]. By encouraging a small sample of a target population to refer others to a research study, snowball sampling helps researchers access hidden subpopulations that are typically difficult to sample using traditional recruitment methods [30]. From snowball sampling to inviting opportunities to shape the tone, imagery, and content to fit the needs of the intended audience, social media is well-positioned to function as a targeted communication tool. With these advantages, social media has the potential to take traditional snowball sampling one step further, enabling researchers to potentially connect with harder-to-reach populations [32]. This quality grants social media recruitment the ability to potentially shift the pattern of health inequities, improving the representation of certain communities in the research arena [33].

Recent reviews indicate that most studies using Facebook to recruit participants for health research have focused on people aged 18 to 30 years [8,34]. In comparison, few studies have evaluated social media as a means of recruiting people affected by cancer who are aged ≥35 years [34], and no studies have explored how social media recruitment performs when targeting women at risk for ovarian cancer. The consensus is that older people may be less likely to adopt new technologies, such as social media [34,35]. Other studies have reported high reach but low engagement among social media users, resulting in a high attrition rate for social media recruitment [36]. However, this research failed to examine advertisement content or take the growth of the social media platform into consideration. As the social media base continues to grow, the profile of the average user evolves, and with it, the age of the average Facebook user continues to increase [37]. With this evolution in mind, ongoing assessment is needed to evaluate the effectiveness of social media for research participant recruitment across different demographics, and more research is needed to better understand how Facebook functions as a recruitment tool in the context of ovarian cancer [20].

Study Aims

This research sought to determine whether Facebook is an effective recruitment tool for targeting women aged ≥30 years for recruitment into the MAGENTA (Making Genetic Testing
Accessible) study by evaluating innovative methods for the recruitment of research participants using Facebook. To accomplish this objective, a series of posts and advertisements, including paid and unpaid posts, were published and assessed on an ongoing basis. These materials used a variety of imagery and languages and leveraged Facebook’s OBA tools to target specific populations and eligible participants. We hypothesized that unpaid Facebook posts and Facebook advertisements would improve the reach of the study material and result in improved study enrollment.

**Methods**

**About the MAGENTA Study**

The MAGENTA study was a nationwide Stand Up To Cancer initiative that sought to improve access to genetic testing for ovarian cancer. The study recruited and randomized 3839 women from the United States with a potentially increased risk of ovarian cancer. Participants were randomized to 1 of 4 arms, receiving a combination of pretest or posttest telephone genetic counseling and pretest or posttest web-based education with optional telephone counseling [38]. The active recruitment period took place between April 2017 and January 2020. This study received institutional review board approval from the MD Anderson Cancer Center and was a collaborative effort that included several cancer research centers and patient advocacy groups, including the Ovarian Cancer Research Alliance, National Ovarian Cancer Coalition, and Minnesota Ovarian Cancer Alliance.

Once potential participants had learned about the MAGENTA study, they were prompted to visit the study website. From there, interested parties clicked to participate in the web-based communication system, starting with study information and then moving through the eligibility screen, informed consent, and enrollment (Figure 1). Data were collected at baseline and follow-up using REDCap (Research Electronic Data Capture), an electronic survey tool sponsored by the University of Washington (WA). All outreach materials received institutional review board review through the MD Anderson Cancer Center. The results of the MAGENTA study indicate that electronic genetic education and results released without genetic counseling were noninferior with regard to patient distress. Importantly, research also found that providing genetic education and results in this capacity was associated with higher test completion and lower distress [38].

**Figure 1.** Illustration of the web-based communication system used by the MAGENTA (Making Genetic Testing Accessible) study. REDCap: Research Electronic Data Capture.

**Developing a Media Kit**

Adapting the methods outlined by Carter-Harris et al [39] and Musiat et al [40], the study media kit was developed in collaboration with key stakeholders. This group comprised health care professionals from cancer care and research centers and patient advocates from advocacy groups across the United States, including those listed previously. Patient advocates were consulted extensively during the development of the study materials, including the media kit described in the following sections. The media kit included Facebook recruitment materials and a list of social media contacts, such as patient advocacy groups and other groups with an apparent interest in breast and ovarian cancer.

The media kit also included different types of posts generated for recruitment purposes, including paid advertisements, unpaid posts, sample tweets, a list of relevant hashtags to incorporate into posts, and a selection of media for use across all social media posts and advertisements (example posts can be reviewed in Figures 2-4). Unpaid Facebook posts and paid advertisements
included at least one media component, a brief description of the study, relevant hashtags, and a link to the study home page (Figure 1). A MAGENTA Facebook page was created to develop trust with potential participants [41,42]. The Facebook page provided basic information about the study, served as a platform for sharing unpaid and paid social media posts, and directed potential participants to the study website. Materials from the media kit were assessed by patient advocates and underwent usability testing. Advertisements and posts were created with tone and imagery in mind, focusing on content related to ovarian cancer research that elicited a combination of the following concepts adapted from Batterham [43]:

1. Content instills a sense of collaboration, conveying the idea that one is participating in research as a member of a team to address a health problem (in this case, ovarian cancer was framed as the problem).
2. Content instills a sense of independence or conveys the idea that one is addressing the problem of ovarian cancer as an individual through research participation.
3. Content instills a sense of altruism, conveying the idea that the individual is participating in research for the benefit of others.
4. Content instills a sense of self-gain or self-preservation, conveying the idea that the individual is participating in research for personal gain.

Figure 2. An example Facebook post containing a still image, study link, and brief description of the outreach. This type of post was used in both for unpaid posting and paid advertising campaigns.

Figure 3. An example of a Facebook post sharing the WCCO news story, which includes a video of the news story and a brief text section. This type of post is an example of a boosted post that was used for unpaid posting.
Publishing Paid Advertisements and Unpaid Posts

Unpaid posts were published directly on the MAGENTA Facebook page on a regular basis and on patient advocacy Facebook pages. Paid advertisements were published using Facebook’s advertising tool. Once the objective or goal of the campaign (e.g., post engagement, website clicks, and video views) was set, the audience was identified using Facebook’s audience-targeting tool. Targeted populations for the purposes of this study included English-speaking women ≥ aged 30 years living in the United States. Additional geographic and behavioral targeting was included on a case-by-case basis and is described in greater detail in Table 1.

Census data were used to inform additional geographic and socioeconomic targeting and included data surrounding racial-ethnic groups and the rurality of the location. These variables were layered using ArcGIS Pro (version 2.5; Esri) to select the specific geographic targets. ArcGIS is a mapping and analysis tool that allows users to use a geographic information system to capture, manipulate, and analyze geospatial data. Once the audience was selected, advertising content was uploaded to Facebook, a campaign budget was selected, and a campaign schedule was set. On the basis of the intended audience, Facebook uses OBA approaches to push out content with the above parameters in mind. Although targeting affects results, over social media platforms, including Facebook, the budget arguably has the most impact on reach, and larger budgets are generally associated with more results, assuming that appropriate targeting is used.
Table 1. Description of Facebook paid campaign content and audience.

<table>
<thead>
<tr>
<th>Advertisement name</th>
<th>Advertisement description</th>
<th>Age (years)</th>
<th>Geographic</th>
<th>Interests or additional targeting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lookalike Audience Campaign</td>
<td>Conversions</td>
<td>Video</td>
<td>30 to ≥65</td>
<td>United States</td>
</tr>
<tr>
<td>CA Campaign 1</td>
<td>Conversions</td>
<td>Image</td>
<td>30 to 55</td>
<td>Salinas, CA</td>
</tr>
<tr>
<td>CA Campaign 2</td>
<td>Conversions</td>
<td>Video</td>
<td>30 to ≥65</td>
<td>Salinas, CA</td>
</tr>
<tr>
<td>CA Campaign 3</td>
<td>Conversions</td>
<td>Image</td>
<td>30 to 60</td>
<td>Downey, Pomona, Santa Ana, CA</td>
</tr>
<tr>
<td>Cascade Testing 1</td>
<td>Conversions</td>
<td>Image</td>
<td>30 to 55</td>
<td>United States</td>
</tr>
<tr>
<td>Cascade Testing 2</td>
<td>Conversions</td>
<td>Image</td>
<td>30 to 55</td>
<td>United States</td>
</tr>
<tr>
<td>African American Target Campaign</td>
<td>Traffic</td>
<td>Video</td>
<td>30 to ≥65</td>
<td>Birmingham, Montgomery, Alabama; Miami Gardens, Florida; Savannah, Georgia; New Orleans, Los Angeles; Baltimore, Maryland; Detroit, Flint, MI; Jackson, Mississippi; Memphis, Tennessee</td>
</tr>
<tr>
<td>NY Campaign</td>
<td>Traffic</td>
<td>Video</td>
<td>30 to ≥65</td>
<td>New York state</td>
</tr>
<tr>
<td>BCOC Campaign</td>
<td>Traffic</td>
<td>Image</td>
<td>30 to ≥65</td>
<td>United States</td>
</tr>
<tr>
<td>BCOC Interest Campaign</td>
<td>Engagement</td>
<td>Image</td>
<td>30 to ≥65</td>
<td>Seattle, WA</td>
</tr>
<tr>
<td>BCOC Interest Campaign</td>
<td>Traffic</td>
<td>Image</td>
<td>30 to ≥65</td>
<td>United States</td>
</tr>
<tr>
<td>BCOC Interest Campaign</td>
<td>Traffic</td>
<td>Study video</td>
<td>30 to 50</td>
<td>United States</td>
</tr>
<tr>
<td>BCOC Interest Campaign</td>
<td>Traffic</td>
<td>Study video</td>
<td>30 to 50</td>
<td>United States</td>
</tr>
<tr>
<td>BCOC Interest Campaign</td>
<td>Traffic</td>
<td>Study video</td>
<td>30 to 50</td>
<td>United States</td>
</tr>
<tr>
<td>Latino Target Campaign</td>
<td>Traffic</td>
<td>Image</td>
<td>30 to ≥65</td>
<td>Brownsville, El Paso, Laredo, McAllen, Texas; Hialeah, Florida; Downey, Oxnard, Pomona, Salinas, Santa Ana, CA</td>
</tr>
</tbody>
</table>
Other Recruitment Efforts

All Facebook recruitment efforts took place alongside traditional recruitment efforts as part of the MAGENTA study. Traditional recruitment efforts included clinician referrals, direct emails from patient advocacy groups, the dissemination of study information at provider and patient advocate conferences, and sharing physical flyers in patient advocacy and clinical settings. Traditional efforts were largely based on the participating cancer research institutes, organizations, and patient advocacy groups. Study recruitment commenced with traditional methods, allowing for a controlled launch that allowed for an additional real-time usability assessment of the web-based communication system. In this first round of recruitment, enrollment relied primarily on word of mouth and flyer dissemination, both of which were facilitated by collaborating with patient advocacy groups. Following this controlled outreach, the study team expanded the outreach to include social media posts, as described above, in an effort to expand the reach of messaging.

Evaluating Paid Advertisements and Unpaid Posts

Facebook analytics captured how users interacted with the social media MAGENTA content. Analytics included, among others, the following: engagement is defined as any time an individual takes action on the post, where action includes a click, comment, share, or view; results are defined as the number of times an advertisement achieved a specific outcome, delineated by the campaign objective; reach is defined as the number of people who saw the advertisement at least once; impressions are the number of times an advertisement was on a screen; clicks refer to the number of times someone clicked on the advertisement; and video plays. The study team also reviewed the cost per result. Cost per result was calculated by dividing the total amount of money spent by the number of results, which may include the number of video views or website visits, for example, obtained over the course of the campaign. Analytics, including cost, were reviewed daily to assess the effectiveness and provide opportunities to adjust campaign content or targeting. The same information was collected for unpaid posts published directly on the MAGENTA study’s Facebook page. If at any time the MAGENTA study website or another part of the web-based communication system became overburdened, advertisements were pulled, or turned off, until the traffic subsided.

Ethics Approval

This study, including all outreach materials, received institutional review board review through MD Anderson Cancer Center (2016-0298).

Results

Overview

Active social media recruitment for the MAGENTA study took place between September 2017 and October 2018. The MAGENTA study relied on traditional recruitment methods starting in April 2017 until September 2017. Traditional recruitment methods continued throughout the social media recruitment period; however, the study team focused on web-based recruitment efforts in the interest of improving the reach across all 50 states. The recruitment timeline can be viewed in Figure 5. During the active social media recruitment period, Facebook materials reached a total of 407,769 users, generating 57,248 (14.04%) instances of engagement, suggesting that approximately 14.04% of people who saw information about the MAGENTA study on Facebook engaged with the content. These numbers did not identify unique users and excluded posts published on Facebook pages managed by other breast and ovarian cancer groups. During this time, the MAGENTA study home page was shared 1948 times, and the MAGENTA study video was viewed 31,358 times (Table 2).
Users Learn About the MAGENTA Study Over Television and Social Media

Of the 13,983 respondents to the MAGENTA REDCap eligibility questionnaire during the active social media recruitment period, <1% (n=23, 0.16%) indicated that they learned about the study from a magazine, <1% (n=86, 0.62%) from the radio, <2% (n=253, 1.81%) from a health care provider, >3% (n=459, 3.28%) from a patient advocacy group, and <8% (n=1102, 7.88%) from a friend. Approximately 8.64% (1209/13,983) indicated that they learned about the study from a family member, whereas 27.44% (3837/13,983) indicated that they learned about the study on the web, either from social media or another webpage, and 28.16% (3938/13,983) from television. Among those who reported that they learned about the study from the internet, 16.94% (2369/13,983) specifically cited social media. A total of 21.7% (3034/13,983) of individuals who responded to the REDCap eligibility questionnaire did not indicate where they had heard about the study. Some respondents reported learning about the study from more than one source.
Social Media Response

Paid advertisements (Table 3) reported a total reach of 373,682 during the active social media recruitment period. Among those reached, 3.57% (13,357/373,682) clicked on a link and 14.48% (54,117/373,682) engaged with the page content. Paid campaigns also generated 19,792 video plays and 9095 website conversions, which were defined as instances where a potential participant viewed the page content on the MAGENTA homepage. Paid advertisements using the study video resulted in a total reach of 54,992 and 28,586 instances of page engagement. Post promotions, or paid advertisements that focused on increasing the reach of a post, resulted in 2666 reach and 97 instances of engagement. Conversion campaigns resulted in 268,052 reaches, 35,904 instances of engagement, and 9095 conversions. Campaigns seeking to drive traffic to the MAGENTA study website resulted in 80,120 reaches, 18,158 instances of engagement, and 1697 times that a unique user clicked on the link to the MAGENTA home page.

Almost all users engaged with paid advertisements from a handheld mobile device, such as a smartphone or tablet, rather than through a desktop computer. Most users engaged with paid advertisements from their Android device (35,806/373,682, 9.58%), followed by iOS devices (16,466/373,682, 4.41%) (eg, iPad). Approximately 9.98% (26,752/268,168) of the women aged <54 years reached by the advertisement content engaged with the advertisement, whereas approximately 26.62% (12,226/45,930) of women aged ≥65 years who saw the paid content engaged, and 43.95% (15,124/34,410) of women aged 55-64 years who saw MAGENTA advertisements engaged with advertisement content. The difference observed between the above age demographics regarding reach to engagement was statistically significant (P<.001). Unpaid posts published on the MAGENTA Facebook page resulted in 34,087 reaches and 3131 engagements. These numbers do not include social media posts published on other non-MAGENTA Facebook groups and pages.

<table>
<thead>
<tr>
<th>Advertisement name and objective</th>
<th>Reach</th>
<th>Post engagement, n (%)</th>
<th>Page engagement, n (%)</th>
<th>Video plays, n (%)</th>
<th>Link clicks, n (%)</th>
<th>Results, n (%)</th>
<th>Cost per result (US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCOC Interest 8 and traffic</td>
<td>2280</td>
<td>43 (1.89)</td>
<td>46 (2.02)</td>
<td>N/A</td>
<td>37 (1.62)</td>
<td>37 (1.62)</td>
<td>1.35</td>
</tr>
<tr>
<td>Latino 7 and traffic</td>
<td>11,062</td>
<td>217 (1.96)</td>
<td>223 (2.02)</td>
<td>N/A</td>
<td>204 (1.84)</td>
<td>204 (1.84)</td>
<td>1.23</td>
</tr>
<tr>
<td>BCOC Interest 6 and traffic</td>
<td>7536</td>
<td>1397 (18.54)</td>
<td>1397 (18.54)</td>
<td>N/A</td>
<td>266 (3.53)</td>
<td>266 (3.53)</td>
<td>0.94</td>
</tr>
<tr>
<td>BCOC Interest 5 and traffic</td>
<td>10,436</td>
<td>2069 (19.83)</td>
<td>2069 (19.83)</td>
<td>N/A</td>
<td>280 (2.68)</td>
<td>280 (2.68)</td>
<td>1.07</td>
</tr>
<tr>
<td>BCOC Interest 4 and traffic</td>
<td>34,648</td>
<td>6536 (18.86)</td>
<td>6536 (18.86)</td>
<td>N/A</td>
<td>640 (1.85)</td>
<td>540 (1.56)</td>
<td>1.94</td>
</tr>
<tr>
<td>BCOC Interest 9 and traffic</td>
<td>2050</td>
<td>351 (17.12)</td>
<td>351 (17.12)</td>
<td>N/A</td>
<td>20 (0.98)</td>
<td>20 (0.98)</td>
<td>2.00</td>
</tr>
<tr>
<td>African American and traffic</td>
<td>9382</td>
<td>7308 (77.89)</td>
<td>7308 (77.89)</td>
<td>N/A</td>
<td>319 (3.40)</td>
<td>319 (3.40)</td>
<td>0.63</td>
</tr>
<tr>
<td>Cascade Testing 1-2 and conversions</td>
<td>132,480</td>
<td>3341 (2.52)</td>
<td>3342 (2.52)</td>
<td>N/A</td>
<td>3326 (2.51)</td>
<td>2514 (1.90)</td>
<td>0.17</td>
</tr>
<tr>
<td>WA and conversions</td>
<td>20,732</td>
<td>313 (1.51)</td>
<td>317 (1.53)</td>
<td>N/A</td>
<td>298 (1.44)</td>
<td>73 (0.35)</td>
<td>5.29</td>
</tr>
<tr>
<td>CA 3 and conversions</td>
<td>35,976</td>
<td>2022 (5.62)</td>
<td>2022 (5.62)</td>
<td>N/A</td>
<td>2022 (5.62)</td>
<td>1692 (4.70)</td>
<td>0.21</td>
</tr>
<tr>
<td>NY Campaign and traffic</td>
<td>395</td>
<td>186 (47.09)</td>
<td>186 (47.09)</td>
<td>N/A</td>
<td>14 (3.54)</td>
<td>14 (3.54)</td>
<td>0.53</td>
</tr>
<tr>
<td>Lookalike 1 and conversions</td>
<td>19,240</td>
<td>7142 (37.12)</td>
<td>7142 (37.12)</td>
<td>12,244 (63.64)</td>
<td>1130 (5.87)</td>
<td>880 (4.57)</td>
<td>0.40</td>
</tr>
<tr>
<td>BCOC Interest 1 and traffic</td>
<td>1587</td>
<td>31 (1.95)</td>
<td>33 (2.08)</td>
<td>N/A</td>
<td>7 (0.44)</td>
<td>7 (0.44)</td>
<td>3.77</td>
</tr>
<tr>
<td>BCOC Interest 2 and engagement</td>
<td>334</td>
<td>55 (16.47)</td>
<td>55 (16.47)</td>
<td>N/A</td>
<td>N/A</td>
<td>55 (16.47)</td>
<td>0.27</td>
</tr>
<tr>
<td>BCOC Interest 3 and traffic</td>
<td>746</td>
<td>10 (1.34)</td>
<td>10 (1.34)</td>
<td>N/A</td>
<td>10 (1.34)</td>
<td>10 (1.34)</td>
<td>1.50</td>
</tr>
<tr>
<td>CA 2 and conversions</td>
<td>35,752</td>
<td>21,444 (59.98)</td>
<td>21,444 (59.98)</td>
<td>7548 (21.11)</td>
<td>3147 (8.80)</td>
<td>2530 (7.08)</td>
<td>0.29</td>
</tr>
<tr>
<td>CA 1 and conversions</td>
<td>23,872</td>
<td>1637 (6.86)</td>
<td>1637 (6.86)</td>
<td>N/A</td>
<td>1637 (6.86)</td>
<td>1406 (5.89)</td>
<td>0.35</td>
</tr>
</tbody>
</table>

aBCOC: breast cancer and ovarian cancer.
bN/A: not applicable.
cWA: Washington.
dCA: California.
MAGENTA Study Enrollment and Randomization Summary

There were 34,715 unique visitors to the MD Anderson home page during the active social media recruitment period and 22,029 (63.46%) unique clicks. Approximately 63.46% (22,029/34,715) of users who visited the MD Anderson MAGENTA home page during this period clicked on the Get Started link, which directed them to the landing page on the REDCap system. The Submit button on the REDCap landing page received a total of 40.4% (14,025/34,715) of clicks, and the eligibility questionnaire on REDCap was completed 31.35% (10,883/34,715) of the times. Of the completed questionnaires, 14.02% (4887/34,715) were eligible. The enrollment and randomization data from the active social media recruitment period are summarized in Table 2.

Social Media Campaigns and News Stories Influence Enrollment Response

The general recruitment activity following paid advertisements was tracked and compared with periods when paid advertisements were not running. Because of the overlap in campaigns and television news stories, changes in recruitment activity around paid campaigns were not reported for all campaigns, and in some cases, the observation period following the campaign was excluded because of another campaign running during that time. There was an uptake in the completed eligibility questionnaires following individual and successive paid campaigns. Before 2 paid advertisements, which ran back to back in November 2017, there was a rate of 5.2 eligibility questionnaires completed daily. This number increased to a rate of 6.9 during these campaigns and in the week following the campaign. During the 2 weeks before another pair of paid advertisements, published sequentially in March 2018, there was a rate of 7.4 completed eligibility questionnaires daily, increasing to a rate of 12.7 during and in the 2 weeks following the campaign.

Enrollment following paid advertisement campaigns with a narrow geographical focus was further assessed. These campaigns included a targeted campaign in WA State (WA Campaign) and a campaign with multiple advertisements in California (CA; CA Campaign 1, CA Campaign 2, and CA Campaign 3), as seen in Table 3. The WA Campaign reached 20,733 people, about 1.43% (298/20,733) of whom clicked on the webpage link, and 0.35% (73/20,733) went on to view content on the MD Anderson MAGENTA page. Throughout this campaign, a total of 32 individuals from WA State completed the eligibility questionnaire at a rate of 0.6 completed eligibility questionnaires per day. Before this campaign, there was a rate of 0.6 completed eligibility questionnaires per day from the state of CA.

During the active social media enrollment period, several television news stories, spearheaded by patient advocates and clinicians affiliated with the study, about the MAGENTA study were broadcast, including a story from WCCO based in Minnesota, [44], a Fox 2 Detroit story from Michigan, [45], and the King 5 story based in the WA State [46]. These news stories were widely shared over social media. In the month following the WCCO story, completed eligibility questionnaires from Minnesota increased from <0.5 per day to almost 123 per day. An increase in completed questionnaires was also observed following the release of the Fox 2 Detroit story. In the month immediately following this story, the number of completed eligibility questionnaires increased from 0.3 per day to 31 per day. Similarly, in the month following the King 5 story, completed eligibility questionnaires from WA State increased from 0.6 per day to 25 per day. These increases in enrollment and recruitment activities are shown in Figure 5. Other increases, specifically those observed in study video views, aligned with paid Facebook advertising campaigns, where video views was the campaign objective.

Discussion

Principal Findings

This study demonstrated that Facebook is a useful way of reaching women aged >30 years who have a potentially increased risk of ovarian cancer through paid advertising, unpaid social media posts, and promoting news stories on social media. The key learning points include the following:

1. Campaign objectives that require more participant action to reach the end result generate passive engagement along the way.
2. Multimedia posts, specifically those with a video, create opportunities for engagement.
3. Effective social media outreach requires close collaboration with patient advocacy groups.
4. Web-based behavioral advertising can support targeted message delivery but is limited to those present on a specific platform.

In addition to these lessons, this research highlights other important limitations of social media outreach. Each of these learning points is addressed in greater detail below in the following sections.

Campaign Objectives That Require More Action Generate Passive Engagement

More than one-quarter of the participants filling out the eligibility survey had heard about the study through social media, and another 28.16% (3938/13,983) through traditional media sources (ie, television news) that were then amplified by social media. Targeted, regional, paid Facebook advertising resulted in measurable increases in relevant regional enrollment for approximately 2 weeks following each campaign. These
recruitment sources were essential to the successful completion of MAGENTA enrollment and resulted in a wide national representation, with participants enrolling from all 50 states.

The engagement indicators reported across paid advertising were varied by the campaign (Table 3). The campaign objective, budget, schedule, duration, and targeted population all influenced the response rate and participant engagement. During the reported recruitment period, demographic targeting was modified by age, geographic location, and expressed interests on an ongoing basis. Campaigns that were more finely targeted by geographic location and prior engagement with cancer information or groups tended to cost more per result when compared with campaigns with broader targeting, presumably as the more customized population was comparatively smaller and more difficult to reach. Similarly, when the objective of the campaign required more action on the part of the participant to meet the objective, the cost per result increased. In other words, if the objective of the campaign was to get the participant to view the material on the study website, which would require the advertisement to appear on their screen, the participant must actually see the advertisement, click on the advertisement, go to the study home page, and spend a few moments with the study home page open on their browser. As a result, for example, this specific objective required a higher amount of engagement than a post view would. This also means that any advertisement with a multistep objective requiring more engagement accrued more upstream engagement. In the case of website views, to get a certain number of people to view the website, the Facebook advertising system required more people to see the initial post, spend time viewing that post, click the link, and so on. With this pattern in mind, we found that it was possible to increase post engagement upstream by focusing on downstream objectives that require more interaction to achieve. This incidental engagement also facilitated opportunities for repeated exposure, making it more likely for individual users to see information about the study more than once, potentially building brand recognition and familiarity.

**Multimedia Posts Create Opportunities for Engagement**

Multimedia elements, such as the study video, were important for outreach during the study enrollment period. For example, Figure 5 depicts different ways that potential participants could interact with the web-based communication system, illustrating engagement with the study video, among other variables. The study video views fluctuated with the paid campaigns. Although many of the engagement increases observed in Figure 5 were connected to news stories and the subsequent boosting of these stories over social media, there were increases in study video views related to paid campaigns that had a video view objective. As we did not have a mechanism built into the web-based communication system that allowed us to determine how many participants learned about the study from watching the study video specifically, we were unable to calculate how many video views resulted in enrollment. Despite this limitation, video views likely helped build familiarity among the potential participants.

**Social Media Outreach Is Only as Strong as Your Relationships With Patient Advocates**

This study also demonstrates the importance of including patient advocates as members of a multidisciplinary research team and using social media to boost patient advocate-spearheaded recruitment efforts. Patient advocacy groups supporting the MAGENTA study were critical to the success of the study. They not only helped facilitate televised and print news stories but also disseminated study information across their established web-based, as well as in-person, social networks. Importantly, patient advocates working with the study team also helped shape targeted advertising campaigns through Facebook’s campaign targeting tools, which helped identify and boost content for individuals who followed patient advocacy Facebook pages.

Patient advocates were instrumental in designing accessible recruitment materials, getting news stories published, and supporting story circulation. Following the release of news stories featuring the MAGENTA study, there was a consistent increase in enrollment trends, with 28.16% (3938/13,983) of potential participants reporting that they learned about the study over television, referencing specific news stations featuring news clips about the study. These news segments, spearheaded by patient advocates, played a central role in the study recruitment. Although these stories originated via traditional media, either as televised news stories or similar publications, social media still likely played a role in promoting this content. Over social media, more people were able to view and share the news stories, making these news features more accessible. The inclusion of multimedia content, such as videos, appeared to extend this reach further, making web-based content easier to view and share. The advantage of video media is well-documented, with other research confirming that videos and other media-rich posts perform better than text-based content alone [47,48].

Given the spikes in page views and engagement that followed each news story, news stories were arguably one of the most effective outreach mechanisms used during the observed recruitment period. They are also one of the most difficult outreach mechanisms to implement, depending on either significant financial resources or existing interpersonal relationships with a news station or anchor. The MAGENTA study benefited from existing relationships between our patient advocate partners and local news anchors. If traditional media outreach such as this can be obtained, it can clearly be instrumental in meeting recruitment goals; however, it is unrealistic to count on it as a primary outreach mechanism. In addition, outreach that is geographically focused, such as news stories released over a specific network, will ultimately be limited to the demographic served by that network. This was certainly the case for the WCCO story, which is discussed in further detail in the following sections.

The WCCO televised story was arguably the most successful individual recruitment effort [44]. This story featured a local news anchor with a family history of breast and ovarian cancer named Kim Johnson. Johnson is an established household name for many of the communities served by the WCCO and has spoken publicly about ovarian cancer in the past. It is possible
that this story gained the traction it did for the same reasons that web-based information seekers are more likely to use familiar sources—if they can recognize the name, they are more likely to trust it [49]. Comparing these efforts with the enrollment activity following paid advertisements, it appears that although paid advertisements have an impact, collaboration with patient advocacy groups is also important for reaching a target audience. By leveraging existing social networks over social media through patient advocacy groups, Facebook could offer more cost-saving opportunities for research recruitment, particularly for large-scale studies such as MAGENTA. Considering these opportunities, as the average Facebook user continues to age [50], Facebook is likely to become an increasingly favorable venue for recruiting adults for research. A similar evolution in the average user is also observable across other social media platforms.

Web-Based Behavioral Advertising Supports Message Delivery—But Not to Everyone

OBA made it easy to target information about the study to specific age groups, regions, and expressed and inferred interests. For example, we were able to target people who met the age and regional criteria and who had expressed an interest in various ovarian and breast cancer–related initiatives. Women who were aged ≥65 years had the best response rate when compared with other age groups, with approximately 43.95% (15,124/34,410) of reaches translating to engagement. This response rate suggests that although individuals aged ≥65 years make up a smaller percentage of web-based social media users, they are arguably more responsive to the content they see on social media than younger demographics. Their response rates could potentially be leveraged with a different message. Rather than encouraging them to enroll themselves, future advertisements might implore them to encourage their family members to learn more about the MAGENTA study.

Facebook and other social media platforms certainly present several opportunities for researchers; however, privacy concerns and worries over the use of OBA data make it clear that the drivers of Facebook do not always share the same values as the drivers of research. Paid advertising presents unique opportunities to target specific groups of people; however, unpaid posts published across existing web-based social networks are arguably preferable from an ethical standpoint, particularly with regard to recent data breaches on Facebook and concerns about how social media platforms such as Facebook use and monetize OBA data [51]. Data privacy issues such as these affect consumer trust and may deter users from previously trusted social media platforms, such as Facebook. Importantly, when unpaid posts come from existing social media profiles, such as a patient advocacy Facebook page with an established following, it is likely to function better than a sponsored advertisement, in large part because of this trust factor. When a message comes from a trusted source, patients are more likely to feel comfortable engaging with it. This requires research teams to build relationships with patient advocacy groups, specifically with those that include a following that meets the intended study eligibility criteria. In the absence of this invaluable resource, paid advertising may offer an effective alternative.

Most MAGENTA participants were White-identifying individuals. This may have been partly because of the geographic locations that recruitment bursts originated from; for example, the Minnesota burst increased enrollment from a region comprising >80% non-Hispanic White individuals. Black and indigenous people of color are chronically underrepresented in clinical research settings [52]. This trend is partly explained by ineffective recruitment mechanisms [53]. The relatively homogenous sample recruited by the MAGENTA study poses a deficit for research, leaving underrepresented communities less likely to clinically benefit from research findings [52]. This problem is not unique to MAGENTA and is not something that social media recruitment alone can resolve.

Prior work suggests that different groups have different response rates where research is concerned, meaning that targeted marketing, even over social media, is likely to leave certain groups underrepresented [34]. Current recommendations highlight the importance of allowing the target population to inform platform choices [26]. Other social media platforms with sufficient Black and indigenous people of color representation should be explored for recruitment opportunities. Future research should assess the effectiveness of targeted recruitment across varying social media platforms for the purposes of reaching underrepresented populations and exploring alternative delivery models to improve access to genetic testing for Black and indigenous people of color communities.

A drop-off was observed from the initial engagement to enrollment and randomization (Table 2). The drop-off may be explained by a normal study drop-off at each stage; however, it may also be the result of the complex web-based enrollment protocol used. Participants who learned about the study were referred to the study webpage, and there, they were several clicks away from the eligibility questionnaire (Figure 1). Eligible individuals then had to note the messaging at the end of the questionnaire that told them to check their email inbox for an email containing the next steps and ensure that any auto-filtering system they had turned on in their email inbox did not filter the REDCap email directly into their trash or spam box. This issue came up during initial system usability testing and was addressed by adding additional messages at the end of the questionnaire, which prompted people to check their email inboxes. It is possible that some of the drop-off rates between the completion of the questionnaire and providing signed consent may be because of lost emails.

Limitations

There were several limitations to this study. One of the most prominent issues was the varying definitions of reach and engagement across different web-based platforms. Although Facebook differentiated these variables, REDCap did not, making it difficult to accurately compare numbers across the various platforms included in the web-based communication system. This also made it difficult to determine whether a particular effort was successful or whether the participant finally took action after seeing information about the study for the third or fourth time, a potential trend supported by marketing research that indicates that repeated exposure is required for action [54]. Similarly, Facebook does not currently have a way of tracking
website conversions through unpaid posts or a public-facing means of tracking the demographics of engaged users or platforms from which they access content; thus, this information was not collected for unpaid published materials.

The platform itself also has a limitation. First, Facebook, similar to other social media platforms, is a rapidly evolving tool that uses internal user analytics to make changes to its terms and use agreements. This includes routine revisions of advertising platforms. For MAGENTA, this meant that some of the initial targeting variables and content used toward the beginning of the observed recruitment period were no longer available as the outreach continued. Although this is an issue that all social media platforms are likely to face, there are other reasons that researchers should carefully consider their options in social media platforms when choosing one for recruitment outreach.

Platform selection appears to be one of the most important factors in conducting social media research. The most popular social media platforms currently used for research recruitment are Facebook, Twitter, and Instagram. Each of these platforms has different user demographic profiles, with social media preferences varying by race, ethnicity, and age. Facebook is increasingly becoming a platform that is appropriate for reaching middle-aged and older adults as the average Facebook user ages [18]. Instagram and Twitter, on the other hand, may be better options for reaching younger populations, given that the average Instagram and Twitter user is aged <35 years [18]. The average Twitter user, for example, is a young, affluent, college-educated male of color [18]. Certain racial-ethnic groups also tend toward other preferred social media platforms. For example, the most popular social media platform among Koreans is called KakaoTalk [55]. It is important to choose a social media platform populated by members of the intended population. This requires an understanding of the social media habits of the target population. It is also critical to understand that any social media platform will be subject to sampling bias if used to recruit research participants. Not only will recruitment activities be subject to the bias present on the specific platform but also be subject to the bias that results from internet-based recruitment efforts; that is, the resulting study population will largely be made up of individuals who use the internet, a potential marker of eHealth literacy and technology literacy. Regardless of the research goals, the target population should inform the social media platform choice.
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Abstract

Background: Diabetes is associated with significant long-term costs for both patients and health systems. Regular primary care visits aligned with American Diabetes Association guidelines could help mitigate those costs while generating near-term revenue for health systems. Digital interventions prompting primary care visits among unengaged patients could provide significant economic value back to the health system as well as individual patients, but only few economic models have been put forth to understand this value.

Objective: Our objective is to establish a data-based method to estimate the economic impact to a health system of interventions promoting primary care visits for people with diabetes who have been historically unengaged with their care. The model was built with a focus on a specific digital health intervention, Precision Nudging, but can be used to quantify the value of other interventions driving primary care usage among patients with diabetes.

Methods: We developed an economic model to estimate the financial value of a primary care visit of a patient with diabetes to the health system. This model requires segmenting patients with diabetes according to their level of blood sugar control as measured by their most recent hemoglobin A₁c value to understand how frequently they should be visiting a primary care provider. The model also accounts for the payer mix among the population with diabetes, documenting the percentage of insurance coverage through a commercial plan, Medicare, or Medicaid, as these influence the reimbursement rates for the services. Then, the model takes into consideration the population base rates of comorbid conditions for patients with diabetes and the associated current procedural terminology codes to understand what a provider can bill as well as the expected inpatient revenue from a subset of patients likely to require hospitalization based on the national hospitalization rates for people with diabetes. Physician reimbursement is subtracted from the total. Finally, the model also accounts for the level of patient engagement with the intervention to ensure a realistic estimate of the impact.

Results: We present a model to prospectively estimate the economic impact of a digital health intervention to encourage patients with documented diabetes diagnoses to attend primary care visits. The model leverages both publicly available and health system data to calculate the per appointment value (revenue) to the health system. The model offers a method to understand and test the financial impact of Precision Nudging or other primary care–focused diabetes interventions inclusive of costs driven by comorbid conditions.

Conclusions: The proposed economic model can help health systems understand and evaluate the estimated economic benefits of interventions focused on primary care and prevention for patients with diabetes as well as help intervention developers determine pricing for their product.

(JMIR Form Res 2022;6(9):e37745) doi:10.2196/37745
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Introduction

The Centers for Disease Control and Prevention (CDC) estimates that in 2018, 34.2 million Americans or 10.5% of the US population had diabetes [1]. The economic costs associated with diabetes in the United States are estimated to be in excess of US $327 billion total, with US $237 billion coming from direct medical costs and the rest in productivity reductions. For individual patients, the economic impact of diabetes can be catastrophic, with estimated annual medical expenses of US $9600 directly attributable to diabetes and a total of US $16,750 on average, with medical expenditures exceeding 2.3 times the amount incurred by patients without diabetes [2]. People with diabetes are also likely to have comorbid conditions that contribute significantly to their medical expenses [3,4], with 40% of adults with diabetes having at least 3 comorbid chronic diseases [5]. Moreover, people with diabetes have an increased odds of inpatient admission [6], with 34% of patient admissions occurring among people with diabetes [1] and a higher likelihood of readmission within 30 days of discharge [7] compared to people without diabetes (20.5%) [8]. In short, diabetes is both prevalent and expensive.

It is also common for people with diabetes to not be aware that they have the condition, which limits their ability to engage in appropriate care. In 2018, 21.4% of US adults with diabetes did not report having the condition—a total of 7.3 million people whose laboratory results qualify for a diagnosis [1]. This group is almost certainly not engaged in recommended condition management behaviors such as primary care and specialist appointments specifically to address diabetes. Engagement is lacking in people who are aware of their diabetes status as well; for example, one study on people with diabetes found 16.2% were no-shows to their last scheduled primary care appointment [9]. In general, missed medical appointments are estimated to cost the US health care system in excess of US $150 billion per year [10], indicating a need for interventions that increase patient attendance.

Noncompliance with recommended care has serious consequences for both individuals and systems. A comparison of people with diabetes who were compliant and noncompliant with American Diabetes Association recommendations for primary care found significant improvements in medical utilization, including a reduction in the need for inpatient care [11] when recommendations were followed. For example, one study found that promoting lifestyle changes around diet and physical activity for people with diabetes and prediabetes yielded significant cost savings related to medical care over a 10-year time period [12]. Regular well visits with providers are also associated with positive outcomes for people with diabetes. Research suggests that about 30% of patients working with a primary care provider (PCP) achieve hemoglobin A1c (HbA1c) control by 1 year [13], and in general, interventions targeting appointment attendance are associated with better diabetes outcomes [14].

Naturally, many behavioral interventions for people with diabetes focus on adherence to recommended clinical pathways to improve outcomes. In the digital health space, these interventions often focus on blood glucose monitoring, diabetes education, and lifestyle modifications [15] as the key modifiable behaviors. In general, these digital health apps have heterogeneous outcomes with some promise to help lower HbA1c levels and other biometrics as well as improve patient self-efficacy and condition management skills [16]. For example, a meta-analysis and evidence review of app-based interventions for type 2 diabetes suggests an overall reduction in HbA1c levels among users, particularly among younger users, and when there is a feedback loop involving the provider [17]. A number of these digital health interventions claim to reduce the system- and individual-level costs of diabetes. For example, in one longitudinal claims-based study of Omada Diabetes Prevention Program, participants incurred reduced health care costs at 1 year after enrollment, including reduced inpatient costs [18]. Evidence suggests that digital health interventions may be an effective tool to augment clinical-based diabetes care, but there remain gaps in the evidence base, particularly around the economic impact [19,20] and a relative dearth of interventions focused on supporting traditional clinical pathways such as primary care. Finally, models focused on cost reduction may overlook the value to health systems from revenue generation via primary care utilization.

In short, diabetes is a complex condition that can drive costs from a number of sources, whether through more intensive preventative care needs, frequently comorbid conditions, or complications or sequelae requiring more expensive treatment. Given the focus of most diabetes digital health interventions, estimates of the value of these interventions often focus on the impact of lifestyle changes rather than appropriate utilization of preventative care such as regular PCP appointments. Primary prevention and regular care are likely to deliver value to the health system beyond their direct impact and have been considered as components of a value-based agreement for diabetes care [21,22]. We believe there is cause to focus on primary care and well visits as a modifiable behavior for people with diabetes and a need to quantify the economic value of doing so in order to appropriately prioritize interventions.

In this paper, we put forth a conceptual model and process to prospectively estimate the downstream economic benefits of a specific primary care–focused diabetes intervention, Precision Nudging for diabetes, to a health system. This model will ultimately provide the basis for assessing the intervention’s value postimplementation, with a focus on revenue to the health system rather than a specific clinical outcome or quality-adjusted life years [23]. Although the model was developed to assess a specific intervention, we believe it is generalizable to understand the economic impact of other digital health initiatives focused on primary care utilization for people with diabetes. This would permit value-based pricing of commercial digital health interventions as well as an evidence-based method for health systems and provider organizations to determine whether and how to utilize such interventions for their populations.
**Methods**

**Overview**

The model was developed prospectively to quantify the impact of a specific diabetes behavioral intervention called as Precision Nudging. The key outcome measure for the intervention is the number of patients who attend a PCP appointment; therefore, the model focuses on assigning a financial value to each appointment to understand the financial impact of the intervention. The model focuses on the value that accrues to a health system, taking into account direct and indirect costs of diabetes as well as provider reimbursements, and was specifically intended to help health systems evaluate the value of Precision Nudging for their population.

**Precision Nudging Intervention**

Precision Nudging for diabetes is an English-language messaging intervention for people with a diagnosis of type 1 or type 2 diabetes, focused on the target behaviors of scheduling and attending a well visit with a PCP either once, twice, or 4 times per year based on their most recent A1c value as recommended by the Healthcare Effectiveness Data and Information Set (HEDIS) [24]. A behavioral reinforcement learning algorithm [25-27] selects behavioral science–based message content to send to eligible patients to prompt them to schedule and attend a diabetes well visit. The algorithm is designed to select messages based on recipient characteristics with an emphasis on prior recipient behavioral responses (ie, message opens and clicks and appointment scheduling and attendance), to maximize the likelihood the message is opened and the call to action heeded.

The messages are designed to address specific barriers people might have to scheduling and attending a diabetes well visit, identified through primary research during the intervention development process and a comprehensive literature review. Behavioral designers use an intervention mapping process to categorize the determinants and align them with behavior change techniques [28,29], which are then operationalized as message content (subject lines and body copy) and visual designs. The behavioral reinforcement learning algorithm compiles a complete message for each recipient from 10 subject lines and 26 body copy/visual design options, for a total of 320 unique message combinations that a patient might receive. Eligible patients receive 1 email per week for 5 weeks, followed by an 8-week pause, and then another 1 message per week for 5 weeks. This pattern repeats until the patient either unsubscribes from the intervention or takes action by scheduling and attending a PCP visit. The key outcome metric associated with Precision Nudging is the completion of a primary care appointment. The outcome of appointment attendance serves as the basis for the economic model.

**Establishment of Diabetes Impact to the Health System**

A best practice in developing economic impact models is to clearly identify the entity to which the value is delivered [30]. In this case, it is the health system. The first step in the economic model is to establish the impact of diabetes to the health system with respect to diabetes severity and risk level, as characterized by patients’ most recent HbA1c value. This analysis will vary by health system depending on their patient population and payer mix. First, an understanding of the health system’s patient population with diabetes must be established. This occurs by parsing electronic medical record data to identify patients with a documented diagnosis of diabetes (excluding gestational or medication-induced diabetes). The method of documenting a diabetes diagnosis may vary depending on system and implementation. In our case example, the health system maintained a diabetes registry within its Epic implementation that provided the base estimates for diabetes in the patient population.

From there, we segmented patients with diabetes based on their last recorded HbA1c value. Following Healthcare Effectiveness Data and Information Set measures [24], patients were grouped as well-controlled if their HbA1c level was below 7, moderately controlled if their HbA1c level was between 7 and 9, and uncontrolled if their HbA1c level was above 9. Patients who did not have an HbA1c value in their records were classified as moderately well-controlled for messaging purposes, with the rationale that their PCP would order A1c testing in a first or second visit and then the patient would be classified based on their actual value. In addition to facilitating guideline-consistent recommendations for care within the intervention, segmenting patients by HbA1c value also permits the risk adjustment that has been identified as a best practice for understanding the value [31].

Because the intervention targets patients who are not up-to-date with recommended PCP appointments, we also set eligibility parameters based on the date of the last primary care visit. The recommended frequency of primary care visits differs by HbA1c level; therefore, well-controlled patients are recommended 1 visit per year, moderately well-controlled 2 visits per year, and poorly controlled 4 visits per year, consistent with American Diabetes Association guidelines [32]. We classify patients who have not had a primary care visit in the appropriate lookback period and do not have one scheduled in the next 3 months as unengaged and consider them eligible for intervention messaging.

In working with a health system, it may be necessary to repeat the exercise of identifying patients with diabetes and classifying them by HbA1c level per market or care site where the intervention will be offered, particularly if the payer mix or provider reimbursements vary by location. Table 1 offers an example of what this documentation may look like per location.
Table 1. Quantification of the population with diabetes within a health system or market by the hemoglobin A\textsubscript{1c} value and being unengaged with care due to not having a past appointment within the recommended time frame or a future visit scheduled.

<table>
<thead>
<tr>
<th>Patient HbA\textsubscript{1c}\textsuperscript{a} level</th>
<th>Criterion 1 (HbA\textsubscript{1c} value)</th>
<th>Patients (n)</th>
<th>And criterion 2 (appointment overdue)</th>
<th>Patients (n)</th>
<th>And criterion 3 (next appointment more than x time in future)</th>
<th>Total unengaged population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controlled</td>
<td>HbA\textsubscript{1c} &lt; 7</td>
<td>XXX</td>
<td>Last appointment &gt; 11 months</td>
<td>XXX</td>
<td>3 months</td>
<td>XXX</td>
</tr>
<tr>
<td>Moderately controlled</td>
<td>HbA\textsubscript{1c} \geq 7 to &lt; 9</td>
<td>XXX</td>
<td>Last appointment &gt; 5 months</td>
<td>XXX</td>
<td>3 months</td>
<td>XXX</td>
</tr>
<tr>
<td>Uncontrolled</td>
<td>HbA\textsubscript{1c} \geq 9</td>
<td>XXX</td>
<td>Last appointment &gt; 2 months</td>
<td>XXX</td>
<td>3 months</td>
<td>XXX</td>
</tr>
</tbody>
</table>

\textsuperscript{a}HbA\textsubscript{1c}: hemoglobin A\textsubscript{1c}.

Identification of Current Procedural Terminology Codes

The next step in developing the model was to identify the current procedural terminology (CPT) codes corresponding to the procedures that may take place during a primary care visit for a patient with diabetes. Then, each code was assigned an allocation based on the percentage of patients who would be expected to receive that code on a given visit. For example, every PCP visit merits a CPT code for physician office visit; therefore, that code receives a 100% allocation, while the CPT code for a lipid panel is assigned a 44% allocation based on the national rate of hypercholesterolemia among people with diabetes [1]. A total of 10 CPT codes were identified and assigned an allocation percentage (see Table 2). The identified codes include professional services only that can be bundled within the parameters of a physician visit. Hospital laboratory services related to the visit were excluded.

CPT code volumes were then adjusted based on the percentage of patients in the health system with a status of well controlled, moderately controlled, or uncontrolled and the corresponding number of annual wellness visits recommended (1, 2, or 4, respectively). Finally, the health system’s patient population was characterized in terms of its payer mix to assign a financial value to each CPT code and its projected frequency. Dollar amounts were assigned based on typical reimbursement rates for each CPT code by plan, as determined by (1) Medicare: based on data from Palmetto GBA, (2) Medicaid: based on the rates for the state where the health system is located, and (3) commercial health plan: based on an average 135% of the Medicare reimbursement.

Table 2. The 10 current procedural terminology codes and their corresponding allocations based on the percentage of patients with diabetes likely to need them in a primary care provider appointment in order to determine the revenue potential of each appointment.

<table>
<thead>
<tr>
<th>Current procedural terminology code description</th>
<th>Allocation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physician office visit</td>
<td>100</td>
</tr>
<tr>
<td>Hemoglobin A\textsubscript{1c} level</td>
<td>100</td>
</tr>
<tr>
<td>Urinalysis</td>
<td>100</td>
</tr>
<tr>
<td>Lipid panel</td>
<td>44</td>
</tr>
<tr>
<td>Complete blood count with auto-differential</td>
<td>100</td>
</tr>
<tr>
<td>Education on self-managed blood pressure setup</td>
<td>68</td>
</tr>
<tr>
<td>Education on self-managed blood pressure monitor</td>
<td>68</td>
</tr>
<tr>
<td>Tobacco cessation</td>
<td>22</td>
</tr>
<tr>
<td>Diabetic foot examination</td>
<td>100</td>
</tr>
<tr>
<td>Depression</td>
<td>25</td>
</tr>
</tbody>
</table>

Physician Reimbursement

The revenue to the professional practice is offset by provider reimbursement. Physicians are reimbursed based on the CPT codes they submit, with each code having a relative value unit assigned to it by the Centers for Medicare and Medicaid Services (CMS). The worked relative value units are multiplied by a conversion factor, which may include a geographical adjustment, to arrive at a dollar value for each service. In order to account for physician reimbursement in the model, provider reimbursement was estimated using the median Medical Group Management Association conversion factor on CMS relative value units for the CPT codes charged [33].

Inpatient Care Reimbursement

People with diabetes are more likely to be admitted to inpatient care than people without diabetes [6]; the CDC reports that 339 out of 1000 people with diabetes may experience the need for inpatient care over a 1-year period [1]. Fortunately, regular PCP visits may reduce the risk of inpatient care, as following American Diabetes Association guidelines is associated with decreased admission rates [11]. Because the Precision Nudging
intervention focused on the unengaged population who were out of compliance with the recommended cadence of primary care visits, we focused on only that group in calculating potential inpatient care costs. Revenue is calculated on the margin from reimbursement by commercial health plans, Medicare, and Medicaid in the proportion those payers cover the unengaged patients exist in the system’s population. These calculations yield a value summary.

Summary Calculation

When applied to the population of patients with diabetes within a health system, this economic impact model yields an annual incremental value summary for the intervention—that is, a specific dollar value per primary care visit scheduled as a result of the intervention. The total margin is calculated by adding total professional practice revenue and total hospital margin and subtracting total provider compensation. This amount can be annualized and divided by the number of visits attended to arrive at a value per visit. This dollar amount supports the calculation of a return on investment based on the costs of implementation and operational support for the intervention.

The final calculation using the economic impact model with the inputs described above is as follows:

Professional practice revenue (annual) + inpatient revenue (annual) – provider compensation (annual) = Total annual reimbursement to health system / Total attended PCP appointments from 100,000 patients = Dollar value per appointment

Ethical Considerations

The development of the economic impact model did not utilize human subjects and so was not submitted for institutional review board review.

Table 3. Values based on the health system where the intervention was used to describe a population of 100,000 patients with diabetes by hemoglobin A\textsubscript{1c} value who do not have a past appointment within the recommended time frame or a future visit scheduled and would therefore be eligible for the intervention.

<table>
<thead>
<tr>
<th>Patient HbA\textsubscript{1c} Level</th>
<th>Criterion 1 (HbA\textsubscript{1c} value)</th>
<th>Patients (N=100,000)</th>
<th>And criterion 2 (appointment overdue)</th>
<th>Patients (n=25,989)</th>
<th>And criterion 3 (next appointment more than x time in future)</th>
<th>Total unengaged population (eligible for messages) (n=22,171)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controlled</td>
<td>HbA\textsubscript{1c} &lt; 7</td>
<td>50,000</td>
<td>Last appointment &gt; 11 months</td>
<td>6550</td>
<td>3 months</td>
<td>6301</td>
</tr>
<tr>
<td>Moderately controlled</td>
<td>HbA\textsubscript{1c} ≥ 7 to &lt;9</td>
<td>35,500</td>
<td>Last appointment &gt; 5 months</td>
<td>10,579</td>
<td>3 months</td>
<td>9172</td>
</tr>
<tr>
<td>Uncontrolled</td>
<td>HbA\textsubscript{1c} ≥ 9</td>
<td>14,500</td>
<td>Last appointment &gt; 2 months</td>
<td>8860</td>
<td>3 months</td>
<td>6698</td>
</tr>
</tbody>
</table>

\textsuperscript{a}HbA\textsubscript{1c}: hemoglobin A\textsubscript{1c}

Identification of CPT Codes

The development of the economic impact model did not utilize human subjects and so was not submitted for institutional review board review.

Table 3. Values based on the health system where the intervention was used to describe a population of 100,000 patients with diabetes by hemoglobin A\textsubscript{1c} value who do not have a past appointment within the recommended time frame or a future visit scheduled and would therefore be eligible for the intervention.

<table>
<thead>
<tr>
<th>Patient HbA\textsubscript{1c} Level</th>
<th>Criterion 1 (HbA\textsubscript{1c} value)</th>
<th>Patients (N=100,000)</th>
<th>And criterion 2 (appointment overdue)</th>
<th>Patients (n=25,989)</th>
<th>And criterion 3 (next appointment more than x time in future)</th>
<th>Total unengaged population (eligible for messages) (n=22,171)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controlled</td>
<td>HbA\textsubscript{1c} &lt; 7</td>
<td>50,000</td>
<td>Last appointment &gt; 11 months</td>
<td>6550</td>
<td>3 months</td>
<td>6301</td>
</tr>
<tr>
<td>Moderately controlled</td>
<td>HbA\textsubscript{1c} ≥ 7 to &lt;9</td>
<td>35,500</td>
<td>Last appointment &gt; 5 months</td>
<td>10,579</td>
<td>3 months</td>
<td>9172</td>
</tr>
<tr>
<td>Uncontrolled</td>
<td>HbA\textsubscript{1c} ≥ 9</td>
<td>14,500</td>
<td>Last appointment &gt; 2 months</td>
<td>8860</td>
<td>3 months</td>
<td>6698</td>
</tr>
</tbody>
</table>

\textsuperscript{a}HbA\textsubscript{1c}: hemoglobin A\textsubscript{1c}

Results

Although we are unable to provide the specific calculation used with the health system implementation due to its use of proprietary information, the following example illustrates the process with a resulting dollar value per visit. The example is based on a (hypothetical) population of 100,000 patients with diabetes diagnoses; segment breakdowns are modeled on national averages where available.

Diabetes Segments in the Patient Population

According to the 2020 CDC National Diabetes Statistics Report, 50% of adults with diabetes had A\textsubscript{1c} values below 7, 35.5% had A\textsubscript{1c} values between 7 and 9, and 14.5% had A\textsubscript{1c} values above 9 [1]. We use this breakdown in our sample population of 100,000 patients. Next, given a lack of national data on engagement with primary care for patients with diabetes by level of glycemic control, we look at the actual health system where the intervention was deployed for engagement rates in each A\textsubscript{1c} category. Within those segments, 13.1% (6550/50,000) of the patients with A\textsubscript{1c} values below 7 were overdue for their PCP visit, as were 29.8% (10,579/35,500) of the patients with A\textsubscript{1c} values between 7 and 9, and 61.1% (8860/14,500) of the patients with A\textsubscript{1c} values above 9. Finally, 96.2% (6301/6550) of the overdue patients with A\textsubscript{1c} values below 7 did not have a future PCP visit scheduled, nor did 86.7% (9172/10,579) of the patients with A\textsubscript{1c} values between 7 and 9, nor 75.6% (6698/8860) of the patients with A\textsubscript{1c} values above 9. The number of patients from the original population of 100,000 considered unengaged with their diabetes care is 22,171 people. The calculation of the unengaged sample eligible for the intervention is summarized in Table 3.

Applying that breakdown to the hypothetical population of 22,171 patients eligible for the intervention by A\textsubscript{1c} level allows us to look at the CPT codes each patient may be charged each year if they participate in recommended diabetes care. Then, prices from the Palmetto GBA and state Medicaid reimbursement rates are applied to calculate the dollar value associated with the recommended care for the eligible population. Because the frequency of the recommended diabetes visits varies by the A\textsubscript{1c} level, this exercise should be done...
separately for each A$_{1c}$ category. For illustrative purposes, the CPT code–based revenue potential of a diabetes well visit for the uncontrolled group (A$_{1c}$>9) is described in Table 4.

Please note that the calculations for the moderately controlled and well-controlled groups are not included here but are part of the actual analysis. For this example, the total potential annualized revenue to the health system across all 3 A$_{1c}$ categories comes to US $44,778,974. Considering only the unengaged patients in the sample, the total potential annual reimbursement to the health system is US $1,313,177.

**Table 4.** Potential annualized revenue from an eligible patient population with hemoglobin A$_{1c}$ levels above 9 (uncontrolled group) based on the payer mix and the expected current procedural terminology codes that could be billed during a primary care provider visit (N=14,500).

<table>
<thead>
<tr>
<th>CPT code description</th>
<th>Commercial plan</th>
<th>Medicare</th>
<th>Medicaid</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Code allocation (n=9614), n (%)</td>
<td>Reimbursement (USD) (Total=US $8,986,351)</td>
<td>Code allocation (n=2973), n (%)</td>
</tr>
<tr>
<td>Physician office visit</td>
<td>9614 (100)</td>
<td>5,669,134</td>
<td>2973 (100)</td>
</tr>
<tr>
<td>Hemoglobin A$_{1c}$</td>
<td>9614 (100)</td>
<td>743,081</td>
<td>2973 (100)</td>
</tr>
<tr>
<td>Urinalysis</td>
<td>9614 (100)</td>
<td>N/A (bundled with physician office visit)</td>
<td>2973 (100)</td>
</tr>
<tr>
<td>Lipid panel</td>
<td>4230 (43.9)</td>
<td>450,869</td>
<td>1308 (43.9)</td>
</tr>
<tr>
<td>Complete blood count with auto-differential</td>
<td>9614 (100)</td>
<td>297,309</td>
<td>2973 (100)</td>
</tr>
<tr>
<td>Education on self-managed blood pressure setup</td>
<td>6538 (68)</td>
<td>92,552</td>
<td>2022 (68)</td>
</tr>
<tr>
<td>Education on self-managed blood pressure monitor</td>
<td>6538 (68)</td>
<td>1,585,158</td>
<td>2022 (68)</td>
</tr>
<tr>
<td>Tobacco cessation</td>
<td>2115 (21.9)</td>
<td>87,894</td>
<td>654 (21.9)</td>
</tr>
<tr>
<td>Diabetic foot examination</td>
<td>9614 (100)</td>
<td>N/A (bundled with physician office visit)</td>
<td>2973 (100)</td>
</tr>
<tr>
<td>Depression</td>
<td>2404 (25)</td>
<td>60,354</td>
<td>743 (24.9)</td>
</tr>
</tbody>
</table>

*aCPT: current procedural terminology.

*bN/A: not applicable.

**Physician Reimbursement**

Next, we calculated the expected physician reimbursement based on the CPT codes they would be able to submit for the intervention population. This provider compensation, described in Table 5, will be subtracted from the practice revenue. At this point, we assume that not all patients targeted by the intervention will participate in a PCP appointment; based on typical engagement rates for Lirio’s digital health interventions, we chose a conservative estimate of 10% appointment attendance among the total unengaged population (n=2235).

Multiplying the 5006.87 relative value units that providers can submit by the Medical Group Management Association conversion factor of US $41.94 yields a monthly provider reimbursement of US $17,499 or US $209,988 per year.
Table 5. An estimate for provider reimbursement based on current procedural terminology codes submitted during a primary care provider appointment as predicted by comorbidity rates with diabetes.

<table>
<thead>
<tr>
<th>Current procedural terminology code description</th>
<th>Allocation (n=2217), n (%)</th>
<th>Total with relative value units (n=5006.87)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physician office visit</td>
<td>2217 (100)</td>
<td>4256.64</td>
</tr>
<tr>
<td>Hemoglobin A₁c level</td>
<td>2217 (100)</td>
<td>N/A</td>
</tr>
<tr>
<td>Urinalysis</td>
<td>2217 (100)</td>
<td>N/A</td>
</tr>
<tr>
<td>Lipid panel</td>
<td>975 (43.9)</td>
<td>N/A</td>
</tr>
<tr>
<td>Complete blood count with auto-differential</td>
<td>2217 (100)</td>
<td>N/A</td>
</tr>
<tr>
<td>Education on self-managed blood pressure setup</td>
<td>1508 (68)</td>
<td>271.36</td>
</tr>
<tr>
<td>Education on self-managed blood pressure monitor</td>
<td>1508 (68)</td>
<td>361.81</td>
</tr>
<tr>
<td>Tobacco cessation</td>
<td>488 (22)</td>
<td>117.06</td>
</tr>
<tr>
<td>Diabetic foot examination</td>
<td>2217 (100)</td>
<td>N/A</td>
</tr>
<tr>
<td>Depression</td>
<td>554 (24.9)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*N/A: not applicable.*

Inpatient Care Reimbursement

Using the 339 in 1000 rate of hospitalization among patients with diabetes [1] and considering the 10% of the unengaged population (n=2235) that we predict to capture in the intervention, we estimate that approximately 757 patients will receive inpatient care over the next year. In our actual health system implementation, expected reimbursement per patient by payer type for an inpatient stay was provided. For purposes of the modeling exercise, we used the following values: (1) Medicare: US $2000 based on the CMS Financial Year 2023 national adjusted operating standardized amount, non–labor-related costs [35]; (2) Medicaid: US $1280 or 64% of the Medicare reimbursement (proportional to the reimbursement for physician office visit); and (3) commercial health plan: US $2700 or 135% of the Medicare reimbursement. Assuming an even mix of hospitalization across payer type and A₁c level and using these reimbursement values, we calculated an annual value summary from inpatient care of US $1,796,506.

Summary Calculation

Using the inputs described above, the final calculation using the economic impact model is as follows:

Professional practice revenue (annual, US $1,313,177) + inpatient revenue (annual, US $1,796,506) – provider compensation (annual, US $209,988) = Total annual reimbursement to health system (US $3,050,957) / Total attended PCP appointments from 100,000 patients (2217) = Dollar value per appointment (US $1297)

The final value calculated in this example was US $1297 per PCP appointment attended by an unengaged patient with diabetes. This value can now become the basis for pricing discussions and return on investment calculations.

Discussion

Principal Findings

This economic impact analysis provides a method for estimating the immediate and downstream value to a health system of the Precision Nudging intervention targeting primary care for patients with diabetes. This model could also be applied to estimate the value for other interventions focused on connecting patients with diabetes with primary care or adapted to use for other patient populations. Being able to forecast the total economic value of an intervention is a critical prerequisite for widespread adoption [36] and will help both intervention designers and health system customers more quickly identify which tools are effective [37]. Importantly, the model takes into account the different patient risk profiles associated with various levels of glycemic control as measured by HbA₁c levels. It also relies heavily on publicly available data from CMS, the CDC, and similar organizations, making it possible for other stakeholders to adapt this model to assign a value to their own interventions.

This model was developed as a pricing exercise ahead of implementing an intervention. An immediate opportunity is to populate the model with actual health system data and determine whether its predictions align with real-world performance. Precision Nudging for diabetes is currently used in the health system for whom this model was developed. Given the model’s 1-year time horizon, patient claims data can be used 12 months postimplementation to verify whether the estimated impacts were realized and how the model may need to be corrected to more accurately reflect outcomes.

We anticipate the model will need to be adjusted as we learn more about the uptake and effect of interventions targeting primary care use. For example, not all patients who are targeted for a digital health intervention will take action as a result. Although in one study, 65% of adults with diabetes expressed willingness to use a digital health tool to manage their diabetes even if it had a minimal effect on their outcomes [38], the intention-behavior gap is well-documented [39] and it is well-known that digital health adoption in general lags expectations. Therefore, we recommend adjusting any economic impact estimates to reflect a portion of the population that may take action, especially if using the model as part of a pricing or sales exercise. The conservative adoption value of 10% we used...
in the initial model will likely need to be edited to reflect actual engagement rates.

In fact, it is likely that a validation study will find greater uptake than the 10% estimate used to build the model. This is because the particular digital health intervention being studied meets best practices for adoption [36], such as being easy for patients to use and providing a self-evident clinical benefit (adherence to recommended provider visits). Product teams also constantly iterate and improve on digital health offerings, ostensibly improving their uptake and impact. Over time, it may be possible to quantify intervention design factors that influence uptake and use them as inputs to an economic impact model like this one. Relatedly, it will be important to reassess the intervention’s impact over time as improvements are made to the intervention and how it is implemented.

Another opportunity area is to expand this type of economic modeling to digital health interventions that promote provider appointments for other chronic conditions, especially conditions where patients often have multiple comorbidities. There are likely significant downstream cost benefits to adequate primary care for patients with these conditions, and better understanding the nature of those benefits can help support health system choices on where to focus their patient support efforts.

We believe this kind of economic impact analysis will help determine the appropriate role of digital health interventions in value-based care contracts, which are increasingly common in the United States [21]. This model, along with research on leveraging primary care relationships for the care of chronic conditions, suggests that there is significant immediate and downstream value to using scalable technology to connect patients to their PCPs, such as reduced cost compared to specialist care [40], reduced mortality [41], and improved outcomes [42].

Finally, we recognize that the economic value of an intervention to a health system is only part of the story. To be successful over time, interventions must also support patient quality of life [43]; indeed, economic models focused on quantifying value to entities such as governments, employers, or payers often include quality-adjusted life years or productivity-based outcomes [23]. Although this economic value model is health system revenue–focused, it accounts for factors that matter to the patient experience. Avoiding progression of diabetes and related comorbidities and otherwise maintaining a better quality of health should positively impact patient quality of life. Ultimately, the goal is not to drive more health care utilization but rather to drive appropriate health care utilization. A future research direction is to understand patient experience consequent to interventions like Precision Nudging and ensure that the interventions deliver improvements for patients as well as systems.

**Limitations**

A major limitation that undergirds the need to pressure test the model with real world data is that it is unlikely any health system will perfectly mirror the publicly available data used to build the model. For example, we used average comorbidity rates of other health conditions for people with diabetes to estimate how frequently providers would be able to charge specific CPT codes. It is very likely that within any given health system, actual patient comorbidity rates differ from those averages. Given that part of the intent of the model is to guide pricing around primary care interventions, there is a limited acceptable margin of error for differences between the estimates and actual data. If the model is overly generous in its value calculations, it will not be accepted by health systems as a pricing tool. It also requires some effort for any health system to populate the model with their own data (eg, their patient payer mix), and it is likely some organizations will prefer not to go through the exercise. There is a tension between using average or typical data to ballpark the value of an intervention and the labor required to arrive at a more precise estimate by using actual health system data.

The inclusion of inpatient care as a value-add in the model is also a concern because it is at odds with the goals of limiting patient costs and improving quality of life. In an ideal state, primary care would help stave off hospitalizations rather than prompting them. Unfortunately, in working with unengaged patient populations, it is likely that some of them will require hospitalization subsequent to a primary visit due to unaddressed health issues. If interventions like Precision Nudging that target more regular and appropriate use of primary care are successful, over time, we hope that the value from hospitalizations in this model will need to be reduced. Finally, it is a limitation that we are unable to share the specific data used in the initial development of the model for a real health system. We have used mock data in our results that provide a similar output and offer a reasonable ballpark dollar value for the diabetes primary care visit.

**Conclusion**

For digital health interventions targeting primary care to receive greater attention and be implemented in health systems, it is important to quantify the value they deliver. To our knowledge, there have been no widely accepted ways to value the economic impact of interventions that encourage appropriate use of primary care among people with diabetes. This paper offers a model based largely on publicly available data that would allow the calculation of a dollar value for a primary care visit for a patient with diabetes; this facilitates intervention pricing by vendors as well as prioritization by health systems or other customers as they consider the mix of services they use to close gaps in patient care. So much focus in digital health interventions for diabetes has been around blood glucose monitoring, education and lifestyle change, but appropriate use of primary care is a powerful tool too. Use of this model should help ensure that primary care–focused interventions receive their due recognition as effective tools to treat people with diabetes and prevent the progression of illness and its comorbidities.
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Abstract

Background: The COVID-19 pandemic represents the most unprecedented global challenge in recent times. As the global community attempts to manage the pandemic in the long term, it is pivotal to understand what factors drive prevalence rates and to predict the future trajectory of the virus.

Objective: This study had 2 objectives. First, it tested the statistical relationship between socioeconomic status and COVID-19 prevalence. Second, it used machine learning techniques to predict cumulative COVID-19 cases in a multicountry sample of 182 countries. Taken together, these objectives will shed light on socioeconomic status as a global risk factor of the COVID-19 pandemic.

Methods: This research used exploratory data analysis and supervised machine learning methods. Exploratory analysis included variable distribution, variable correlations, and outlier detection. Following this, the following 3 supervised regression techniques were applied: linear regression, random forest, and adaptive boosting (AdaBoost). Results were evaluated using k-fold cross-validation and subsequently compared to analyze algorithmic suitability. The analysis involved 2 models. First, the algorithms were trained to predict 2021 COVID-19 prevalence using only 2020 reported case data. Following this, socioeconomic indicators were added as features and the algorithms were trained again. The Human Development Index (HDI) metrics of life expectancy, mean years of schooling, expected years of schooling, and gross national income were used to approximate socioeconomic status.

Results: All variables correlated positively with the 2021 COVID-19 prevalence, with $R^2$ values ranging from 0.55 to 0.85. Using socioeconomic indicators, COVID-19 prevalence was predicted with a reasonable degree of accuracy. Using 2020 reported case rates as a sole predictor to predict 2021 prevalence rates, the average predictive accuracy of the algorithms was low ($R^2=0.543$). When socioeconomic indicators were added alongside 2020 prevalence rates as features, the average predictive performance improved considerably ($R^2=0.721$) and all error statistics decreased. Thus, adding socioeconomic indicators alongside 2020 reported case data optimized the prediction of COVID-19 prevalence to a considerable degree. Linear regression was the strongest learner with $R^2=0.693$ on the first model and $R^2=0.763$ on the second model, followed by random forest (0.481 and 0.722) and AdaBoost (0.454 and 0.679). Following this, the second model was retrained using a selection of additional COVID-19 risk factors (population density, median age, and vaccination uptake) instead of the HDI metrics. However, average accuracy dropped to 0.649, which highlights the value of socioeconomic status as a predictor of COVID-19 cases in the chosen sample.

Conclusions: The results show that socioeconomic status is an important variable to consider in future epidemiological modeling, and highlights the reality of the COVID-19 pandemic as a social phenomenon and a health care phenomenon. This paper also
puts forward new considerations about the application of statistical and machine learning techniques to understand and combat the COVID-19 pandemic.

**KEYWORDS**
COVID-19; machine learning; data analysis; epidemiology; human development index

**Introduction**

**Background**

The COVID-19 pandemic represents the most unprecedented global challenge in recent times. Originally identified in the city of Wuhan, China, the SARS-CoV-2 virus spread across the world, and the situation escalated into an international emergency. Despite widespread containment efforts in 2020, as well as the largest vaccine rollout in history [1], the pandemic continued to challenge the global community in 2021. Research is being conducted to analyze the trajectory of the virus, and to understand why particular populations or countries have been more severely impacted than others [2,3]. This has been supported by increases in data availability, which has enabled researchers to investigate a large range of potential COVID-19 risk factors. These risk factors can be categorized as clinical or nonclinical. Clinical risk factors include obesity [4-6], diabetes [7,8], and smoking [9]. Examples of nonclinical risk factors are cultural differences [10], government containment measures [11], vaccination attitudes [12], and socioeconomic status [13-15].

This paper focuses on the nonclinical risk factor of socioeconomic status as a determinant of COVID-19 prevalence. To provide a reliable empirical metric for socioeconomic status, the Human Development Index (HDI) of the United Nations Development Programme (UNDP) was selected. The HDI calculates the overall socioeconomic status or “well-being” of inhabitants in a country by aggregating its life expectancy, education, and per capita income metrics [16]. It has been applied successfully in previous epidemiological research to map prevalence rates of various diseases [17-20]. Despite its popularity in statistical analysis, the HDI has not yet been widely applied in machine learning COVID-19 modeling. This presents an opportunity to apply statistical and machine learning techniques to examine whether the HDI can be used to accurately predict prevalence rates of COVID-19.

**Related Work**

**Socioeconomic Status in Health Research**

Pandemics are as much a social problem as a health care problem [21]. As such, socioeconomic status is an important determinant to consider in pandemic research. The term socioeconomic status is an umbrella term used to describe empirically measurable social or economic factors, such as social class, education, income, and health [22,23]. These factors are applied in a variety of ways to investigate or control their effects on given outcomes, such as health outcomes, and have consistently been found to be statistically significant [24-26]. In terms of health outcomes, higher socioeconomic status has typically been associated with better health. Conversely, lower socioeconomic status is associated with poorer health outcomes [27]. In the literature, lower socioeconomic status has been associated with higher rates of illnesses, such as osteoarthritis, chronic diseases, hypertension, and cervical cancer [28,29].

In relation to COVID-19, socioeconomic status has also been associated with higher prevalence and more severe outcomes. In the United States, the Distressed Communities Index has been used to analyze the impact of socioeconomic status on COVID cases and mortality [30]. Results from this study indicated that lower education and racial differences were associated with poorer COVID-19 outcomes. Another study argued that lower socioeconomic populations are more likely to live in overcrowded accommodation and have less access to outdoor space, making them more vulnerable to COVID-19 infection [31]. Evidently, socioeconomic status is an important determinant of COVID-19 outcomes, which can uncover how the virus affects particular populations.

**HDI**

The HDI is a composite measure of overall socioeconomic status at the national level, which is annually calculated by the UNDP. The HDI indices include life expectancy, expected years of schooling, mean years of schooling, and gross national income (GNI). Calculating a country’s HDI for a given year requires 2 steps. First, values from each of the 4 indices are normalized to an index value between 0 and 1. Maximum and minimum limits for each metric are set by the UNDP. Using the actual value, maximum value, and minimum value, the dimension index can be calculated with the following formula:

\[
\text{Dimension index} = \frac{\text{actual value} - \text{minimum value}}{\text{maximum value} - \text{minimum value}}
\]

Second, once each individual dimension has been calculated, the equally weighted mean is calculated to provide the overall HDI score of a country [32].

The HDI has been used in health research to analyze both the prevalence rates and mortality rates of specific diseases, which helps to identify disparities in terms of outcome within a country or between countries. It has been applied to understand a range of epidemiological research problems, such as malaria [17], various cancer distributions [19,33,34], hypertension [20], Blastocystis parasites [35], and dental health [36]. To provide a specific example, research investigating the relationship between the HDI and thyroid cancer suggested that although higher HDI countries have a higher prevalence of the disease, lower HDI countries have higher mortality rates [34].

The HDI has also been applied to analyze the ongoing COVID-19 pandemic, generating important insights about the disproportionate impact of the pandemic cross-nationally. For example, a study analyzing the HDI and COVID-19 mortality...
reported that countries with high HDI scores recorded higher COVID-19 mortality rates [13]. Another study reported significant correlations between the HDI scores of 166 countries and their confirmed cases on March 27, 2020 [14]. Elsewhere, a study focusing on municipal differences in COVID-19 impact in Brazil (using a recalibrated index to analyze municipal differences rather than national differences) found that municipalities with high HDI scores had the highest COVID-19 incidence rate and mortality per 100,000 population as of May 2020 [15]. The index has therefore been recognized as a valuable framework in COVID-19 research.

**Multicountry COVID-19 Research**

Multicountry COVID-19 research is important for the following 2 reasons: (1) the ability to identify country-specific points of interest, and (2) the ability to uncover common trends or risk factors across countries. In a study of lockdown-associated mental health problems in Egypt, Pakistan, India, Ghana, and the Philippines, it was reported that although lockdowns negatively affected the mental health of respondents in each country, they did so in different ways. For example, respondents from the Philippines coped with lockdowns by increasing self-destructive behaviors, while those from Pakistan sought comfort in religion. Respondents from the 3 remaining countries tended to accept the lockdowns [37]. A similar study in a larger sample of 101 countries analyzed the loneliness and social isolation associated with the pandemic [38]. Other studies have been conducted to analyze cross-national vaccination attitudes [39], the success of containment measures [11,40], and cultural behaviors that impacted cross-national COVID-19 mortality rates [10]. Therefore, multicountry COVID-19 research helps to identify “global risk factors” relating to the pandemic, subsequently aiding evidence-based public health interventions [38]. It also opens up new research questions as to why certain populations behaved or were impacted a certain way during the pandemic.

**Modeling Outbreaks Using Machine Learning**

When modeling outbreaks, a popular method in epidemiology is the susceptible, infected, recovered (SIR) approach. The SIR approach simplifies the transmission dynamics of infectious diseases by dividing the population into groupings of susceptible, infected, and recovered individuals and analyzes the interaction between these groups over the course of an outbreak. This method has also been deployed to analyze the COVID-19 pandemic [41,42]. However, SIR modeling assumes that complete herd immunity is possible through infection [43], which limits its efficacy in COVID-19 research. It is not yet understood if COVID-19 herd immunity is achievable due to the complex nature of the virus, the questionable long-term efficacy of available vaccines, the emergence of new variants, and the cases of reinfection [44]. Subsequently, the predictive benefits of machine learning may yield better results in relation to this pandemic.

Advancements in machine learning have enabled epidemiological researchers to use a robust data-driven approach facilitated by high-precision algorithms. This has helped to process ever-increasing volumes of data, and to analyze a wider range of factors that impact patient health outcomes [45,46].

For example, naïve Bayes, logistic regression, random forest, and artificial neural network models have been developed to predict hypotension in patients after receiving an anesthetic [47]. Elsewhere, gated recurrent unit neural networks have been designed to identify individuals at risk of in-hospital mortality. This model allows practitioners to map the probability of death longitudinally, and to provide targeted interventions based on the model predictions [48].

Another advantage of machine learning in epidemiology is that it can predict and map disease occurrences and health outcomes in situations where data are limited [49]. Specifically, boosted regression tree models have been used to analyze environmental factors that affect the transmission of diseases, such as dengue fever, Ebola, Crimean-Congo hemorrhagic fever, and Zika virus [50-53]. Another type of machine learning model, the Ensemble Adjustment Kalman Filter, has been used to forecast seasonal outbreaks of influenza [54]. Additionally, several retrospective forecasting studies have been conducted to reconstruct past pandemics, including Ebola, West Nile Virus, and Respiratory Syncytial Virus, by mapping their transmission patterns [55-57].

Regarding COVID-19, epidemiological research using machine learning is emerging in the literature at pace. Generally, studies have involved the design of one or more machine learning models to predict COVID-19 case prevalence [11,58,59], severity [60,61], and mortality/risk of mortality [62,63]. In 1 study, 5 non–time series supervised learning models using random forest and AdaBoost regression were trained to predict the confirmed infection growth (the 14-day growth of the cumulative number of reported COVID-19 cases) of COVID-19 in 114 countries, using nonpharmaceutical containment measures and cultural dimensions as features. Results indicated that confirmed infection growth was predicted to a considerable degree with moderate to high R² values (>0.50) [11]. Lastly, a systematic review of machine learning techniques in the prediction of COVID-19 cases found that R² values ranged between 0.64 and 1, suggesting that machine learning is a highly valuable method for predicting COVID-19 prevalence, which could support policy makers in shaping future interventions [64].

**Description of the Study**

This study analyzed the statistical relationship between HDI scores and cumulative COVID-19 cases (total recorded cases up to December 31, 2021) in a sample of 182 countries. It then attempted to predict 2021 COVID-19 cumulative cases in the sample using the previous year’s cumulative cases (total recorded cases up to December 31, 2020) and HDI scores. Cumulative cases per million of the population was selected as it provides the number of reported infections proportionate to the population size. Crude rate metrics, such as cases per million, are the most effective for multicountry samples [65]. For example, Afghanistan and Albania reported a similar absolute number of COVID-19 cases in 2020, with values of 51,526 and 58,316, respectively. However, Afghanistan’s cases per million was 1324, while Albania’s was 20,264. This shows the viral prevalence relative to both populations and indicates that Albania actually had higher case rates in 2020.
To measure socioeconomic status, the HDI indices of life expectancy, expected years of schooling, mean years of schooling, and GNI were used. For the purposes of this study, individual metrics were selected rather than the aggregated HDI value. This approach was used because aggregation can lose important information in the data, which can lead to less accurate predictions [66].

Two predictive models were designed using the open-source integrated development environment Jupyter Notebook, which is compatible with Python programming language. Each model was trained using the following 3 supervised learning regression algorithms: basic linear regression, random forest, and AdaBoost. All algorithms were evaluated using k-fold cross-validation and then compared by calculating their $R^2$ scores and error statistics. The first model attempted to predict 2021 COVID-19 prevalence using 2020 case numbers to establish a baseline for the performance of the second model. The second model included 2020 case numbers and each country’s life expectancy, expected years of schooling, mean years of schooling, and GNI metrics. Due to the uneven progress of the pandemic on a country-by-country basis, this study focused on cross-sectional data rather than time-series data. All data for this study are secondary and publicly available, highlighting the commendable global effort to collect and share data concerning the pandemic.

**Methods**

**Data Preprocessing**

COVID-19 case data were downloaded from the COVID-19 OurWorldInData database [65], which in turn retrieves data from the John Hopkins Center for Systems Science and Engineering Data Repository. The OurWorldInData database contains comprehensive COVID-19 metrics for 190 countries, including infection rates, hospitalization numbers, mortality rates, and vaccination uptake figures. Data are uploaded daily, which allows users to track the evolution of the pandemic with up-to-date statistics. This research required each country’s “cases per million” figure for December 31, 2020, and the same metric for December 30, 2021. HDI data were extracted from the 2020 Human Development Report Data Center [67]. The report provides each country’s overall HDI score and the score for each individual metric.

These data sets were combined so that each observation (country) contained the following metrics: (1) life expectancy, (2) expected years of schooling, (3) mean years of schooling, (4) GNI, (5) COVID-19 cases per million in 2020 (January 1-December 31), and (6) COVID-19 cases per million in 2021 (January 1-December 31).

Countries with missing data were omitted; therefore, the final data set contained data for 182 countries. It was then imported to Jupyter and converted into dataframe format (see Table 1) to begin analysis.

Following this, exploratory data analysis was conducted to explore the distribution of the data and the statistical relationships between the variables. A data scaling method was then selected depending on the distribution of the data. Data scaling is important in machine learning modeling as it prevents measurement differences from negatively affecting the final results [68]. The interquartile range was then calculated to identify outliers in the target variable (2021 COVID-19 cases).

Figure 1 summarizes the workflow for this study, from data preprocessing to model design and exploratory data analysis.

<p>| Table 1. Sample of the data set using Human Development Index metrics and COVID-19 cases. |</p>
<table>
<thead>
<tr>
<th>Country</th>
<th>Life expectancy</th>
<th>Expected years of schooling</th>
<th>Mean years of schooling</th>
<th>Gross national income per capita (US$)</th>
<th>Cases 2020 (per million)</th>
<th>Cases 2021 (per million)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Afghanistan</td>
<td>64.8</td>
<td>10.2</td>
<td>3.9</td>
<td>2239</td>
<td>1323.612</td>
<td>3968.427</td>
</tr>
<tr>
<td>Albania</td>
<td>78.6</td>
<td>14.7</td>
<td>10.1</td>
<td>13,998</td>
<td>20,264.091</td>
<td>73,173.975</td>
</tr>
<tr>
<td>Algeria</td>
<td>76.9</td>
<td>14.6</td>
<td>8.0</td>
<td>11,174</td>
<td>2271.554</td>
<td>4895.753</td>
</tr>
<tr>
<td>Andorra</td>
<td>81.9</td>
<td>13.3</td>
<td>10.5</td>
<td>56,000</td>
<td>104,173.947</td>
<td>306,900.742</td>
</tr>
<tr>
<td>Angola</td>
<td>61.2</td>
<td>11.8</td>
<td>5.2</td>
<td>6104</td>
<td>534,073</td>
<td>2404.489</td>
</tr>
</tbody>
</table>
Figure 1. A flowchart illustrating the data pipeline, from the collection of COVID-19 and Human Development Index (HDI) data to the cross-validation training and testing process. In addition to designing the predictive models, exploratory data analysis was also conducted to identify trends in the data set. GNI: gross national income.

Machine Learning Algorithm Selection

Supervised machine learning models are trained to make predictions by learning from a data set where the value of the output (dependent variable) is known for each observation. Supervised machine learning produces decisions or “outputs” based on input data during the training process. Implementing different supervised algorithms on a set of data allows for the results to be compared and for the best fitting model to be identified [69,70]. Evaluating a supervised learning model requires robust validation measures [71]. These can be calculated using a variety of accuracy and error metrics, such as the coefficient of determination ($R^2$), mean absolute error (MAE), mean squared error (MSE), root mean squared error (RMSE), or max error. This research compared the performances of linear regression, random forest, and AdaBoost supervised techniques.

Linear Regression

Linear regression is one of the most common machine learning algorithms [72]. Regression in machine learning differs from traditional statistical regression as it partitions the data set into a training set and a test set. Using the input and output data from the training set, algorithms attempt to predict output data in the test set using input data only. This process indicates how accurately a model can make predictions on new data. Linear regression is calculated as follows:

$$y = a_0 + a_1x + \varepsilon$$

where $y$ is the target variable (output), $x$ is the predictor variable (input), $a_0$ is the intercept, $a_1$ is the coefficient, and $\varepsilon$ is random error.

Random Forest

Random forest is an ensemble of decision tree algorithms that can be used for either classification or regression problems. It is based on the concept of bagging or bootstrap aggregation, which creates an ensemble of learner trees [73]. Each learner tree ($K$) is trained on separate samples drawn from the original data set (input vector $x$), and the overall prediction is obtained by calculating the mean of $K$ regression trees as follows:

$$\hat{y} = \frac{1}{K} \sum_{k=1}^{K} \hat{y}_k$$

Random forest is beneficial for reducing model variance compared to individual decision trees. It also helps to prevent model overfitting (when a model fits too closely to training data and poorly to test data) [74].

AdaBoost

AdaBoost or adaptive boosting is a sequential ensemble technique that is based on the principle of developing several weak learners using different training subsets drawn randomly from the original training data set. Using this technique, the training algorithm begins with 1 decision tree, identifies the observations with the highest error, and adds more weight to these. The weights are recalculated after every iteration so that incorrectly classified observations by the previous decision tree receive higher weights [75]. Using Python programming language, the number of trees that the algorithm will deploy can be chosen, with the default set at 50 iterations.

Model Design and Evaluation

Two feature models were created (Feature Model 1 and Feature Model 2). Feature Model 1 was trained to predict 2021 COVID-19 prevalence using 2020 cases only. Feature Model 2 was trained to predict 2021 COVID-19 prevalence using 2020...
case data as well as life expectancy, expected years of schooling, mean years of schooling, and GNI per capita. Each feature model was trained using linear regression, random forest, and AdaBoost techniques. Hyperparameters were set for each algorithm, and results were evaluated using a 10-fold (k=10) k-fold cross-validation.

**Model Hyperparameters and Validation**

Rather than partitioning the data into training and test sets using the train/test split, this research used k-fold cross-validation. K-fold cross-validation has a single parameter called k that represents the number of subsets or “folds” that a data set will be split into, which the user selects. As shown in Figure 2, each fold uses a different grouping of data as the test set, and the process is then repeated k number of times (for example, 5 times in Figure 2). It is evaluated by the cross-validation score, which is the mean of all scores from each k-fold subset. K-fold cross-validation provides a more generalizable and less biased performance estimate when working with smaller data sets [76,77]. This is because it maximizes the number of observations that can be used for both training and testing. In other words, a model using cross-validation does not depend on a single train/test split.

Using sklearn, the mean cross-validation score defaults to the scoring metric for the specific algorithm being cross-validated. For each algorithm in this study, the default scoring metric was the coefficient of determination (R^2). Therefore, the mean cross-validation score computed was the average R^2 for each algorithm across all k-folds. R^2 represents the goodness of fit of a regression model and explains how much variance in the dependent variable can be explained by one or more independent variables. It is calculated by dividing the residual sum of squares by the total sum of squares and subtracting the derivation from 1, as follows:

\[ R^2 = 1 - \frac{\text{residual sum of squares}}{\text{total sum of squares}} \]

R^2 was the primary measure under observation in this study. In machine learning, R^2 is the most informative validation measure with the least interpretive limitations [78].

Table 2 presents the hyperparameters unique to each algorithm. A 10-fold validation was selected for the k-fold cross-validation, which is a generally recommended number of subsets to apply [76,77].

Alongside R^2, 4 error metrics were also calculated to assess performance. First, MAE provides the average of the absolute error between the predicted values and true values. It is calculated as follows:

\[ \text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i| \]

where y_i is the prediction value, \( \hat{y}_i \) is the predicted value, and n is the number of observations.

Second, MSE measures the average squared difference between the predicted values and true values. It is calculated as follows:

\[ \text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \]

where n is the number of data points, Y_i is the actual value, and \( \hat{Y}_i \) is the predicted value.

Third, RMSE calculates the square root of the mean of squared errors of a model. It is calculated as follows:

\[ \text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \]

where \( \hat{y}_i \) is the predicted value of the i-th sample, and y_i is the corresponding true value.

Finally, max error computes the maximum residual error, which captures the worst case error between the predicted value and the true value. It is calculated as follows:

\[ \text{Max Error} = \max_{i} |y_i - \hat{y}_i| \]

where \( \hat{y}_i \) is the predicted value of the i-th sample, and y_i is the corresponding true value.

**Figure 2.** An example of the 5-fold k cross-validation method where k=5. The overall accuracy score is calculated as the mean value of each fold’s accuracy score.
Table 2. Supervised learning model hyperparameters using cross-validation.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Hyperparameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic linear regression</td>
<td>Folds: 10; random state: 1</td>
</tr>
<tr>
<td>Random forest</td>
<td>Folds: 10; random state: 1; estimators: 100</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>Partitions: 10; estimators: 50; random state: 0</td>
</tr>
</tbody>
</table>

**Results**

**Exploratory Data Analysis**

Exploratory data analysis was carried out to identify and visualize trends in the data, and to statistically analyze the variables. In 2020, the mean number of COVID-19 cases per million in the sample was 15,880.41, with a median of 6822.98. In 2021, the mean number of COVID-19 cases per million was 64,479.58, with a median of 50,764.73. Table 3 presents the key descriptive statistics of all variables in the study.

Distplots were created to inspect the distribution of all variables. The resulting plots showed that all variables, with the exception of expected years of schooling, were skewed in the sample. The distribution of 2021 COVID-19 prevalence was positively skewed in the sample (see Figure 3). Calculation of the interquartile range revealed that 4 countries (Andorra, Montenegro, Serbia, and Seychelles) were statistical outliers, which had recorded unusually high rates of COVID-19 (>250,000 per million population). The Seychelles recorded the highest prevalence with 217,096.35 cases per million.

To investigate the statistical relationship between the features and the target variable, a Pearson correlation matrix was implemented (see Figure 4). All chosen features correlated statistically with 2021 COVID-19 prevalence, with R values ranging from 0.55 to 0.85. Moreover, 2020 COVID-19 cases had the strongest correlation with 2021 case data (R=0.85), followed by mean years of schooling (R=0.66), life expectancy (R=0.61), expected years of schooling (R=0.58), and GNI (R=0.55).

**Table 3.** Statistical measurements (mean and median) of all variables in the study.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean value</th>
<th>Median value</th>
</tr>
</thead>
<tbody>
<tr>
<td>2020 COVID-19 cases per million</td>
<td>15,880.41</td>
<td>6822.98</td>
</tr>
<tr>
<td>2021 COVID-19 cases per million</td>
<td>64,479.58</td>
<td>50,764.73</td>
</tr>
<tr>
<td>Life expectancy</td>
<td>72.72</td>
<td>74.20</td>
</tr>
<tr>
<td>Expected years of schooling</td>
<td>13.31</td>
<td>13.15</td>
</tr>
<tr>
<td>Mean years of schooling</td>
<td>8.63</td>
<td>8.95</td>
</tr>
<tr>
<td>Gross national income per capita (US$)</td>
<td>20,453.40</td>
<td>13,112.50</td>
</tr>
</tbody>
</table>
Figure 3. A series of density plots illustrating the distribution of each variable under observation (the target variable). The target variable 2021 COVID-19 cases per million is right-skewed in the sample. Expected years of schooling is the only variable with a normal distribution in the sample. CASES_2020: 2020 COVID-19 cases per million; CASES_2021: 2021 COVID-19 cases per million; EXP_SCHOOLING: expected years of schooling; GNI: gross national income per capita; LIFE_EXP: life expectancy; MEAN_SCHOOLING: mean years of schooling.

Figure 4. Pearson correlation matrix mapping the correlation between all variables. Results show that all features have a statistical correlation with 2021 COVID-19 cases. CASES_2020: 2020 COVID-19 cases per million; CASES_2021: 2021 COVID-19 cases per million; EXP_SCHOOLING: expected years of schooling; GNI: gross national income per capita; LIFE_EXP: life expectancy; MEAN_SCHOOLING: mean years of schooling.

Supervised Learning Models

Tables 4 and 5 summarize the performances of all regression algorithms in both feature models, while Figure 5 visualizes their performances. Feature Model 1 was trained to predict 2021 COVID-19 cases per million using 2020 cases per million (n=182). Feature Model 2 was trained to predict 2021 COVID-19 cases per million using 2020 cases per million as well as life expectancy, mean years of schooling, expected years of schooling, and GNI (n=182). Both data sets were divided into 10 folds for cross-validation (k=10).
In Feature Model 1, linear regression was the most accurate learner with a mean $R^2$ of 0.693, followed by random forest (0.481) and then AdaBoost (0.454). The variation in performance was considerable, with a 23.9% difference between the most precise and least precise algorithms. In Feature Model 2, the basic linear regression model was also the strongest learner ($R^2=0.762$), followed by random forest (0.722) and AdaBoost (0.679). The MAE, MSE, RMSE, and max error statistics of the algorithms were all lower in Feature Model 2 than in Feature Model 1. Feature Model 2 also exhibited closer performances between the algorithms than Feature Model 1, with the strongest learner being 8.4% more precise than the least.

Although it was the best learner on the data in both models, linear regression showed the least improvement with the inclusion of socioeconomic indicators in Feature Model 2 ($R^2$ improved by 7%). Additionally, its error statistics did not improve as significantly as those of random forest or AdaBoost. For example, the MAE of linear regression decreased by 0.009 (0.079 in Feature Model 1 and 0.070 in Feature Model 2) compared to decreases of 0.026 in random forest and 0.014 in AdaBoost.

Tables 6 and 7 outline the performance accuracy of each individual fold. The widely varying $R^2$ scores indicate that the cross-validation approach used in this study yielded the most reliable results.

Table 4. Evaluation of Feature Model 1 using linear regression, random forest, and AdaBoost.

<table>
<thead>
<tr>
<th>Evaluation measure</th>
<th>Linear regression$^a$</th>
<th>Random forest$^a$</th>
<th>AdaBoost$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>0.693</td>
<td>0.481</td>
<td>0.454</td>
</tr>
<tr>
<td>MAE$^b$</td>
<td>0.079</td>
<td>0.096</td>
<td>0.104</td>
</tr>
<tr>
<td>MSE$^c$</td>
<td>0.014</td>
<td>0.021</td>
<td>0.020</td>
</tr>
<tr>
<td>RMSE$^d$</td>
<td>0.117</td>
<td>0.143</td>
<td>0.142</td>
</tr>
<tr>
<td>Max error</td>
<td>0.315</td>
<td>0.359</td>
<td>0.355</td>
</tr>
</tbody>
</table>

$^a$All results were evaluated using k-fold cross-validation (k=10).

$^b$MAE: mean absolute error.

$^c$MSE: mean squared error.

$^d$RMSE: root mean squared error.

Table 5. Evaluation of Feature Model 2 using linear regression, random forest, and AdaBoost.

<table>
<thead>
<tr>
<th>Evaluation measure</th>
<th>Linear regression$^a$</th>
<th>Random forest$^a$</th>
<th>AdaBoost$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>0.763</td>
<td>0.722</td>
<td>0.679</td>
</tr>
<tr>
<td>MAE$^b$</td>
<td>0.070</td>
<td>0.070</td>
<td>0.090</td>
</tr>
<tr>
<td>MSE$^c$</td>
<td>0.011</td>
<td>0.013</td>
<td>0.015</td>
</tr>
<tr>
<td>RMSE$^d$</td>
<td>0.107</td>
<td>0.114</td>
<td>0.124</td>
</tr>
<tr>
<td>Max error</td>
<td>0.265</td>
<td>0.308</td>
<td>0.300</td>
</tr>
</tbody>
</table>

$^a$All results were evaluated using k-fold cross-validation (k=10).

$^b$MAE: mean absolute error.

$^c$MSE: mean squared error.

$^d$RMSE: root mean squared error.
Figure 5. A series of subplots showing the predictive performances of the linear regression, random forest, and AdaBoost algorithms in both Feature Models 1 and 2. Each observation represents a prediction of 2021 COVID-19 cumulative cases per million, with the regression line being the true value. With the addition of Human Development Index metrics, the linear regression algorithm improved from $R^2=0.693$ to 0.763. The random forest algorithm improved from $R^2=0.481$ to 0.722. The AdaBoost algorithm improved from $R^2=0.454$ to 0.679. Data points were calculated using `cross_val_predict`, which shows the predicted output from each test set within each k fold.
Table 6. Accuracy for each algorithm's individual fold (k=10) in Feature Model 1.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Linear regression</th>
<th>Random forest</th>
<th>AdaBoost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fold 1</td>
<td>0.877</td>
<td>0.799</td>
<td>0.759</td>
</tr>
<tr>
<td>Fold 2</td>
<td>0.768</td>
<td>0.687</td>
<td>0.342</td>
</tr>
<tr>
<td>Fold 3</td>
<td>0.657</td>
<td>0.464</td>
<td>0.584</td>
</tr>
<tr>
<td>Fold 4</td>
<td>0.803</td>
<td>0.530</td>
<td>0.629</td>
</tr>
<tr>
<td>Fold 5</td>
<td>0.747</td>
<td>0.153</td>
<td>-0.696</td>
</tr>
<tr>
<td>Fold 6</td>
<td>0.733</td>
<td>0.553</td>
<td>0.766</td>
</tr>
<tr>
<td>Fold 7</td>
<td>0.804</td>
<td>0.628</td>
<td>0.652</td>
</tr>
<tr>
<td>Fold 8</td>
<td>0.035</td>
<td>-0.287</td>
<td>0.083</td>
</tr>
<tr>
<td>Fold 9</td>
<td>0.767</td>
<td>0.627</td>
<td>0.696</td>
</tr>
<tr>
<td>Fold 10</td>
<td>0.742</td>
<td>0.657</td>
<td>0.722</td>
</tr>
</tbody>
</table>

Table 7. Accuracy for each algorithm’s individual fold (k=10) in Feature Model 2.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Linear regression</th>
<th>Random forest</th>
<th>AdaBoost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fold 1</td>
<td>0.774</td>
<td>0.796</td>
<td>0.679</td>
</tr>
<tr>
<td>Fold 2</td>
<td>0.595</td>
<td>0.457</td>
<td>0.485</td>
</tr>
<tr>
<td>Fold 3</td>
<td>0.946</td>
<td>0.907</td>
<td>0.882</td>
</tr>
<tr>
<td>Fold 4</td>
<td>0.602</td>
<td>0.622</td>
<td>0.551</td>
</tr>
<tr>
<td>Fold 5</td>
<td>0.833</td>
<td>0.869</td>
<td>0.824</td>
</tr>
<tr>
<td>Fold 6</td>
<td>0.780</td>
<td>0.776</td>
<td>0.720</td>
</tr>
<tr>
<td>Fold 7</td>
<td>0.627</td>
<td>0.636</td>
<td>0.626</td>
</tr>
<tr>
<td>Fold 8</td>
<td>0.850</td>
<td>0.659</td>
<td>0.536</td>
</tr>
<tr>
<td>Fold 9</td>
<td>0.780</td>
<td>0.794</td>
<td>0.851</td>
</tr>
<tr>
<td>Fold 10</td>
<td>0.844</td>
<td>0.594</td>
<td>0.629</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Results from exploratory data analysis yielded a number of interesting insights. First, the positively skewed distribution of 2021 COVID-19 cases resulted in a mean greater than the median in the sample. In the 182 countries sampled, COVID-19 prevalence was asymmetrical and revealed that a minority of countries recorded very high case numbers. Second, the distribution of 2020 COVID-19 cases was positively skewed and similar visually to the 2021 distribution. This shows that the trajectory of the virus in the sample was relatively consistent in 2020 and 2021 in terms of cumulative reported cases. Third, the 4 outlier countries identified shared an interesting pattern; all had higher than average life expectancy, mean years of schooling, and GNI compared with the means in the sample. This indicates that the outliers can be considered above average socioeconomically. Finally, all HDI metrics correlated positively with COVID-19 cases per million, which points to an important statistical relationship between socioeconomic status and COVID-19 prevalence. Education (expected/mean years) shared the highest correlation, followed by life expectancy and then GNI. This correlation is noteworthy and highlights the unique nature of the COVID-19 pandemic. Typically, lower socioeconomic status is associated with poorer health outcomes, but the results from this study suggest that countries with higher socioeconomic status recorded higher rates of COVID-19 in 2021. This could be because more developed countries tend to have older populations, as well as higher prevalence of known COVID-19 clinical risk factors, such as diabetes and cardiovascular disease [79].

The results from machine learning analysis suggest that 2021 COVID-19 prevalence could be predicted with a reasonable degree of accuracy using the previous year’s prevalence rates and the socioeconomic indicators of life expectancy, mean years of schooling, expected years of schooling, and GNI per capita. With socioeconomic indicators included, the $R^2$ of each learning algorithm was higher than that when trained on only 2020 COVID-19 data, and the error statistics were lower. Including the HDI indices as predictors alongside the previous year’s COVID-19 cases in each country improved the predictive accuracy of 2021 cases by an average of 18% across the 3 chosen algorithms. Given that predictive algorithms can struggle with smaller data sets [59], the results of this study (n=182) are noteworthy.

The linear regression algorithm was the strongest learner on the data, but also showed the least improvement (7% increase in
mean cross-validation) once the HDI metrics were added. Given that the other algorithms improved considerably when HDI indices were added, this result represents an interesting outlier. The varying performances between the algorithms may be due to the statistically linear relationships between the variables (as discovered in the Pearson correlation matrix in Figure 4). Despite the strong correlation between 2021 COVID-19 cumulative cases per million and case data from the previous year (R=0.84), Feature Model 1 did not make accurate predictions using random forest or AdaBoost. Unlike linear regression models, which excel at fitting to data where linear correlation exists, decision tree algorithms like random forest and AdaBoost may perform more effectively with nonlinear data [80,81]. Lastly, the widely varying performance of each k-fold iteration justified the use of cross-validation to evaluate the models. In Feature Model 2, for example, the highest scoring fold of the linear regression algorithm had a result of 94.6, a highly accurate R² result. However, the lowest scoring fold had an R² of 59.5. The cross-validation R² score of 76.3 was therefore the most reliable score for the data set.

**Follow-Up Analysis**

Following the primary analysis, 4 follow-up analyses were conducted. First, Feature Model 2 was trained again without 2020 COVID-19 case data as a feature to analyze how well the HDI metrics could predict COVID-19 cases alone. Without the previous year’s case data, the accuracy was low (R²=0.438 for the best performing algorithm, which was again linear regression). This result highlights the significant importance of 2020 case data in predicting the following year’s COVID-19 prevalence. Second, Feature Model 2 was trained again using 1 HDI metric at a time to analyze which was the most important for the prediction of COVID-19 cases. The results showed that expected years of schooling and mean years of schooling had the highest scores (R²=0.755 for each), followed by life expectancy (R²=0.739) and then GNI (R²=0.712). This suggests that education was the most predictive socioeconomic indicator (the education HDI metrics were also the most statistically correlated). However, the results also showed that using all HDI indices is more effective than using them separately for COVID-19 case prediction in this data set. The third follow-up experiment removed the 4 previously identified outlier countries (Andorra, Montenegro, Serbia, and Seychelles) from the data set and implemented both feature models again, using the same cross-validation method as the initial analysis. This yielded interesting results (see Tables 8 and 9). Most notably, random forest became the strongest learner in Feature Model 2 (R²=0.777). Despite being generally less sensitive to outliers [82], random forest benefitted from outlier removal in this data set. Removing outliers also reduced the gap in performance between the algorithms. With outliers included, Feature Model 1 displayed a 23.9% difference between the best and worst performing algorithms, and with outliers removed, this difference reduced to 19.5%. This reduction was more apparent in Feature Model 2, with just a 2.1% difference between the best and worst performing algorithms with outliers removed (compared with an 8.4% difference in the original sample with outliers included). However, the results indicated that removing the outliers did not significantly improve overall predictive accuracy.

The fourth follow-up experiment sought to compare socioeconomic status as a COVID-19 predictor with a selection of other COVID-19 risk factors. Subsequently, each country’s median age, population density (individuals per square kilometer), and percentage of vaccinated individuals were sourced and added to the data set. Each of these variables has been shown to predict COVID-19 prevalence in certain samples [83-85]. Most of the required data were also available in the OurWorldInData database, though a small number of entries had to be sourced from Worldometers and IndexMundi [86,87].

When Feature Model 2 was trained again using these new metrics alongside 2020 case data, predictive accuracy dropped to an average of 0.649 across all 3 algorithms. Using these new features, the most accurate algorithm was 10% less accurate than the most accurate learner in the model with socioeconomic features (see Table 10). This is a significant finding, which suggests that socioeconomic status was more effective in predicting 2021 cumulative cases than a country’s median age, population density, and vaccination uptake, highlighting its unique importance as a nonclinical predictor of COVID-19 in the sample of countries.

**Table 8. Feature Model 1 comparison (outliers included versus excluded).**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Mean R² in the sample with outliers included (n=182)</th>
<th>Mean R² in the sample with outliers excluded (n=178)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear regression</td>
<td>0.693</td>
<td>0.689</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.481</td>
<td>0.493</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>0.454</td>
<td>0.494</td>
</tr>
</tbody>
</table>

**Table 9. Feature Model 2 comparison (outliers included versus excluded).**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Mean R² in the sample with outliers included (n=182)</th>
<th>Mean R² in the sample with outliers excluded (n=178)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear regression</td>
<td>0.763</td>
<td>0.754</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.722</td>
<td>0.777</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>0.679</td>
<td>0.733</td>
</tr>
</tbody>
</table>
Table 10. Feature Model 2 performance comparison of socioeconomic metrics versus other risk factors using linear regression.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Feature Model 2 with HDI&lt;sup&gt;a&lt;/sup&gt; indicators</th>
<th>Feature Model 2 with population density, median age, and vaccination uptake</th>
</tr>
</thead>
<tbody>
<tr>
<td>R&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.763</td>
<td>0.661</td>
</tr>
<tr>
<td>MAE&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.070</td>
<td>0.075</td>
</tr>
<tr>
<td>MSE&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.011</td>
<td>0.016</td>
</tr>
<tr>
<td>RMSE&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.107</td>
<td>0.128</td>
</tr>
<tr>
<td>Max error</td>
<td>0.265</td>
<td>0.312</td>
</tr>
</tbody>
</table>

<sup>a</sup>HDI: Human Development Index.  
<sup>b</sup>MAE: mean absolute error.  
<sup>c</sup>MSE: mean squared error.  
<sup>d</sup>RMSE: root mean squared error.

Significance of the Results

In order to put the machine learning results of this study into perspective, we compared the best performing algorithm (R<sup>2</sup>=0.763) with similar machine learning COVID-19 case predictions. Overall, it fits within the accepted range of COVID-19 predictive modeling studies in the systematic review mentioned earlier, which ranged from 0.64 to 1 [64]. Results from this study align with the findings from another study that attempted to predict COVID-19 cumulative cases in 3109 counties in the United States using a multilayer perceptron neural network. In this previous study, the socioeconomic indicator of median household income ranked fifth among 57 clinical and nonclinical predictor variables of COVID-19 prevalence [88]. Studies, such as this, portray the importance of socioeconomic indicators as determinants of COVID-19 prevalence rates, which further supports the use of HDI in this study to more accurately and precisely predict COVID-19 prevalence in 2021.

This research has a number of implications. First, it showcases the utility of combining statistical and machine learning approaches in pandemic research. Although statistical tests can determine correlations between variables, they cannot provide specific predictions of the target variable. Each method thus addresses a shortcoming of the other. Second, this study indicates that socioeconomic status is an important variable to consider in future epidemiological modeling, and reveals the complex social nature of the COVID-19 pandemic. Socioeconomic status was a better predictor of COVID-19 prevalence than median age, population density, and vaccination uptake. Third, the accuracy of these results in a multicountry sample is noteworthy. Owing to the data taken from 182 countries, this research suggests that socioeconomic status can be considered a "global risk factor" rather than a country-specific factor [38]. This will support evidence-based policy and interventions by decision makers. Fourth, the results indicate that although socioeconomic factors aid in the prediction of COVID-19, there could be other important factors that could further optimize prediction. Finally, the importance of historically reported COVID-19 case data cannot be understated in attempting to predict future COVID-19 prevalence. The 2020 COVID-19 case data correlated strongly with 2021 COVID-19 case data and could be considered the most important machine learning feature.

Limitations

As with all research studies, there are inherent limitations in this study. First, when analyzing COVID-19 cross-nationally, it must be noted that some countries have underreported their number of cases more than others for reasons, such as limited testing capacity [89]. Second, there are other socioeconomic factors that the HDI does not account for, including levels of financial inequality, social exclusion, or discrimination within countries [90]. These factors are worthy of inclusion in future research to assess their impact. Third, national COVID-19 prevalence rates give an overall measure of how severely a country is impacted, which is suitable for cross-country research, but they do not capture the full complexity of transmission patterns within each country. It is recommended that further research be conducted at the regional and municipal levels to assist pandemic forecasting. Lastly, it can be challenging to train reliable machine learning models using small data sets [59]. Cross-validation was used to address this limitation, as it maximizes the data set and minimizes the potential bias of a traditional partitioning approach.

Conclusions

A better understanding of population-level predictors is of crucial importance to better understand and respond to public health crises caused by COVID-19 [91]. This study contributes to the growing corpus of COVID-19 predictive modeling research by showing that socioeconomic status is an important nonclinical risk factor. Using HDI and historical case rates, it was observed that 2021 cross-national COVID-19 cumulative cases could be predicted with a reasonable degree of accuracy. Although COVID-19 represents a long-term challenge for the global society, the data-driven approach of machine learning will continue to support decision makers in understanding the pandemic, formulating response strategies, and predicting future outcomes [92].
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Abstract

Background: There are a myriad of language cues that indicate depression in written texts, and natural language processing (NLP) researchers have proven the ability of machine learning and deep learning approaches to detect these cues. However, to date, these approaches bridging NLP and the domain of mental health for Bengali literature are not comprehensive. The Bengali-speaking population can express emotions in their native language in greater detail.

Objective: Our goal is to detect the severity of depression using Bengali texts by generating a novel Bengali corpus of depressive posts. We collaborated with mental health experts to generate a clinically sound labeling scheme and an annotated corpus to train machine learning and deep learning models.

Methods: We conducted a study using Bengali text-based data from blogs and open source platforms. We constructed a procedure for annotated corpus generation and extraction of textual information from Bengali literature for predictive analysis. We developed our own structured data set and designed a clinically sound labeling scheme with the help of mental health professionals, adhering to the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5) during the process. We used 5 machine learning models for detecting the severity of depression: kernel support vector machine (SVM), random forest, logistic regression K-nearest neighbor (KNN), and complement naive Bayes (NB). For the deep learning approach, we used long short-term memory (LSTM) units and gated recurrent units (GRUs) coupled with convolutional blocks or self-attention layers. Finally, we aimed for enhanced outcomes by using state-of-the-art pretrained language models.

Results: The independent recurrent neural network (RNN) models yielded the highest accuracies and weighted F1 scores. GRUs, in particular, produced 81% accuracy. The hybrid architectures could not surpass the RNNs in terms of performance. Kernel SVM with term frequency–inverse document frequency (TF-IDF) embeddings generated 78% accuracy on test data. We used validation and training loss curves to observe and report the performance of our architectures. Overall, the number of available data remained the limitation of our experiment.

Conclusions: The findings from our experimental setup indicate that machine learning and deep learning models are fairly capable of assessing the severity of mental health issues from texts. For the future, we suggest more research endeavors to increase the volume of Bengali text data, in particular, so that modern architectures reach improved generalization capability.

(JMIR Form Res 2022;6(9):e36118) doi:10.2196/36118
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**Introduction**

Major depressive disorder (MDD) is a mental condition characterized by chronic low mood or lack of interest, with a slew of other concerning symptoms over a 2-week period. Depression affects an estimated 1 in 5 adults and young adults in a year [1] and is the leading cause of suicide, which is the second-leading cause of mortality worldwide [2,3]. The problem of depression became more pronounced during the COVID-19 lockdown, exacerbating the mental health issues experienced by individuals. It is also a reasonably complex disease to treat because people who suffer from depression are often hesitant to report such symptoms as mental illness remains highly stigmatized in many societies [4]. There exists an abundance of user data or cues related to mental health that can be used by experts to solve such chronic issues.

Data mining in mental health is an advancing field of study that involves the use of machine learning, deep learning, linguistic, and statistical techniques to find patterns in data. Researchers are faced with a range of options with regard to corpus generation from depressive texts: standard academic documents or texts about depression, hashtags, and user posts. Twitter, Facebook, Reddit, and blogs are platforms containing collections of naturally occurring texts. Textual data of internet users depicting symptoms, experiences, thoughts, and conversations about mental health are dispersed across various platforms. In the recent years, it has been observed that individuals, wary of the stigma, prefer to seek clinical help anonymously through writing on platforms, such as Twitter, Reddit, TalkSpace, BeyondMeds, and other social blogs that can connect users with health professionals, counselors, and other users who share similar experiences. eRisk is a specialized platform focused on analyzing early risks using users’ texts; Losada et al [5] discussed ways of early detection of depression on the internet. Individuals resort to the option of creating anonymous posts soliciting advice for their conditions in special groups. These posts are often grouped under tags, topics, or even hashtags, such as # (psychology_and_mind) and # (help_post), or in other cases, the social media groups may be dedicated solely to a particular mental health topic.

In psychiatry, symptoms of subjects are generally classified using predefined scales. The Hamilton Depression Rating Scale [6] is an instrument used in scaling depressive disorders. Over the years, various rating scales have emerged that assess symptoms to produce a diagnosis or score. Internet users present various symptoms through texts and often on niche platforms. Extracting these textual data pertaining to mental health and structuring them meaningfully are challenging tasks. A corpus must be generated by domain experts for it to hold validity in the field of psychiatric assessment. For training deep learning architectures, accurately annotated corpora are indispensable. Ellendorf et al [7] proposed the PsyMine corpus, which was generated by domain experts and their agreement scores were presented. Alonso et al [8] presented a comprehensive review of data mining techniques in the mental health domain. In doing so, the authors covered depression, bipolar disorder, and schizophrenia. Reddit is a standard platform that compartmentalizes mental health posts into subreddits, such as SuicideWatch, bipolar disorder, and anxiety. The Reddit Self-Reported Diagnosis data set is a corpus comprising texts of 9000 reddit users. The corpus was generated with systematic user selection, and the annotation process was crowdsourced [9]. MacAveney et al [10] proposed RSDD-Time, which is a temporal corpus of self-proclaimed diagnosis statements. For each of the statements, the time of diagnosis and whether a condition is present were labeled. Additionally, the authors explored several classification approaches.

The fundamental objectives of this research are to generate an equivalent corpus for the Bengali language and to analyze the data set to detect depression and its severity in individuals. In our research, we integrated natural language processing (NLP) with machine learning and deep learning approaches. Prior work in the field of NLP demonstrated that machine learning and deep learning algorithms are capable of detecting depression-related cues in language [11,12]; however, to date, these efforts have focused on classifying the categories of mental illness rather than their degree. In our research, we adopted unique approaches to detecting and estimating the severity of depression, enabling us to identify those with depression on social media and safeguard others from viewing potentially triggering written content. Furthermore, the prior literature included the identification or categorization of mental diseases from texts in English, German, Russian, and other languages. Bengali is the fourth-most widely spoken language. Hence, we consolidated a process for textual information extraction from Bengali texts and performed lexical and predictive analysis for the purpose of detection of severity of depression.

Several studies in the field of multiclass emotion identification have been conducted using lexicon-based, machine learning, and deep learning approaches. A proposed approach by Mageed and Ungar [13] used gated recurrent neural networks (RNNs) to classify tweets into 24 emotion categories. They yielded over 80% F1 scores for some categories. Yang et al [14] and Ives et al [15] used a hierarchical architecture with a series of bidirectional encoders to classify different classes of mental health topics. Over the years, focus has shifted toward detection of depression of social media users. Cohan et al [16] created a self-reported depression data set to analyze the language usage of depressed users. They constructed a seed list of keywords assigned to the classes in their data set and applied a Linguistic Inquiry and Word Count (LIWC) approach to compare language usage between a user with and without depression. The experiment also involved the categorization of user posts using logistic regression, extreme gradient boosting (XGBoost), and convolutional neural networks (CNNs) into classes of mental disorders, namely attention deficit hyperactivity disorder (ADHD), bipolar disorder, posttraumatic stress disorder (PTSD),
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and obsessive-compulsive disorder (OCD). Mustafa et al [17] proposed a novel approach to categorizing depressive texts in English using the LIWC text analysis technique. The posts collected belonged to specific Twitter hashtags, and the authors annotated depressive posts into 3 levels of severity: high, medium, and low. Words associated with mental illnesses were assigned weights, and a support vector machine (SVM) classifier [18], random forest, and 1D CNNs were used in the work. The usage of machine learning and deep learning techniques to scale the level of a condition or situation was proven quite feasible in recent research. For instance, Al-Garadi et al [19] used transformer models and CNNs to classify mentions of drug usage in English into 4 levels with the help of toxicologists. Identification of depressive texts in the Bengali language has been explored over the recent years through binary text classification techniques. Uddin et al [20] used RNNs to distinguish depressive and nondepressive texts. In the process, they fine-tuned the number of LSTM layers used. Moreover, Khan et al [21] collected Bengali text data from social media and blog posts to assemble a comprehensive Bengali data set containing expressions of positive and negative emotions.

We implemented several baseline models, such as kernel SVMs, complement naive Bayes (NB), logistic regression, random forest, and KNNs. Next, for a deep learning approach, we experimented with convolutional blocks and layers combined with RNNs. Among all the samples classified by bidirectional gated recurrent units (BiGRUs), 81% were correctly identified labels. Bidirectional long short-term memory (BiLSTM) classified 77% of the posts into the correct severity scale. We also reported the results of metrics, such as recall and \(F_1\) scores.

In addition, we further explored bidirectional encoder representations from transformers (BERT) models using a pretrained monolingual XLM-RoBERTa language model [22] and expanded on the findings from these techniques.

Various approaches have been followed to identify or categorize depression using English texts, such as multilabel classification of mental disorders and identification of the severity of depression. However, in the context of the Bengali language, only binary classification approaches have been considered and are based solely on the polarity of emotions (ie, happy or sad). This prompted us to conduct research on the identification of hierarchical stages of depressive traits from the literature. For our research, we collected Bengali text data from similar microblogs or accessible social media groups. Generally, social blogs, forums, or groups have mechanisms that classify posts under specific topics pertaining to mental health, and often, these tags are all-encompassing or broad. The social blogs pertaining to mental health would benefit from a hierarchical classification mechanism, where user posts are addressed by professionals or experienced individuals based on urgency. Our technique is unique in the sense that it categorizes a spectrum of negative emotions from a novel Bengali language corpus of self-declared depressive symptoms and emotions. The individual texts were collected from various sources using a web-scraping Application Programming Interface (API) and categorized into 4 levels of severity by experts. Our code has been made publicly available [23].

### Methods

#### Study Design

Our approach was twofold. First, we constructed a novel corpus of Bengali texts, consisting of posts exhibiting emotions or symptoms associated with mental illnesses. We studied recommended manuals for the assessment and diagnosis of medical depression to devise a scheme for data annotation. Second, we trained machine learning and deep learning models to classify the Bengali posts according to our scheme.

#### Data Set

The Bengali posts were collected from social media platforms and blogs. We used Selenium, a Python web-scraping API, to collect data that originally consisted of code-mixed texts as well as pure Bengali and English texts. Some of the microblogs and social media groups that were relevant to our research included Monojogimon and (schizophrenia) among many others. We automated our program to obtain posts under specific tags or topics. This assisted us in excluding posts that belonged to completely different topics. For blogs and microblogs, the filtering process included separating streams into different topics, such as (depression), (MDD), (despair), and others. Among other resources, we collected user posts from Facebook groups, such as (schizophrenia) and (psychological and mind). Given our research focuses on Bengali literature, we excluded all non-Bengali texts from the data set, which finally contained around 5000 individual posts.

#### DSM-5

Reaching an accurate diagnosis is the first step toward appropriately treating any medical condition and mental disorder [24]. The DSM-5 is an authoritative manual that defines and assesses 5 mental disorders. We studied the latest volume of the DSM-5 (2020) to elicit information and improve our understanding of MDD. According to the DSM-5, depression is a condition wherein an individual experiences 5 or more symptoms over the same 2-week period with a pervasive depressed mood or lack of interest and pleasure. The symptoms are a subset of the following:

- Mood swings throughout the majority of the day, practically every day
- Significantly lowered interest in almost all daily activities
- Changes in appetite and notable weight loss or gain
- Diminution in physical movement and a slowing of cognition
- Fatigue or lack of energy nearly every day
- Feelings of worthlessness or excessive and inappropriate guilt on a daily basis
- Reduced ability of concentrating, or indecisiveness, almost every day
- Recurrent thoughts of death, persistent suicidal tendency without a specific plan, or a specific suicide attempt

Furthermore, the DSM-5 underlines the associated features of depression, such as anger, brooding, and compulsive rumination, as well as phobias, excessive concern about physical health,
and complaints of pain—all of which were frequently observed in our data set. The handbook discusses how MDD is correlated with comorbidity and mortality, much of which is attributable to suicide. Suicidal ideation manifests actively in those with depression through words such as “I want to kill myself” or passively through remarks such as “I wish I could simply go to sleep and never wake up” [25]. We discovered identical texts in Bengali in our corpus, “আমি আমার জীবন প্রত্যাহার করব” and “আমার জীবন শুধুমাত্র আর দিন না পড়বুড়।” as instances of suicidal sentiments.

The latest edition of the DSM-5 added 2 specifiers, the presence of manic symptoms and depression with anxiety distress, to further classify diagnoses. This aided in the precision and concentration of our work.

**Labeling Scheme**

Upon analyzing the texts in our data set, we found that the linguistic patterns of users with depression in different stages are consistent with the DSM-5 outlines. We devised a comprehensive labeling technique to categorize the texts into 4 distinct classes based on the duration of suffering, the number of symptoms, the use of absolutist words, suicidal ideation, a mention of manic episodes, and delusional thoughts, among other factors. Given that the research focuses on depression and mental health, we opted to consult with mental health specialists to ensure our approach was sound. For verification, we contacted Ms Tasnuva Huque, who is currently a psychosocial counselor at the Counseling Unit of Brac University, Bangladesh. The labeling technique was revised to strictly adhere to DSM-5 criteria, and finally, Ms Huque authenticated the labeling approach for the data set. Level 4 consists of the most acute and concerning cases on our 4-tiered severity scale, with the weight decreasing for subsequent levels up to level 1, which represents the least problematic instances. In the second stage, we were referred to Ms Syeda Tanzila Huque and Ms Ayesha Seddiqa from the Counseling Unit of Brac University.

The involvement of experts from Brac University ensured sound communication and creation of a labeling guideline. The labels were to be assigned with a number of careful considerations. First, the 4 levels of severity were clearly defined and agreed upon by experts. The remaining part of this section outlines the levels in detail.

Level 4 depression is diagnosed when users’ texts contain references to past suicidal attempts or suicidal inclinations and thoughts, self-harm as a result of depression, or diagnosis of schizophrenia or borderline personality disorder. Severity level 3 is the broadest category in our data set. It includes texts with references to the need for counseling or medication, postpartum depression or depression during the trimesters, clinical depression associated with psychotic disorders, impaired functioning and phobias (ie, fear of death), lack of appetite, sudden weight loss or gain, delusion, constant mood swings, forgetfulness, breathing difficulties, and other physical health problems. Because this category has a variety of text data and fewer occurrences of each kind, the learning was relatively complex for the models. Severity level 2 consists of written indications of general depression, feelings of hopelessness, loneliness, persistent feelings of instability, and low self-esteem. Lastly, level 1 includes general posts that imply that the users occasionally feel unhappy or that contain mentions of miscellaneous problems that do not pertain to severe depressive symptoms. Some examples of each category are shown in Table 1.

Conflicts during the annotation process arose due to the presence of an array of symptoms belonging to multiple severity levels for a particular item. A user may present hopelessness and elevated levels of frustration along with a statement indicating suicidal ideation. In such cases, the experts resorted to assigning the post the highest level of severity.

Subjective opinion and connotations associated with particular expressions due to their overuse in different contexts presented a problem. Individuals tended to make statements similar to “sleep and never wake up,” which translates to “What is the point of living?” Such statements are commonplace and are used to express general frustration, hopelessness, and philosophical contemplation. According to annotation guidelines, such statements were to be handled objectively and not taken as casual statements, since they were extracted from mental health platforms and were written by users with depression. Another general rule prohibited the action of inference from user statements and labels could not be assigned based on inferences. When complex differences of opinion occurred, the posts were marked and the differences were resolved with discussion and majority voting. The label generation process involved physical and online voting in groups of 2 or 3.

The following section elaborates on the experiments conducted on our data set and explores the best-performing architectures. We tested a total of 5 machine learning models and 11 deep learning models.
Table 1. Examples in Bengali and their English translations.

<table>
<thead>
<tr>
<th>Level and examples (Bengali)</th>
<th>Examples (corresponding English translation)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Level 4</strong></td>
<td></td>
</tr>
<tr>
<td><img src="example1.png" alt="Example" /></td>
<td>What is the point of living! It is better to die than live.</td>
</tr>
<tr>
<td><img src="example2.png" alt="Example" /></td>
<td>If suicide was not a sin, then I would commit suicide! Because, there are some problems in the life of some people in this world which cannot be solved without death!</td>
</tr>
<tr>
<td><img src="example3.png" alt="Example" /></td>
<td>I feel like the most depressed person on this planet and I cry a lot. I want to strangle myself sometimes with my own hand and I want to end my life. But I can’t. It’s very painful. I don’t want to live. Please help me out.</td>
</tr>
<tr>
<td><img src="example4.png" alt="Example" /></td>
<td>I've been very depressed for a while and nothing seems to be going well, maybe right now if I committed suicide it would be good.</td>
</tr>
<tr>
<td><img src="example5.png" alt="Example" /></td>
<td>I'm always upset. Sometimes I want to die, but as I said before, there are setbacks.</td>
</tr>
<tr>
<td><strong>Level 3</strong></td>
<td></td>
</tr>
<tr>
<td><img src="example6.png" alt="Example" /></td>
<td>I am 6 months pregnant but I can't sleep. I'm suffering from depression.</td>
</tr>
<tr>
<td><img src="example7.png" alt="Example" /></td>
<td>I am suffering from mental depression, what medicine should I take?</td>
</tr>
<tr>
<td><img src="example8.png" alt="Example" /></td>
<td>I have been suffering from depression for a long time. I am also very sick mentally and physically, I feel dizzy all the time, I can't eat anything and I feel nauseous every day.</td>
</tr>
<tr>
<td><img src="example9.png" alt="Example" /></td>
<td>Assalamu Alaikum. I am 10 weeks pregnant. I am very emotional. I cry a lot as a reaction to things that hurt a lot. Whatever the subject may be? Will this be a problem for my baby?</td>
</tr>
<tr>
<td><img src="example10.png" alt="Example" /></td>
<td>I became the mother of the first child through c-section. But I can't be like before. I am suffering from depression. I used to scream and cry. My mom, sister and my husband used to cry outside for me. I just think I'm going to die.</td>
</tr>
<tr>
<td><strong>Level 2</strong></td>
<td></td>
</tr>
<tr>
<td><img src="example11.png" alt="Example" /></td>
<td>How does Facebook leave us depressed? I'm very depressed.</td>
</tr>
<tr>
<td><img src="example12.png" alt="Example" /></td>
<td>My hopelessness works all the time and I am in great tension.</td>
</tr>
<tr>
<td><img src="example13.png" alt="Example" /></td>
<td>I suffer from depression most of the time. I have mental problems as a result. What is the remedy?</td>
</tr>
<tr>
<td><img src="example14.png" alt="Example" /></td>
<td>Ways to get rid of frustration and depression. And how to be confident?</td>
</tr>
<tr>
<td><img src="example15.png" alt="Example" /></td>
<td>I feel down all day and lack motivation to get things done. I get very depressed.</td>
</tr>
<tr>
<td><strong>Level 1</strong></td>
<td></td>
</tr>
</tbody>
</table>
Preprocessing

The preprocessing stage included the removal of emojis or emoticons, stopwords, numbers, and other foreign characters, followed by tokenization based on whitespace. A pretrained model, FastText [26], was used for the correction [27] of misspelled words. The length of each post varied from 5 to 300 words. To address the imbalanced nature of the data set, class weights were assigned to give more focus to the minority classes.

Machine Learning Models

Text feature extractions were performed using the bag-of-words (BoW) and term frequency–inverse document frequency (TF-IDF) methods. BoW is a commonly used, simplifying representation of sentences using word frequency. This model disregards grammar or the order of words, while retaining multiplicity. We used BoW to transform texts into feature vectors. TF-IDF is a statistical model that is often used as a weighting factor for information retrieval, text mining, and user modeling. It evaluates how relevant a word is to a post in a collection of documents. A sparse matrix of representation, based on bigram word counts, of the original posts was obtained using this feature extraction scheme.

We applied a set of SVM and complement NB (a member of the NB family) classifiers to the BoW representations [28] and another set of random forest, logistic regression, and KNN classifiers to the sparse matrix from the TF-IDF encoding scheme. We incorporated a grid search to find the best set of hyperparameters for each model (ie, C, gamma, and kernel for the SVM classifier; number of estimators for the random forest classifier; and number of neighbors for the KNN).

Deep Learning Models

Deep learning architectures have achieved groundbreaking results in multiclass classification. We used some standard deep learning architectures and several variations of 1D convolutional layers incorporated with neural network classifiers.

Word embeddings are vector representations of words used as underlying input representations. They generally enhance the performance of sentiment analysis tasks to a great extent. FastText provides word embeddings for 157 languages, including Bengali. Some of the additional benefits of FastText include its extension of the Skip-gram algorithm from Word2vec to create character-level representation of words. In our research, we chose FastText word embedding for the embedding layers. Young et al [29] explored the deep learning trends in text classification. The following section describes how we extracted lower-level sequences from texts and captured long-range dependencies. It also discusses standard deep learning architectures that were used in our experiments.

Figures 1 and 2 show some of the generalized architectures used in our experiments. The experimental design used 1 or a combination of these architectures.
BiLSTM
A BiLSTM connects 2 layers from opposite directions, which enables the architecture to propagate past or future information in both directions. The introduction of LSTM can be traced back to work by Hochreiter and Schmidhuber [30]. The forget, input, and output gates work to capture dependencies and update the contemporary memory cell. The following equations denote the operation of a unidirectional LSTM architecture:

\[
\begin{align*}
    i_t &= \sigma(W_i x_t + [h_{t-1}, x_t] + b_i) \\
    f_t &= \sigma(W_f x_t + [h_{t-1}, x_t] + b_f) \\
    q_t &= \tanh(W_q x_t + [h_{t-1}, x_t] + b_q) \\
    o_t &= \sigma(W_o x_t + [h_{t-1}, q_t] + b_o) \\
    c_t &= f_t \odot c_{t-1} + i_t \odot q_t \\
    h_t &= o_t \odot \tanh(c_t)
\end{align*}
\]

The inputs at the current time, the forget gate, and the output gate are represented by \(x_t\), \(i_t\), and \(o_t\), respectively. The outputs from these gates update the memory cell \(c_t\) and the current hidden state \(h_t\). The sigmoid function denoted by \(\sigma\) has its domain in the range \((0,1)\). The hyperbolic tangent function has outputs lying between \((-1,1)\). The \(f_t\) function controls how much information is to be retained, and the input gate stores relevant information.

BiLSTM and Self-Attention
The Self-Attention layer takes sequences as inputs and outputs aggregate attention scores to find out on which sequences to focus. In our approach, the bidirectional layers were followed by the Self-Attention and GlobalMaxPooling layers. Bahdanau et al [31] proposed state-of-the-art attention architecture that generates context vectors by taking weighted summations of the input vectors and of the hidden cells. Equal emphasis is put on all words of the input sentence, unlike in traditional BiLSTM. In the following equations, the context vector is denoted by \(c_t\) and \(\alpha_{ij}\) refers to the weights that are calculated through backpropagation. \(h_j\) refers to the \(j\)-th word in the input sequence.

\[c_t = \Sigma \alpha_{ij} h_j\]

The weighted sums were calculated for \(t\) annotations. Moreover, the weights \(\alpha_{ij}\) were computed using the softmax function. Several researchers have applied attention mechanisms for text classification and reported that the results have exceeded those of simpler architectures [32,33].

Deep CNN
CNNs use the concept of sliding a kernel across a tensor to create feature maps. These feature maps capture the important features throughout the text to gain some understanding about the text. The sliding kernel operation on a feature vector over a single channel can be summarized using the following equation:

\[c = f(w^T x_{i:1:b+1} + b)\]
Conneau et al [34] explored deep CNNs and concluded that performance increases with depth. Their architecture comprised convolutional blocks, each convolutional block having 2 convolutional layers along with a batch normalization layer and ReLU nonlinearity. The fully connected layers come after the K-Max Pooling layer. Our architecture comprised 3 1D convolutional layers with 3x3 kernel sizes and 512 dense layer units. The 3 pooling layers used had pool sizes of 3, 5, and 14, respectively. The model was trained with 20 epochs and with a batch size of 32.

Deep CNN-BiLSTM
Hassan and Mahmood [35] proposed a convolutional recurrent architecture for sentence classification. They modified the standard CNN-LSTM architecture by excluding the pooling layers. In our experiment, we modified the standard architecture by placing the pooling layers after each of the convolutional layers, as shown in Figure 2. Many authors have compared the CNN-LSTM architecture with stand-alone CNNs, LSTM-CNNs, and other variations [36,37]. In our case, we placed the deep convolutional blocks with the pooling layers. Next, the pooled output, which had a minimal dimension, was passed to an LSTM that learned the ordering of the local features that were extracted.

Experiments were conducted further by modifying the aforementioned architectures with the addition of Self-Attention layers or by changing encoders. The experimental models included a deep CNN-BiGRU, a deep CNN-BiLSTM with Self-Attention, a deep CNN-BiGRU and Self-Attention, and a deep CNN-Self-Attention.

GRUs
This architecture excludes the output gate and has fewer parameters. It consists of 2 gates, a reset gate and an update gate. The reset gate deals with the short-term memory of the architecture.

\[r_t = \sigma(x_t \times U_r + h_{t-1} \times W_r)\]
\[u_t = \sigma(x_t \times U_u + h_{t-1} \times W_u)\]
The first step of this model involves the computation of candidate hidden states, which is determined by the hidden state of the previous timestamps and multiplied by the reset gate output. The resulting output from the tanh activation function is the candidate hidden state.

\[ \tilde{H}_t = \tanh(x_t \times U_g + (r_t \times H_{t-1}) \times W_g) \]

The extent of information a candidate gate can harbor is determined by the reset gate. The candidate hidden state is then used to calculate the current hidden state. GRUs alone or when used as part of other hybrid architectures have proven to be successful [38,39].

Pretrained Language Models

The Hugging Face Transformer library offers a variety of pretrained language models [40]. Devlin et al. [41] proposed a novel language representation model known as BERT. The model is trained on vast text data to learn bidirectional representations, and the architecture provides room for task-specific fine-tuning. The first part of training involved the implementation of a masked language model. A small proportion of the words were replaced with a fixed token to mask them. The model was trained to predict the masked tokens based on the context. To make the BERT model suitable for classification, a classification token was inserted at the start of the first sentence and a separator token was placed at the end. Additionally, the tokens were assigned a sentence and positional embeddings. A classification layer was placed after the transformer model for emotion detection or sentiment analysis tasks.

XLM-RoBERTa

This model develops on BERT and uses richer vocabulary for pretraining on multilingual corpuses [42,43]. The XLM-RoBERTa architecture used in our experiments comprised a pretrained model trained on an ~3 GB monolingual Bengali corpus [22].

Evaluations

For our imbalanced classification problem, we used class-weighted evaluation metrics, such as the weighted \( F_1 \) score, weighted precision, and recall. For the weighted \( F_1 \) score, we adjusted the \( F_1 \) scores of each class according to the proportion of samples in that class. The macro-\( F_1 \) score returned the average \( F_1 \) score without considering the number of samples for each class label. Thus, it was insensitive to class imbalance.

\[
F_1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

\[
\text{Weighted } F_1 = \frac{(N_1 \times \text{Class}_1) + (N_2 \times \text{Class}_2) + (N_3 \times \text{Class}_3) + (N_4 \times \text{Class}_4)}{N_1 + N_2 + N_3 + N_4}
\]

Results

Traditional Models

We compared the real labels of pure Bengali texts with model predictions and summarized the traditional machine learning models (see Tables 2 and 3). The SVM with a linear kernel achieved the highest generalization ability on TF-IDF vector representations with 78% accuracy. Moreover, this result was marginally better than the SVM model that was trained on the same representations with the radial basis function (rbf) kernel, meaning that the representations are linearly separable to some extent. The following are the values for the hyperparameters that were obtained via a grid search:

BoW:
- kernel: rbf
- C: 55
- gamma: 0.008

TF-IDF:
- kernel: linear
- C: 1

Moreover, the random forest model, which was trained using 25,000 estimators with class weights assigned accordingly to account for the class imbalance, achieved an accuracy of 75%.

Table 2. Results with BoW embedding.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>( F_1 ) score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kernel SVM&lt;sup&gt;b&lt;/sup&gt;-rbf&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.73</td>
<td>0.74</td>
<td>0.73</td>
<td>0.74</td>
</tr>
<tr>
<td>Kernel SVM-linear</td>
<td>0.71</td>
<td>0.72</td>
<td>0.71</td>
<td>0.72</td>
</tr>
<tr>
<td>Complement NB&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.66</td>
<td>0.66</td>
<td>0.66</td>
<td>0.66</td>
</tr>
</tbody>
</table>

<sup>a</sup>BoW: bag-of-words.<br><sup>b</sup>SVM: support vector machine.<br><sup>c</sup>rbf: radial basis function.<br><sup>d</sup>NB: naive Bayes.
Table 3. Results with TF-IDF\(^a\) vectorizer.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>(F_1) score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kernel SVM(^b)-rbf(^c)</td>
<td>0.76</td>
<td>0.77</td>
<td>0.76</td>
<td>0.77</td>
</tr>
<tr>
<td>Kernel SVM-linear</td>
<td>0.77</td>
<td>0.78</td>
<td>0.76</td>
<td>0.78</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.76</td>
<td>0.75</td>
<td>0.72</td>
<td>0.75</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.74</td>
<td>0.74</td>
<td>0.74</td>
<td>0.74</td>
</tr>
<tr>
<td>KNN(^d)</td>
<td>0.70</td>
<td>0.53</td>
<td>0.44</td>
<td>0.53</td>
</tr>
</tbody>
</table>

\(^a\)TF-IDF: term frequency–inverse document frequency.
\(^b\)SVM: support vector machine.
\(^c\)rbf: radial basis function.
\(^d\)KNN: K-nearest neighbor.

Deep Learning Architectures

We also reported the weighted \(F_1\) scores, macroaverage \(F_1\) scores, and accuracies of our deep learning architectures for pure Bengali texts. Our recurrent models had the following setup: embedding layers, followed by 1D spatial dropout, a stack of recurrent units, and dense layers. The 1D spatial dropout drops the entire feature map; in other words, it drops a feature along with its correlated neighbors by setting its activations to 0. The spatial dropout rate varied from 0.1 to 0.4.

Furthermore, for feature extraction using CNNs, the deep convolutional block was placed after the embedding layer, followed by the 1D spatial dropout. All the models were trained with batch sizes of 32 and 64. The LSTM unit achieved the highest weighted \(F_1\) score and an accuracy of 0.78. The following Table 4 details the results of our final deep learning architectures. The BiGRU reached a weighted \(F_1\) score of 0.81, while the additional layers were able to distinguish the classes moderately well. The BERT architecture was adjusted with a batch size of 8, a learning rate of \(1 \times 10^{-4}\), and a fully connected layer consisting of 4096 units with L1 and L2 regularizers set to 0.01. The model was trained for 400 epochs on an NVIDIA RTX 3060 GPU.

Table 5 details the performance of the BiGRU on individual severity levels. It was able to distinguish severity level 4 posts with 81% accuracy. Moreover, severity level 1 and 2 posts could be detected with 86% and 82% accuracy, respectively. It is also important to note that the CNN-based recurrent models achieved higher accuracies in the case of level 4 severity detection. The deep CNN-BiGRU, in particular, achieved 83% accuracy and the deep CNN-BiLSTM yielded 82% accuracy.

The objective of our research was to maximize recall as an indicator since a false-negative case might create a hindrance for a suicidal individual in getting help. The BiGRU achieved a precision of 88%, so it might filter out most of the severe cases if the metric were to be maximized.

Table 4. Results of deep learning implementations.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
<th>(F_1) score</th>
<th>(F_1) score (macroaverage)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiGRU(^a)</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.78</td>
</tr>
<tr>
<td>BiLSTM(^b) Self-Attention</td>
<td>0.73</td>
<td>0.72</td>
<td>0.72</td>
<td>0.73</td>
<td>0.70</td>
</tr>
<tr>
<td>Deep CNN(^c)-BiLSTM</td>
<td>0.80</td>
<td>0.77</td>
<td>0.77</td>
<td>0.78</td>
<td>0.76</td>
</tr>
<tr>
<td>Deep CNN-BiLSTM Self-Attention</td>
<td>0.77</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>0.74</td>
</tr>
<tr>
<td>BiLSTM</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>0.74</td>
</tr>
<tr>
<td>BiGRU Self-Attention</td>
<td>0.75</td>
<td>0.74</td>
<td>0.74</td>
<td>0.74</td>
<td>0.73</td>
</tr>
<tr>
<td>Deep CNN-BiGRU</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>0.74</td>
</tr>
<tr>
<td>Deep CNN-BiGRU Self-Attention</td>
<td>0.75</td>
<td>0.73</td>
<td>0.73</td>
<td>0.74</td>
<td>0.73</td>
</tr>
<tr>
<td>Deep CNN Self-Attention</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>0.75</td>
</tr>
<tr>
<td>Monolingual XLM-RoBERTa-BiGRU(^d)</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
<td>0.75</td>
</tr>
</tbody>
</table>

\(^a\)BiGRU: bidirectional gated recurrent unit.
\(^b\)BiLSTM: bidirectional long short-term memory.
\(^c\)CNN: convolutional neural network.
\(^d\)BERT: bidirectional encoder representations from transformers.
Table 5. BiGRU\textsuperscript{a} implementation breakdown for each label.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
<th>$F_1$ score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Severity level 1</td>
<td>0.85</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>Severity level 2</td>
<td>0.78</td>
<td>0.82</td>
<td>0.82</td>
<td>0.80</td>
</tr>
<tr>
<td>Severity level 3</td>
<td>0.63</td>
<td>0.62</td>
<td>0.62</td>
<td>0.63</td>
</tr>
<tr>
<td>Severity level 4</td>
<td>0.88</td>
<td>0.80</td>
<td>0.80</td>
<td>0.84</td>
</tr>
</tbody>
</table>

\textsuperscript{a}BiGRU: bidirectional gated recurrent unit.

Discussion

Principal Findings

This paper discussed an empirical study that identified the severity of depression using Bengali text-based data. Before categorizing, different cases from classes 1 through 4 were thoroughly studied. The findings suggest that by combining machine learning and deep learning approaches, substantial accuracy may be attained for linguistics data sets on complex psychological tasks, such as the analysis of depression.

Analysis

In our context, the performance of stand-alone RNNs exceeded expectations due to several reasons. First, composite models, such as BERT, tend to produce average results with small multilabel data sets [44]. Second, the order of words in our data set was significant in concluding the nature of a person’s mental state. The stand-alone RNN model captures short-to-medium-range dependencies from input sentences. For example, in the consecutive sentences extracted from the data set “I will die,” the anonymous individual writes, “I will die,” or “I feel like I will probably kill myself someday,” indicating a possible suicide attempt in the future. Convolutional and pooling layers tend to disrupt information about the local order of words that must be captured for proper classification. Lastly, in the majority of the cases, our labeling criteria put emphasis on absolutist words, such as “(mood swing), (OCD), (hyper) (mental issues)” and “(feel upset all the time)”. The attention model, which assigns attention weights to input representations, requires a substantially larger corpus to accurately calculate which word token is to be assigned a higher weight.

Previous studies performing linguistic analysis on depressive English texts have focused heavily on identification of specific emotions or mental health issues. In doing so, the authors have performed multilabel classification on a corpus collected from Reddit. Research incorporating Bengali text data is largely limited to classification of depressive and nondepressive texts only. Therefore, the significance of this research lies in demonstrating that deep learning classifiers not only identify specific emotions or conditions but also classify the level of severity. Second, it continues research on Bengali NLP to include classification of hierarchical depressive labels.

The evidence collected from the studies demonstrates that sequential deep learning architectures produce quality results. A proportion of the hybrid architectures suffered from limitations due to unavailability of Bengali language resources. Many state-of-the-art techniques benefit from an abundance of textual data belonging to an array of social topics. However, for categorizing niche social topics in low-resource languages, RNN models generalize better without requiring a large corpus and high computational power.

Limitations

The lack of pure Bengali texts was a constraint to our work. Bengali-speaking people write texts in Romanized Bengali, which is the representation of Bengali language in English scripts. We were unable to use a fraction of the data initially collected, because some of the texts were code-mixed or written in Romanized Bengali. Moreover, Bengali is a low-resource language and the user posts in our corpus belonged to specialized social topics.

Conclusion

Future research might focus on designing experiments using Romanized Bengali texts, too. Despite the limitations of the study, our models’ overall performance and findings indicate that machine learning and deep learning models are reasonably robust and suitable to identify the severity of mental health conditions.
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Abstract

Background: The number of adults entering higher-risk age groups for receiving a cancer diagnosis is rising, with predicted numbers of cancer cases expected to increase by nearly 50% by 2050. Living with cancer puts exceptional burdens on individuals and families during treatment and survivorship, including how they navigate their relationships with one another. One role that a member of a support network may enact is that of a surrogate seeker, who seeks information in an informal capacity on behalf of others. Individuals with cancer and surrogate seekers often use the internet to learn about cancer, but differences in their skills and strategies have received little empirical attention.

Objective: This study aimed to examine the eHealth literacy of individuals with cancer and surrogate information seekers, including an investigation of how each group evaluates the credibility of web-based cancer information. As a secondary aim, we sought to explore the differences that exist between individuals with cancer and surrogate seekers pertaining to eHealth literacies and sociodemographic contexts.

Methods: Between October 2019 and January 2020, we conducted a web-based survey of 282 individuals with cancer (n=185) and surrogate seekers (n=97). We used hierarchical linear regression analyses to explore differences in functional, communicative, critical, and translational eHealth literacy between individuals with cancer and surrogate seekers using the Transactional eHealth Literacy Instrument. Using a convergent, parallel mixed methods design, we also conducted a thematic content analysis of an open-ended survey response to qualitatively examine how each group evaluates web-based cancer information.

Results: eHealth literacy scores did not differ between individuals with cancer and surrogate seekers, even after adjusting for sociodemographic variables. Individuals with cancer and surrogate seekers consider the credibility of web-based cancer information based on its channel (eg, National Institutes of Health). However, in evaluating web-based information, surrogate seekers were more likely than individuals with cancer to consider the presence and quality of scientific references supporting the information. Individuals with cancer were more likely than surrogate seekers to cross-reference other websites and web-based sources to establish consensus.

Conclusions: Web-based cancer information accessibility and evaluation procedures differ among individuals with cancer and surrogate seekers and should be considered in future efforts to design web-based cancer education interventions. Future studies may also benefit from more stratified recruitment approaches and account for additional contextual factors to better understand the unique circumstances experienced within this population.
eHealth literacy; cancer communication; individuals with cancer; surrogate seekers; web-based information credibility appraisal

Introduction

Overview

The number of adults entering higher-risk age groups for receiving a cancer diagnosis is rising, with predicted numbers of cancer cases expected to increase by nearly 50% by 2050 [1]. Living with cancer puts exceptional burden on individuals and families during treatment and survivorship, including how they navigate their relationships with one another [2]. To best support individuals with cancer and members of their support networks with evidence-based programs, a better understanding of the unique needs and roles of each group is warranted [3].

Active participation in health care decision-making leads to better outcomes and increased quality of life and helps patients receive appropriate and cost-effective treatments [4]. Unfortunately, support networks tend to underassess their quality of life, bringing into question the understanding this population has of the perspective of an individual with cancer [5]. Informed support networks are better able to provide productive support, assist in treatment compliance, and help ensure the continuity of care for the patient [6]. Similarly, well-informed individuals with cancer who participate in shared decision-making with their clinicians have more positive cognitive outcomes related to their care [7,8].

One way in which individuals with cancer and support networks serve active roles in health care experiences is web-based health information seeking [9]. Blogs and social media have evolved past 1-way information websites into expansive, 2-way communicative resources that help individuals with cancer and caregivers connect and learn from other people’s experiences and expertise [10]. The availability of health and medical information through web-based forums and sources has increased dramatically over the last several decades and has created an abundance of opportunities for patients and support networks to engage in seeking health information [11,12]. Members of a support network who search for information pertaining to their family member or friend’s health and diagnosis are called surrogate seekers [11]. The act of surrogate seeking is defined as seeking “information in a nonprofessional or informal capacity on behalf (or because) of others without necessarily being asked to do so” [13]. Although these groups frequently use the internet to search for health information, the general population unfortunately has a challenging time evaluating the quality and veracity of web-based health information [14]. and research has demonstrated that this challenge is evident among patients living with chronic ailments such as cancer [10]. Web-based cancer misinformation is prevalent and has the potential to cause harm to its consumers [15]. Investigating how individuals with cancer and surrogate seekers navigate web-based cancer information is imperative to begin developing interventions that support each group in health decision-making.

Transactional eHealth Literacy

eHealth literacy is a dynamic, intrapersonal skill set that is shaped by the experiences, technologies, and opportunities available to an individual at a given time [16]. Paige et al [17] defined transactional eHealth literacy as, “the ability to locate, understand, exchange, and evaluate health information from the internet in the presence of dynamic contextual factors, and to apply the knowledge gained for the purposes of maintaining or improving health.” eHealth literacy is an expanding field of research, as a large portion of health-related messages and information is circulated and accessed through web-based, media, and digital sources [18] eHealth literacy requires combining both knowledge and skills from a diverse set of domains and is inherently and increasingly relevant to scholars, patients, and other individuals [18]. The Transactional Model of eHealth Literacy (TMeHL) centralizes the concept of communication within the context of how web-based health information is accessed, evaluated, and applied to inform health decisions. The TMeHL functions under a broad assumption that the ability of an individual to counteract challenges during the web-based experience is a continuous process, and the process is constantly modified according to diverse eHealth contextual factors and prior eHealth experiences. Transactional eHealth literacy includes the following four competencies: (1) functional (ie, the ability to locate and understand web-based information); (2) communicative (ie, the ability to exchange information among individuals within web-based contexts); (3) critical (ie, the ability to appraise and evaluate the source and content of information found on the web); and (4) translational (ie, the ability to use information learned from the internet to inform health care decisions) skills [19]. eHealth literacy is associated with sociodemographic and psychosocial variables. For example, people who are younger, report higher education, and use electronic devices more frequently have higher eHealth literacy than their counterparts [17,20]. A systematic review found that caregivers generally have higher health literacy levels than patients [21], but the eHealth literacy skills of patients with cancer and caregivers have received less attention. Caregivers are more likely to be female and younger, so differences are assumed [22], but confirmatory research is needed.

Silence et al [23] reported that patients and caregivers have different web-based information needs and uniquely engage with website content to determine its quality and relevance. A report by the Pew Research Center [24] found that caregivers are more likely to consult web-based rankings of clinicians and medical facilities and use web-based reviews of drugs and medical treatments, whereas patients seek information about their diagnosis, the causes and spread of cancer, treatment options, and the side effects of treatment. There remains a lack of evidence regarding the specific cues and processes that patients and surrogate seekers use to evaluate the credibility, or the trust and quality, of web-based health information.
Critical eHealth Literacy

Critical eHealth literacy is defined as the knowledge and ability of a person to evaluate the credibility, relevance, and risk of exchanging web-based health information [17]. The perceived credibility of health information is associated with the recipient’s satisfaction with the information found and is ultimately linked to proactive behavior change [23,25]. There is much debate about how to conceptualize credibility [26], but it is generally dependent on whether a consumer considers a piece of information to be believable or guided by trustworthiness and expertise [27]. When evaluating web-based health information, the public is encouraged to consider the source of the information and rely on educational or government agencies to cross-reference the content with other reliable sources and to consider the date on which the content was published, among other indicators [28]. Examining how patients and surrogate seekers assess the credibility of web-based cancer information could provide valuable insights into how lay audiences operationalize the concept of credibility. Such evidence will be valuable for the design and consistent evaluation of patient education resources that are developed to be perceived as credible by their recipients. Furthermore, this evidence will inform how to best deliver education from diverse sources within web-based contexts and offered by offline contacts (eg, clinicians and support networks).

Purpose

This study aimed to evaluate the eHealth literacy of individuals with cancer and surrogate seekers. Given that perceived skills to evaluate web-based health information do not always translate into proficient performance behaviors [29], we also asked individuals with cancer and surrogate seekers to reflect on the processes they use to evaluate web-based cancer information.

- Hypothesis 1: compared with individuals with cancer, surrogate seekers will have a higher self-reported ability related to functional, communicative, critical, and translational eHealth literacy.
- Research question 1: What differences exist between individuals with cancer and surrogate seekers pertaining to eHealth literacy and sociodemographic contexts?
- Research question 2: What processes do individuals with cancer and surrogate seekers use to evaluate the credibility of web-based cancer information?

Methods

Recruitment

Between October 2019 and January 2020, we conducted a 20-minute web-based survey with adults registered with the broad consent research registry of a large southeastern medical university. The broad consent research registry is a database of individuals with cancer who volunteered to be contacted about research opportunities. We were provided with contact information for individuals with cancer who had consented to be contacted for research and who also had an International Classification of Diseases-10 code identifying cancer. Identified individuals with cancer (N=6847) were sent an email invitation, receiving up to 1 reminder. All identified individuals with cancer received a follow-up email because of our not distributing individualized survey links. This allowed potential participants to forward the email to other eligible individuals. The eligibility criteria included being an English-speaking adult (aged ≥18 years) and having used the internet to look for advice or information about (1) their own cancer or (2) a family member or friend’s cancer in the past 6 months. Surrogate seekers were identified through a snowball sampling technique. We sent an email invitation to the identified individuals with cancer:

*If you have not searched for cancer information in the past six months but have a family member or friend that searches online cancer information for you, we would like to hear from them. Please consider forwarding them this email.*

We did not identify dyads of patients and their support networks to examine similarities, differences, or trends. This study recruited surrogate seeker participants through referrals from individuals with cancer who completed the survey, but we did not establish any dyadic connections between patients and the surrogate seekers they recommended to complete the survey.

The participants who completed the survey were remunerated with a US $25 e–gift card for their time. The study data were collected and managed using REDCap (Research Electronic Data Capture; Vanderbilt University) tools hosted at the University of Florida [30]. REDCap is a secure, web-based application designed to support data capture for research studies. This manuscript reports a secondary analysis of items from the larger survey.

Measures

The sociodemographic characteristics for this study, including age, sex, race, and socioeconomic status, were measured using items adopted from the Health Information National Trends Survey and the US Census Bureau (Multimedia Appendix 1). Participants indicated whether they were a person living with their own cancer diagnosis (ie, a patient). If not affirmed, participants were asked if they had used the internet to look for advice or information about someone else’s cancer. If they said yes, they were included in the study as a surrogate information seeker.

We measured eHealth literacy using the Transactional eHealth Literacy Instrument (TeHLI) of Paige et al [17]. The TeHLI previously underwent a rigorous instrument development and testing procedure, yielding 4 dimensions consistent with the TMeHL [19]. The TeHLI was selected for this study because of its focus on transactional exchanges within the eHealth domain and because it extends beyond other previously established eHealth measures such as the eHealth Literacy Scale (eHEALS) [17]. Although eHEALS is popular and psychometrically sound [19,31], scholars have noted its limitations in content validity informed by the evolving social possibilities created by eHealth technology, in addition to the lack of correlation between eHEALS scores and enacted task performance pertaining to web-based health information seeking [17]. It also does not sufficiently address the critical and communicative skills included in accurately assessing eHealth literacy [32]. Rather than acting as a static competency, eHealth
is fluid and dynamic in nature, which allows individuals opportunities to manage communicative interactions in numerous contexts from multiple sources [33]. This ability to appraise, evaluate, and exchange information between web-based sources is inherently transactional, and this continuous process influences individuals’ relational and cultural contexts and acts as an arbiter of social exchange [17,34]. Norman [32] recommended that eHealth literacy instruments should expand beyond the eHEALS to measure the transactional features afforded by eHealth, and the TeHLI accomplishes this.

The multidimensional TeHLI includes 18 items anchored on a 5-point Likert-type scale, ranging from 1 (strongly disagree) to 5 (strongly agree). The instrument measures four competencies: (1) functional (eg, “I can summarize basic health information from the internet in my own words”); (2) communicative (eg, “I have the skills I need to talk about health topics on the internet with multiple users at the same time”); (3) critical (eg, I can tell when health information on the internet is fake”); and (4) translational (eg, “I can use the internet as a tool to improve my health”). The internal consistency of data from each dimension was sufficient for patients (Cronbach $\alpha = .85-.87$) and surrogate seekers (Cronbach $\alpha = .83-.91$). We also sought to understand how patients and surrogate seekers appraise web-based health information. A single, open-ended item was included in the survey asking, “When you found information online, how did you decide if the information was credible?”

**Statistical Analysis**

This mixed methods study used a convergent parallel design, in which the quantitative and qualitative data collection occurred concurrently [35]. Per the convergent parallel design, we used the quantitative and qualitative results to compare findings to yield a more holistic understanding of the data [35]. Convergent designs aim to obtain different yet complementary data on the same topic, assist in producing rigorous scholarship through the independent collection of data, and enhance the subsequent comparison and integration of the results of each method. We generated a series of descriptive statistics to summarize the sociodemographic characteristics of the individuals with cancer and caregivers who participated in the survey. We also conducted a 2-tailed independent samples $t$ test to examine if the age differed by group, and we conducted chi-square analyses to detect group differences in sex, race, education, and marital status. To test hypothesis 1, we conducted 4 hierarchical multiple linear regression analyses. In step 1, we entered sociodemographics that were empirically shown to correlate with each eHealth literacy competency. In step 2, we estimated whether a difference in each eHealth literacy score existed between individuals with cancer and surrogate seekers while adjusting for sociodemographics in step 1. Variance inflation factors and collinearity were also monitored. Statistical significance was detected at $P = .05$ or lower, and we reported 95% CIs.

As part of the survey, an open-ended question (When you found information online, how did you decide if the information was credible?) was included to investigate how participants determine whether the health information found on the web was credible. Using a content analysis method, we first completed an inductive open-coding process to determine common themes among both respondent populations [36]. Through this procedure, the identification of keywords and commonly discussed content assisted in the development of 8 codes. To understand which action words (or operational behaviors and skills) were used by participants to evaluate web-based cancer information, we extracted the verbs used in their self-reflective procedure. We compared these action words to those reported in a concept analysis of eHealth literacy definitions, models, and measures to inform the most recent definition of eHealth literacy [17]. Table 1 includes the codebook, which went through several training iterations with 2 researchers who coded independently. An acceptable level of intercoder reliability was established (Cohen $\kappa = 0.73$) after 2 coders independently coded 20% of the data set. A single coder evaluated the remaining data set and determined coder consensus when necessary. A series of chi-square analyses was conducted to examine differences in credibility appraisal (ie, determined source credibility and determined channel credibility) of web-based health information according to patient and surrogate seeker status.

As a final step, integration of the data occurred by merging the quantitative results with the qualitative results [35]. Through triangulation, we compared the results of each data set, quantitative and qualitative, to draw the conclusions set forth in the results presented [37].
Table 1. Codes, operational definitions, and examples to guide open-ended responses.

<table>
<thead>
<tr>
<th>Code</th>
<th>Definition</th>
<th>Respondent quotes</th>
</tr>
</thead>
</table>
| Determined channel credibility    | This code should be used when the respondent answers the question by saying they looked for credible websites and paid attention to where the information was coming from such as Mayo Clinic or a .gov or .edu website. If the respondent double-checked information, read reviews, or trusted the website, these answers could fall under this category as well. | • Published in a reputable peer-reviewed journal  
• It came from a credible source like a journal or medical center  
• Study was done by a credible medical institution  
• Research or credible sample size or investigators  
• By whom it was provided  
• I made sure the website is accredited |
| Determined source credibility     | This code should be used when the respondent answers the question by saying they looked up to see who the author was and if they were credible. | • I noted the author and the credibility of the institution which it represented  
• I had to x-ref dates and study authors to see what was most current, who was still strong in the field, etc.  
• I looked at the credentials of the author |
| Checked citations for scientific support | This code should be used when the respondent answers the question by saying they checked the resources of the information to see if it was coming from a credible source. An example of this could be if the respondent looks at the resource the information was taken from, checked the sources at the bottom of the website, age of the article, etc. | • I looked at the resources the information came from  
• I checked the sources at the bottom of the website  
• Age of article references  
• Researched the sources listed  
• Looked for citations from doctors at the bottom  
• Source references |
| Cross-referenced content with other web-based sources | This code should be used when the respondent answers the question by saying they looked at or researched several different sources or web pages to determine if the web-based health information was consistent with each other. | • How frequently it was repeated in both articles and university-based publications  
• Cross-referencing multiple sites  
• I checked additional websites to compare information as accurate |
| Cross-referenced content with recommendations from health care | This code should be used when the respondent answers the question by saying they researched health information on the web to confirm that it aligned with what their clinician recommended. This code can also be used when a patient or caregiver confirms information found on the web between 2 websites. | • Compared information with what I had gotten from my medical source  
• Seemed like it was in line with what my health care clinician told me  
• Compared with information I received from my physician and medical team |
| Discussed content with a health care clinician | This code should be used when the respondent answers the question by saying they discussed the information they found on the web with their health care clinician to check its credibility. | • I reviewed my symptoms with the information provided, then discussed the symptoms and information with my physician  
• I asked my doctor about it |
| Miscellaneous                     | This code should be used when the respondent answers the question with a response that does not fit into any other predefined reason or cannot be explicitly categorized. | • Yes it seemed helpful and made me make a doctor appointment  
• Asked a family member  
• It sounded reasonable with what I knew already  
• I trust hospital information |
| Uncodeable                        | This code should be used when the respondent answers the question with a response that does not pertain to the information asked. An example of this could be they did not answer the question correctly or provided information that is not relevant to this data. | • Not sure  
• Yes I did  
• Yes  
• Had way to know just had to trust reparation  
• Looks real if all of them about what I think |
Ethical Considerations
This study received institutional review board approval from the University of Florida (IRB#201802322). Each participant completed a waiver of informed consent providing them with clear expectations of what the study entailed and provided their consent before participating. Any identifiable respondent information was anonymized according to ethical privacy standards.

Results
Sample Characteristics
A total of 303 participants responded to the survey. A small proportion (n=21, 6.9%) of the participants reported not searching for web-based cancer information in the past 6 months and were excluded from the analyses. The final sample consisted of 282 participants, which included individuals with cancer (n=185, 65.6%) and surrogate seekers (n=97, 34.4%).

Tables 2 and 3 show the sociodemographics of the sample, separated into individuals with cancer and surrogate seeker groups. Individuals with cancer and surrogate seekers were predominantly White (individuals with cancer: 142/185, 76.7% and surrogate seekers: 69/97 71%), female (individuals with cancer: 105/185, 56.8% and surrogate seekers: 65/97, 67%), college educated (individuals with cancer: 100/185, 54.1% and surrogate seekers: 58/97, 59%), married (individuals with cancer: 105/185, 56.8% and surrogate seekers: 47/97, 48%), and from the southeastern region of the nation (individuals with cancer: 143/185, 77.3% and surrogate seekers: 77/97, 79%). The sample was also predominantly non-Hispanic, with only 7 (2.5%) participants identifying as Hispanic. The most common individual with cancer surrogate seekers identified themselves as seeking information for was either a friend (20/97, 21%) or a spouse (13/97, 13%). Multimedia Appendix 2 shows the surrogate seeker types in detail. Age (mean 55.47, SD 15.10; range 20-88 years) was the only sociodemographic variable that varied according to patient and surrogate seeker status. An independent sample 2-tailed t test showed that individuals with cancer reported an older age (mean 57.44, SD 14.29 years) than surrogate seekers in this sample (mean 51.72, SD 16.0; \(t_{234}=2.80; P=0.01, 95\% \text{ CI} \ 1.70-9.75\)).
### Table 2. Sociodemographic characteristics (patient sample, N=185).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>57.44 (14.29)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>50 (27)</td>
</tr>
<tr>
<td>Female</td>
<td>105 (56.8)</td>
</tr>
<tr>
<td>Intersex</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td>Missing</td>
<td>29 (15.7)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>142 (76.8)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>4 (2.2)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>8 (4.3)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>29 (15.7)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td>High school or General Education Development</td>
<td>15 (8.1)</td>
</tr>
<tr>
<td>Some college</td>
<td>32 (17.3)</td>
</tr>
<tr>
<td>Completed college</td>
<td>45 (24.3)</td>
</tr>
<tr>
<td>Completed some postgraduate</td>
<td>10 (5.4)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>31 (16.8)</td>
</tr>
<tr>
<td>Other advanced degree beyond master’s</td>
<td>14 (7.6)</td>
</tr>
<tr>
<td>Missing</td>
<td>36 (19.5)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>43 (23.2)</td>
</tr>
<tr>
<td>Partnered</td>
<td>9 (4.9)</td>
</tr>
<tr>
<td>Married</td>
<td>105 (56.8)</td>
</tr>
<tr>
<td>Missing</td>
<td>67 (36.2)</td>
</tr>
<tr>
<td><strong>Geographic region, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Northeast</td>
<td>7 (3.8)</td>
</tr>
<tr>
<td>Southeast</td>
<td>143 (77.3)</td>
</tr>
<tr>
<td>Southwest</td>
<td>6 (3.2)</td>
</tr>
<tr>
<td>West</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Missing</td>
<td>29 (15.7)</td>
</tr>
<tr>
<td><strong>Type of cancer, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Breast</td>
<td>39 (26.4)</td>
</tr>
<tr>
<td>Skin (squamous cell carcinoma, basal cell carcinoma, melanoma, and Merkel cell)</td>
<td>26 (17.6)</td>
</tr>
<tr>
<td>Blood (leukemia, lymphoma, and myeloma)</td>
<td>12 (6.6)</td>
</tr>
<tr>
<td>Lung</td>
<td>10 (6.8)</td>
</tr>
<tr>
<td>Thyroid</td>
<td>8 (5.4)</td>
</tr>
<tr>
<td>Prostate</td>
<td>6 (4.1)</td>
</tr>
<tr>
<td>Colon and rectal</td>
<td>5 (3.4)</td>
</tr>
<tr>
<td>Non-Hodgkin lymphoma</td>
<td>4 (2.7)</td>
</tr>
</tbody>
</table>

*Note: a denotes percentages based on type of cancer.*
<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ovarian</td>
<td>4 (2.7)</td>
</tr>
<tr>
<td>Pancreatic</td>
<td>4 (2.7)</td>
</tr>
<tr>
<td>Endometrial</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td>Esophageal</td>
<td>2 (1.3)</td>
</tr>
<tr>
<td>Head and neck</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td>Kidney</td>
<td>2 (1.3)</td>
</tr>
<tr>
<td>Mesothelioma</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td>Parotid gland</td>
<td>2 (1.3)</td>
</tr>
<tr>
<td>Throat</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td>Bladder</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Bone</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Brain</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Fallopian tube</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Lymphedema</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Mesenteric</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Sarcoma</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Synovial</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Testicular</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Uterine</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Miscellaneous or other</td>
<td>6 (4.1)</td>
</tr>
</tbody>
</table>

*Types of cancers (n=148). Individuals with cancer may have reported >1 cancer type. Segments of both patients and surrogate seekers did not provide cancer type.*
Table 3. Sociodemographic characteristics (surrogate seeker sample, N=97).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>51.72 (19.99)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>17 (18)</td>
</tr>
<tr>
<td>Female</td>
<td>65 (67)</td>
</tr>
<tr>
<td>Missing</td>
<td>15 (15)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>69 (71)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Native American or American Indian</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Asian or Pacific Islander</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Missing</td>
<td>15 (15)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>1 (1)</td>
</tr>
<tr>
<td>High school or General Education Development</td>
<td>6 (76)</td>
</tr>
<tr>
<td>Some college</td>
<td>13 (13)</td>
</tr>
<tr>
<td>Completed college</td>
<td>41 (42)</td>
</tr>
<tr>
<td>Completed some postgraduate</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>12 (12)</td>
</tr>
<tr>
<td>Other advanced degree beyond master’s</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Missing</td>
<td>19 (20)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>31 (32)</td>
</tr>
<tr>
<td>Partnered</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Married</td>
<td>47 (48)</td>
</tr>
<tr>
<td>Missing</td>
<td>15 (15)</td>
</tr>
<tr>
<td><strong>Geographic region, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Northeast</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Southeast</td>
<td>77 (79)</td>
</tr>
<tr>
<td>Southwest</td>
<td>3 (3)</td>
</tr>
<tr>
<td>West</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Missing</td>
<td>16 (16)</td>
</tr>
<tr>
<td><strong>Type of cancer, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Breast</td>
<td>15 (18)</td>
</tr>
<tr>
<td>Skin (squamous cell carcinoma, basal cell carcinoma, melanoma, and Merkel cell)</td>
<td>9 (11)</td>
</tr>
<tr>
<td>Colon and rectal</td>
<td>9 (11)</td>
</tr>
<tr>
<td>Brain</td>
<td>7 (8)</td>
</tr>
<tr>
<td>Prostate</td>
<td>6 (7)</td>
</tr>
<tr>
<td>Blood (leukemia, lymphoma, and myeloma)</td>
<td>4 (3)</td>
</tr>
<tr>
<td>Lung</td>
<td>4 (3)</td>
</tr>
</tbody>
</table>
Values

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ovarian</td>
<td>4 (3)</td>
</tr>
<tr>
<td>Pancreatic</td>
<td>4 (3)</td>
</tr>
<tr>
<td>Bladder</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Liver</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Kidney</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Oral</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Uterine</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Stomach</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Head and neck</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Endometrial</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Esophageal</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Appendix</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Bone</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Unknown (cannot remember, not sure yet, and unknown)</td>
<td>3 (4)</td>
</tr>
</tbody>
</table>

Types of cancers (n=83). Surrogate seekers may have reported >1 cancer type. Segments of both patients and surrogate seekers did not provide the cancer type.

eHealth Literacy

Table 4 shows the scores for each eHealth literacy competency. On the basis of a 5-point Likert-type scale, participants reported an above-average eHealth literacy score across all 4 competencies. On average, participants “agreed” that they have the skills needed to successfully access and understand web-based health information (functional eHealth literacy) and apply what they learned to their health situation (translational eHealth literacy). Participants reported neither agreeing nor disagreeing that they have the skills needed to successfully exchange (communicative eHealth literacy) and evaluate (critical eHealth literacy) web-based information about cancer. Pearson correlation coefficients report a strong, statistically significant association between scores from each eHealth literacy competency ($r=0.54-0.70; P<.001$).

Table 4. eHealth literacy competency scores.

<table>
<thead>
<tr>
<th>Competency</th>
<th>Values, n</th>
<th>Values, mean (SD)</th>
<th>Values, median (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functional eHealth literacy</td>
<td>244</td>
<td>4.06 (0.76)</td>
<td>4.00 (1-5)</td>
</tr>
<tr>
<td>Communicative eHealth literacy</td>
<td>239</td>
<td>3.29 (0.91)</td>
<td>3.20 (1-5)</td>
</tr>
<tr>
<td>Critical eHealth literacy</td>
<td>238</td>
<td>3.49 (0.75)</td>
<td>3.60 (1.60-5)</td>
</tr>
<tr>
<td>Translational eHealth literacy</td>
<td>239</td>
<td>3.98 (0.65)</td>
<td>4.00 (2-5)</td>
</tr>
</tbody>
</table>

Table 5 shows the results of 4 hierarchical linear regression models that examined the association of respondent type (surrogate seeker vs individual with cancer) with each eHealth literacy competency, adjusting for age, gender, race, education, and marital status. The models were statistically significant for each of the four eHealth literacies: (1) functional ($F_{6,226}=4.91, P<.001; R^2=0.12, R^{2adj}=0.09$); (2) communicative ($F_{6,226}=4.47, P<.001; R^2=0.11, R^{2adj}=0.08$); (3) critical ($F_{6,226}=4.30, P<.001; R^2=0.10, R^{2adj}=0.08$); and (4) translational ($F_{6,226}=2.99, P=.01; R^2=0.07, R^{2adj}=0.05$).

Functional ($P=.51$), communicative ($P=.31$), and critical eHealth literacy ($P=.63$) scores did not statistically significantly differ between individuals with cancer and surrogate seekers adjusting for sociodemographic variables. The results of the final regression model demonstrated a trend between respondent status and translational eHealth literacy but was not statistically significant ($\beta=-0.15, SE 0.09; P=.09$). This result, which should be interpreted with caution, suggests that individuals with cancer may have higher confidence in applying the information they find on the internet to their own health, than their surrogate seeker counterparts.

We also found statistically significant associations between sociodemographic variables and eHealth literacy competencies in step 1 of the hierarchical linear regression models, whether the participant was an individual with cancer or a surrogate seeker. Identifying as a female and reporting a college education resulted in a positive association with functional eHealth literacy ($F_{5,227}=5.82, P<.001; R^2=11, R^{2adj}=0.09$). In the communicative eHealth literacy model, reporting a younger age and a college education was positively associated with confidence in
exchanging web-based health information, \(F_{5, 227}=5.15, P<.001; R^2=.10, R^2_{\text{adj}}=.08\). Similarly, reporting a younger age and a college education and identifying as a female resulted in a positive association with critical eHealth literacy \(F_{5, 226}=5.13, P<.001; R^2=.10, R^2_{\text{adj}}=.08\). Translational eHealth literacy, however, was only statistically significantly associated with having a college education \(F_{5, 227}=3.00, P=.04\ R^2=.06, R^2_{\text{adj}}=.04\).

Table 5. Regression of surrogate seeker versus patient status on eHealth literacy.

<table>
<thead>
<tr>
<th>Step 1</th>
<th>Variable</th>
<th>Functional, (\beta) (SE; 95% CI)</th>
<th>Communicative, (\beta) (SE; 95% CI)</th>
<th>Critical, (\beta) (SE; 95% CI)</th>
<th>Translational, (\beta) (SE; 95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>(-0.01) (0.01; (-0.01) to 0.00)</td>
<td>(-0.01) (0.01(^a); (-0.02) to (-0.01))</td>
<td>(-0.01) (0.01(^a); (-0.02) to (-0.01))</td>
<td>(-0.01) (0.00; (-0.01) to 0.00)</td>
<td></td>
</tr>
<tr>
<td>Sex(^b)</td>
<td>(-0.34) (0.15; (-0.53) to (-0.13))</td>
<td>(-0.19) (0.13; (-0.45) to 0.07)</td>
<td>(-0.25) (0.11(^d); (-0.46) to 0.04)</td>
<td>(-0.10) (0.10; (-0.29) to 0.09)</td>
<td></td>
</tr>
<tr>
<td>Race(^e)</td>
<td>(0.05) (0.15; (-0.25) to 0.35)</td>
<td>(-0.11) (0.19; (-0.48) to 0.25)</td>
<td>(-0.11) (0.15; (-0.40) to 0.19)</td>
<td>(0.19) (0.14; (-0.07) to 0.46)</td>
<td></td>
</tr>
<tr>
<td>Education(^f)</td>
<td>(0.41) (0.10(^g); 0.21 to 0.61)</td>
<td>(0.34) (0.13(^g); 0.10 to 0.59)</td>
<td>(0.27) (0.10(^g); 0.07 to 0.47)</td>
<td>(0.30) (0.10(^g); 0.12 to 0.48)</td>
<td></td>
</tr>
<tr>
<td>Marital status(^h)</td>
<td>(0.17) (0.10; (-0.03) to 0.36)</td>
<td>(-0.04) (0.12; (-0.28) to 0.20)</td>
<td>(0.08) (0.10; (-0.12) to 0.28)</td>
<td>(-0.06) (0.09; (-0.24) to 0.12)</td>
<td></td>
</tr>
</tbody>
</table>

| Step 2 | Respondent\(^i\) | \(0.07\) (0.10; \(-0.13\) to 0.26) | \(0.13\) (0.12; \(-0.12\) to 0.37) | \(-0.05\) (0.10; \(-0.24\) to 0.15) | \(-0.15\) (0.09\(^f\); \(-0.33\) to 0.03) |

\(^a\)P<.01.
\(^b\)Sex (1=male; 0=female).
\(^c\)P<.001.
\(^d\)P<.05.
\(^e\)Race (1=White; 0=people of color).
\(^f\)Education (1=college educated; 0=less than college educated).
\(^g\)P=.09.
\(^h\)Marital status (1=married; 0=not married).
\(^i\)Respondent (1=caregiver; 0=patient).

Individuals With Cancer and Surrogate Seekers’ Evaluations of Credibility

Tables 6 shows that approximately half of the individuals with cancer (70/169, 41%) and surrogate seekers (37/89, 42%) evaluated the credibility of web-based cancer information according to the channel from where it was disseminated. Chi-square analyses showed that the relationship between individuals with cancer and surrogate seekers using the channel of web-based cancer information to appraise its credibility was not statistically significant \(P=.98\). Examples of common information channels reviewed by individuals with cancer include professional and academic institutions such as the Mayo and Cleveland clinics, the National Institutes of Health and National Cancer Institute, medical universities and websites, as well as physicians, peer-reviewed journals, and “credible” websites with .edu or .gov URLs. Examples reviewed by surrogate seekers include university-based publications, health care clinicians, the Mayo Clinic and National Institutes of Health. A similar code, determined source credibility, identified that individuals with cancer (8/169, 4.7%) and surrogate seekers (3/89, 3%) looked up to see who the author of web-based health information was and if they themselves were deemed credible. One person said, “Made sure a medical professional wrote the article” (ID 127; White female, 68 years old, completed some college). These respondents also often looked to see if a health care clinician or physician was cited to determine whether the information provided was credible.
One code that reflected a considerable difference between individuals with cancer and surrogate seekers was the mode of appraising credibility by checking citations for scientific support of the information. A greater proportion of surrogate seekers (16/89, 18%) than individuals with cancer (5/169, 2.9%) checked for citations in their search for scientific information ($\chi^2$, N=258=17.6, P<.001). Only 3% (5/169) of individuals with cancer checked the citations of web-based health information to determine whether the content provided was credible, whereas nearly 18% (16/89) of surrogate seekers checked citations and references. One surrogate seeker stated as follows:

I checked the sources at the bottom of the website. If no sources (scholarly websites or government/organization website hosts) were provided, then I did not deem it credible. [Surrogate seeker ID 265; White male, 23 years old, college graduate]

Other surrogate seekers said, “I decided if it was credible if I had ample sources and clear answers.” (surrogate seeker ID 275; Hispanic female, 21 years old, completed some college); “There were credible references that were less than five years old.” (surrogate seeker ID 344; Black female, 56 years old, college graduate).

The second most used strategy was cross-referencing content with other web-based sources. Chi-square analyses revealed a trend toward statistical significance between individuals with cancer and surrogate seekers, showing that individuals with cancer may be more likely to cross-check information with other web-based sources than surrogate seekers (P=.07). Approximately 30.7% (52/169) of individuals with cancer cross-referenced materials with additional sources, compared with 20% (18/89) of surrogate seekers. An example of a surrogate seeker response includes, “I looked at the date it was written and compared with other websites to see if it was similar—I looked at WebMD and then looked at Mayo Clinic to confirm accuracy” (surrogate seeker ID 233; White female, 51 years old, college educated). Individuals with cancer expressed similar experiences with cross-referencing multiple websites, such as searching to see if information was repeated on several websites and comparing information from similar web-based sources.

Table 6 provides additional procedures used by individuals with cancer and surrogate seekers to evaluate the credibility of web-based health information; however, they were used less frequently and were not statistically significantly different between individuals with cancer and surrogate seekers. This included cross-referencing content with recommendations from health care clinicians (6/169, 3.6% individuals with cancer vs 3/89, 3% surrogate seekers; P=.94); discussing content acquired on the web with a health care clinician was also used (11/169, 6.5% individuals with cancer vs 5/89, 6% surrogate seekers; P=.78), in addition to determining source credibility to assist in the credibility appraisal of web-based cancer information (8/169, 4.7% individuals with cancer vs 3/89, 3% surrogate seekers; P=.61). The representation for each of these credibility appraisal procedures was relatively small and requires further analysis to determine differences, if any, between individuals with cancer and surrogate seekers.

The action words looked (individuals with cancer 22/123, 17.9%; surrogate seekers 17/57, 30%), compared (individuals with cancer 17/123, 13.8%; surrogate seekers 8/57, 14%), read or reading (individuals with cancer 16/123, 13%; surrogate seekers 7/57, 12%), and searched or researched or tried to find (individuals with cancer 11/123, 8.9%; surrogate seekers 7/57, 12%) were used most often among this sample (Table 7). When segmented into the 4 eHealth literacies, surrogate seekers used functional eHealth literacy terminology approximately 56% (32/57) of the time, compared with 43.9% (54/123) of individuals with cancer. Individuals with cancer evaluated web-based health information using a critical eHealth literacy perspective 39.8% (49/123) of the time, whereas surrogate seekers used critical eHealth literacy skills approximately 32% (18/57) of the time. There was a wider range of functional eHealth literacy (individuals with cancer: 54/123, 43.9%; surrogate seekers: 32/57, 56%), action word utterances than critical (IC: 49/123, 39.8%; surrogate seekers: 23/57, 40%) communicative (individuals with cancer: 12/123, 9.8%; surrogate seekers: 5/57, 9%), and translational (individuals with cancer: 8/123, 6.5%; surrogate seekers: 2/57, 4%).

### Table 6. Frequencies of codes reported by individuals with cancer (n=169) and surrogate seekers (n=89).

<table>
<thead>
<tr>
<th>Code</th>
<th>Individual with cancer, n (%)</th>
<th>Surrogate seeker, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Determined channel credibility</td>
<td>70 (41.4)</td>
<td>37 (41.6)</td>
</tr>
<tr>
<td>Determined source credibility</td>
<td>8 (4.7)</td>
<td>3 (3.4)</td>
</tr>
<tr>
<td>Checked citations for scientific support</td>
<td>5 (2.9)</td>
<td>16 (18)*</td>
</tr>
<tr>
<td>Cross-referenced content with other web-based sources</td>
<td>52 (30.8)**</td>
<td>18 (20.2)</td>
</tr>
<tr>
<td>Cross-referenced content with recommendations from clinicians</td>
<td>6 (3.6)</td>
<td>3 (3.4)</td>
</tr>
<tr>
<td>Discussed content with clinician</td>
<td>11 (6.5)</td>
<td>5 (5.6)</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>13 (7.7)</td>
<td>6 (6.7)</td>
</tr>
<tr>
<td>Not coded</td>
<td>4 (2.4)</td>
<td>1 (1.1)</td>
</tr>
</tbody>
</table>

*aP<.001.

**P<.10.
Table 7. Frequencies of action words reported by individuals with cancer (n=123) and surrogate seekers (n=57).

<table>
<thead>
<tr>
<th>Action words</th>
<th>Patients, n (%)</th>
<th>Surrogate seekers, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Functional eHealth literacy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Looked</td>
<td>22 (17.9)</td>
<td>17 (29.8)</td>
</tr>
<tr>
<td>Reviewed</td>
<td>3 (2.4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Read or reading</td>
<td>16 (13)</td>
<td>7 (12.3)</td>
</tr>
<tr>
<td>Gathered</td>
<td>1 (0.8)</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>Texted</td>
<td>1 (0.8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Searched or researched or tried to find</td>
<td>11 (8.9)</td>
<td>7 (12.3)</td>
</tr>
<tr>
<td><strong>Communicative eHealth literacy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spoke or speaking or discussed</td>
<td>5 (4.1)</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>Asked</td>
<td>7 (5.7)</td>
<td>4 (7)</td>
</tr>
<tr>
<td><strong>Critical eHealth literacy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Checked or double-checked</td>
<td>9 (7.3)</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Cross-referenced</td>
<td>5 (4.1)</td>
<td>2 (3.5)</td>
</tr>
<tr>
<td>Considered or thinking</td>
<td>6 (4.9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Compared</td>
<td>17 (13.8)</td>
<td>8 (14)</td>
</tr>
<tr>
<td>Evaluated or screened</td>
<td>2 (1.6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Confirmed or made sure or verified</td>
<td>4 (3.3)</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>Decided or deemed or noted</td>
<td>4 (3.3)</td>
<td>3 (5.3)</td>
</tr>
<tr>
<td>Assumed</td>
<td>2 (1.6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Translational eHealth literacy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used or using</td>
<td>6 (4.9)</td>
<td>2 (3.5)</td>
</tr>
<tr>
<td>Tried</td>
<td>2 (1.6)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The purpose of this study was to evaluate the eHealth literacy of individuals with cancer and surrogate seekers and explore the unique processes each group uses to evaluate web-based cancer information. Functional, communicative, critical, and translational eHealth literacy scores did not statistically significantly differ between individuals with cancer and surrogate seekers; however, we found differences in how individuals with cancer and surrogate seekers determine whether web-based cancer information is credible. This brings into question the validity of the web-based content retrieved from each group and how it influences health decisions, behaviors, and outcomes. The results demonstrate the value of understanding both the skill set and the process by which web-based content is accessed and evaluated before its exchange with others.

We did not find any statistically significant differences between individuals with cancer and surrogate seekers’ confidence in their abilities to access, exchange, evaluate, and act on web-based health information for the purposes of maintaining or improving health. Individuals with cancer and surrogate seekers reported a high degree of confidence in their eHealth literacy across all competencies; however, functional and translational eHealth literacy had a slightly higher average score than critical and communicative eHealth literacy scores.

Comparison With Prior Work

The findings from this study align with previous literature that showed younger, more educated populations having higher eHealth literacy scores and an increased ease of accessing web-based content, often influenced by the level of use [17,20,38]. As this divergence in groups becomes more apparent, future research may examine the various factors that inhibit the communicative and critical evaluation skills of older groups of individuals with cancer and surrogate seekers.

Heiman et al [39] found that the internet was the third most important source of information for individuals with cancer, preceded only by their oncologist and print media. They also discovered that the biggest concern for individuals with cancer was not being able to differentiate between reliable and unreliable websites when searching for information pertaining to their diagnosis and treatment [39]. Our study assessed exactly how individuals with cancer and surrogate seekers evaluated the credibility of web-based health information, which provides further knowledge and understanding to expand upon previous research.

Regardless of their eHealth literacy skill sets, individuals with cancer and surrogate seekers most often determine credibility...
according to the channel of the web-based cancer information. This suggests that those seeking cancer information do not see a significant need for corroboration of web-based information if the site publishing it is perceived as credible. Several respondents noted that they determined whether web-based health information was credible based on whether they had visited a website in the past and were already familiar with it. Others determined that the information was credible if the website provided the information that the patient or surrogate seeker was searching for. Similar findings have been discussed in the scoping review by Verm et al [40], which found that eHealth literacy was positively correlated with surrogate seekers’ strategies enacted such as seeking a second opinion, awareness of treatment options, shared decision-making, and trust in the health care system. An important factor to consider, moving forward, when analyzing how people appraise and evaluate the credibility of web-based health information includes several cognitive biases such as confirmation bias.

Confirmation bias, or the phenomena of “seeking or interpreting evidence in ways that are partial to existing beliefs, expectations, or a hypothesis in hand” has the potential to greatly influence the subconscious motivations for seeking web-based health information in patients and supporting network roles [41]. Meppelink et al [42] recently found that individuals with high health literacy in web-based health information seeking tend to select belief-consistent information that is rated as credible, useful, and convincing. People who are prone to confirmation bias are considered to be overconfident in their knowledge and skills in evaluating content [43]. Therefore, purposefully seeking information that confirms and validates prior assumptions could negatively impact a patient’s or surrogate seekers’ understanding of a diagnosis, treatment, and health care management and have detrimental impacts on advocacy skills throughout a health care experience. Future research is needed to examine whether this biased information search is fueled by a lack of knowledge acquisition skills or a degree of managing uncertainty surrounding a cancer diagnosis of themselves or their loved ones.

More surrogate seekers than individuals with cancer reviewed the references, citations, and links provided with web-based health information to determine whether the content was credible. Conversely, more individuals with cancer than surrogate seekers cross-referenced content with other web-based sources to determine its credibility. Individuals with cancer may determine the credibility of information through sheer quantity (ie, how often it is repeated across multiple sources), whereas surrogate seekers may determine its credibility based on scientific support and quality of citations. This distinction in information-seeking behaviors and preferred evaluation methods between individuals with cancer and surrogate seekers is important to examine, as individuals with cancer are prone to misinformation and to consensus effects of information [44]. Simply accessing and confirming that a piece of information is available from more than one location does not guarantee its credibility, and dilemmas such as this could inadvertently perpetuate the spread and use of misinformation pertaining to cancer care. In-depth qualitative inquiry is needed to examine the tendencies of individuals with cancer to acquire information (ie, referring to multiple sources and researching patient experiences) compared with surrogate seekers’ preferences for a more scientifically grounded knowledge base (ie, information channels and confirmation of acquired information).

Identifying the diverse and unique ways in which individuals with cancer and surrogate seekers access, appraise, and evaluate the credibility of web-based cancer information could provide a deeper, more tailored design and evaluation of patient education resources. These resources are developed with the intention of being perceived as credible by each recipient, so having distinctive information on how different groups retrieve this web-based content could help us better appeal to the established behaviors that individuals with cancer and surrogate seekers use to enhance their appraisal and evaluation of the credibility of web-based information. Understanding the process by which individuals with cancer and their surrogate seekers access and evaluate web-based information credibility will further inform how to deliver educational content from varying web-based sources, hopefully increasing both patient and surrogate seekers’ autonomy and self-efficacy throughout their cancer care. While identifying the dynamic ways in which individuals with cancer and surrogate seekers access and appraise web-based cancer information yields important insights into future message design and implementation, understanding the interpersonal contexts of this population is imperative for a more refined understanding of why they execute such skills. Researchers should consider nuances related to psychological and relational factors that affect these appraisal and evaluation skills more deeply, including the level of perceived importance that the patient or surrogate seeker has for receiving credible web-based information, how their personal relationships impact their appraisal and evaluation skills, and how stress levels impact the appraisal and evaluation process.

Limitations

The limitations of this study include addressing the longitudinal effects of eHealth literacy, assessing contextual factors related to individuals with blood cancer, and examining dyadic groups of individuals with cancer and surrogate seekers. First, this was a cross-sectional study, which poses a challenge given that eHealth literacy is a dynamic skill set that evolves over time, making it difficult to determine large effects from 1 period. Future surveillance research is needed to explore how eHealth literacy in individuals with cancer and surrogate seeker groups changes over time. This study explored eHealth literacy in 2 independent groups of individuals with cancer and surrogate seekers. The TeHLI is a relatively new eHealth literacy measure. Similar to the eHEALS, we recognize that more advanced statistical analyses must be conducted to strengthen evidence for its use (eg, measurement invariance and item response theory). Examining measurement invariance in future studies is particularly important as this statistical test is the only way to confirm whether a latent variable can be truly compared across 2 or more groups. Given the exploratory nature of this study, such tests were not conducted.

This study did not take possible contextual factors for individuals with cancer and surrogate seekers into account, such as date of diagnosis, how recently they received their diagnosis...
compared with when they searched for web-based health information, or the varying levels of stress experienced when participating in this web-based health information seeking and credibility appraisal process. Assessing these factors in future studies could assist in better understanding the unique circumstances experienced within the population and how these interpersonal factors possibly influence eHealth literacy over the course of their cancer journey.

Most respondents in this study were diagnosed with or had cared for someone with breast, skin, or some type of blood cancer. Although not consistent with national estimates of cancer incidence and prevalence [45], the results are consistent with the estimates reported in the catchment area from which these data were collected [46]. Future research should take a more stratified approach to recruitment for cancer type to ensure that region-specific nuances are identified and controlled. In addition, replicating this study among a sufficient sample of individuals with cancer and surrogate seekers dealing with a specific cancer through subgroup analyses will be important for deepening the understanding of any possible differences in eHealth literacy between individuals with cancer and surrogate seekers. The cumulative sample size for this study was relatively small and was restricted to the southeastern region of the nation. The results were limited to a specific region of the United States, and their generalization should be approached with caution. Future research would also benefit from observing individuals with cancer and surrogate seekers as they evaluate web-based cancer information, rather than relying on self-reported procedures that are prone to reporting biases. Regardless of these limitations, the data were derived from validated, theoretically-driven measures and we used a mixed methods approach to achieve the purpose of this study.

**Practical and Theoretical Implications**

Using the TMeHL as a theoretical foundation [17], this study aimed to discern how individuals with cancer and surrogate seekers evaluated the credibility of web-based health information. The TMeHL provided an established intrapersonal skill set pertaining to eHealth literacy, which highlighted several discrete skills that were used to interpret the results. From this, we gathered information that showed that eHealth literacy scores remained similar between individuals with cancer and surrogate seekers. However, these groups use their skills in unique and diverse ways. For example, they weigh the features of web-based health information differently when they appraise and evaluate credibility. These differences include source, channel, scientific references, quantity of web-based sources viewed, etc. The features of critical eHealth literacy were centralized around individuals with cancer and surrogate seekers’ descriptions of how they evaluate web-based cancer information. However, skills relevant to all 4 eHealth literacies represented in the TMeHL were represented across these descriptions, suggesting that these skills function together.

Seeing the variance between individuals with cancer and surrogate seekers in what they deem most important when evaluating the credibility of web-based health information offers several avenues for future research, including exploring the potential barriers each group encounters when searching for and appraising web-based information. According to the TMeHL [17], an individual’s eHealth literacy skill set may evolve to proactively overcome challenges that are persistent in their environment and pose threats to their ability to effectively navigate web-based health information. It may be that individuals with cancer or surrogate seekers may each experience different challenges than the other that must be addressed to properly ascertain the appraisal processes for each group. Psychological and relational considerations may also be incorporated to better distinguish between these groups, such as level of support network load or burden, perceived burden of patients with cancer, and varying degrees of self-efficacy and motivation needed to advocate for the importance of credible web-based cancer information related to their health. Further research should also focus on the clear preferences that individuals with cancer and surrogate seekers have that revolve around using sources versus channels to establish whether information is credible.

When viewed practically, strategic messages that are targeted to a group’s preferred source or channel of information will increase the likelihood of its seeing the information as relevant and credible and have greater potential to better initiate patient and surrogate seeker engagement over the course of one’s own or a loved one’s health care management. The continual advances in computer-assisted technologies make tailoring messages to these variables an important next step, as this level of personalization can not only help enhance the individuals with cancer and surrogate seekers’ web-based health information acquisition experience, but also hold considerable potential to provide pertinent information to these populations. Our study included patients and surrogate seekers, but we did not examine the eHealth literacy skills or information-seeking behaviors of individuals with cancer with their own surrogate seekers. Future research with dyads of individuals with cancer and health care clinicians is needed to determine the value of tailored messages within this context.

**Conclusions**

Individuals with cancer and surrogate seekers report similar eHealth literacy levels, but there is evidence that these groups apply unique approaches to evaluating the credibility of web-based health information. The results of this study have important theoretical and practical implications for expanding the understanding and applicability of the TMeHL to inform future message design interventions. Future research is needed to examine how dyads of individuals with cancer and surrogate seekers evaluate web-based health information and the acceptability of collaborative patient with cancer support network dyadic eHealth literacy interventions.
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Abstract

Background: Patient awareness of chronic kidney disease (CKD) is low in part due to suboptimal testing for CKD among those at risk and lack of discussions about kidney disease between patients and clinicians. To bridge these gaps, the National Kidney Foundation developed the Kidney Score Platform, which is a web-based series of tools that includes resources for health care professionals as well as an interactive, dynamic patient-facing component that includes a brief questionnaire about risk factors for kidney disease, individualized assessment of risk for developing CKD, and self-management tools to manage one’s kidney disease.

Objective: The aim of this study is to perform usability testing of the patient component of the Kidney Score platform among veterans with and at risk for kidney disease and among clinicians working as primary care providers in Veterans Affairs administration.

Methods: Think-aloud exercises were conducted, during which participants (veterans and clinicians) engaged with the platform while verbalizing their thoughts and making their perceptions, reasonings, and decision points explicit. A usability facilitator observed participants’ behaviors and probed selectively to clarify their comprehension of the tool’s instructions, content, and overall functionality. Thematic analysis on the audio-recording transcripts was performed, focusing on positive attributes, negative comments, and areas that required facilitator involvement.

Results: Veterans (N=18) were 78% (14/18) male with a mean age of 58.1 years. Two-thirds (12/18) were of non-White race/ethnicity, 28% (5/18) had laboratory evidence of CKD without a formal diagnosis, and 50% (9/18) carried a diagnosis of hypertension or diabetes. Clinicians (N=19) were 29% (5/17) male, 30% (5/17) of non-White race/ethnicity, and had a mean of 17 (range 4-32) years of experience. Veterans and clinicians easily navigated the online tool and appreciated the personalized results page as well as the inclusion of infographics to deliver key educational messages. Three major themes related to content and communication about risk for CKD emerged from the think-aloud exercises: (1) tension between lay and medical terminology when discussing kidney disease and diagnostic tests, (2) importance of linking general information to concrete self-management actions, and (3) usefulness of the tool as an adjunct to the office visit to prepare for patient-clinician communication. Importantly, these themes were consistent among interviews involving both veterans and clinicians.

Conclusions: Veterans and clinicians both thought that the Kidney Score Platform would successfully promote communication and discussion about kidney disease in primary care settings. Tension between using medical terminology that is used regularly
by clinicians versus lay terminology to promote CKD awareness was a key challenge, and knowledge of this can inform the development of future CKD educational materials.

(JMIR Form Res 2022;6(9):e40001) doi:10.2196/40001
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Introduction

Chronic kidney disease (CKD) is a chronic disease that requires individual participation in health-related behaviors to decrease the risk of progression and associated cardiovascular disease [1]. Patient awareness of CKD—including the knowledge of having a kidney problem, the perceived risk of developing kidney disease, and ability to affect one’s kidney health—is necessary for patients to participate in shared decision-making about their kidney health and to apply management recommendations to improve outcomes [2]. However, as many as half of patients with advanced CKD are unaware that they have kidney disease, including those at high risk for kidney function decline [3] and those with laboratory manifestations of their kidney disease [4,5].

Reasons for the low prevalence of CKD awareness among individuals with CKD are varied and include patient, provider, and health system factors [6]. Two of these contributing factors are suboptimal testing for CKD among those at risk for kidney disease [7,8] and lack of discussions about kidney disease between patients and clinicians among those individuals with laboratory-documented CKD. Studies in primary care settings have consistently demonstrated that discussions about kidney disease occur less frequently than do conversations about other chronic diseases [9] and that primary care clinicians experience challenges in improving their patients’ understanding of kidney disease, even when using principles of shared decision-making [10,11]. Additionally, individuals at risk for CKD have low perceived risk of the condition [12], which may exacerbate primary care clinicians’ concerns of emotionally overwhelming patients with a diagnosis of CKD [6].

To bridge the communication gap about kidney disease among patients and health care professionals and increase testing among individuals at risk for CKD, the National Kidney Foundation (NKF) developed the Kidney Score Platform, leveraging the behavior change wheel, a validated framework used to design interventions to incite individual behavior change [13]. The Kidney Score Platform is a web-based series of tools that includes resources for health care professionals to encourage the use of a population health strategy for CKD management [14] as well as an interactive, dynamic component for patients to increase their knowledge and self-management. Before embarking on a study of the Kidney Score Platform’s impact on patient-clinician communication about kidney disease and individual awareness of CKD [13], we sought feedback from clinicians about the provider resources available on the Kidney Score Platform and engaged in usability testing of the patient-facing tool to gather feedback regarding its acceptability and potential use [15]. A partnership between the NKF and Veterans Administration provided an opportunity to perform usability testing of the patient component of the Kidney Score Platform among veterans with and at risk for kidney disease and among clinicians working as primary care providers in Veterans Affairs administration. Here, we describe our experience with that usability testing, which culminated in important refinements to the Kidney Score Platform, which is now ready for an examination of its impact on patient-clinician conversations about kidney disease in Veterans Administration ambulatory settings.

Methods

Patient Education Tool

The patient-facing component of the Kidney Score platform includes a brief questionnaire about risk factors for kidney disease that results in a personalized educational results page providing an individualized assessment of risk for developing CKD or self-management tools to manage one’s kidney disease (Figures 1-3). Development of the tool has been described in depth elsewhere [13].
Figure 1. Example questions within the CKD risk self-assessment tool. CKD: chronic kidney disease.
Figure 2. Example self-assessment results, linking risk factors to kidney disease risk, providing education about CKD diagnostic tests, and encouraging patients to review diagnostic tests with their primary care clinician to increase awareness of CKD. CKD: chronic kidney disease.
Participant Selection
The Kidney Score Platform was field tested in 2 phases among 20 veterans and 19 clinicians from the VA NY Harbor Healthcare System (VA-NYHHS) and the VA CT Healthcare System at West Haven (VA-CTHS). We used a purposeful sampling approach using the electronic medical record to identify potential veteran participants who were English-speaking, active primary care patients between the ages of 18 and 75 years and who were living with diabetes or hypertension, the 2 most common causes of chronic kidney disease in the United States. Although having kidney disease was not an inclusion or exclusion criterion, we excluded veterans with very advanced kidney disease, including those with an estimated glomerular filtration rate (eGFR) <15 ml/min/1.73m², those receiving dialysis treatments, and individuals who were kidney transplant recipients. Veterans who were unable to use a tablet or computer device (ie, blind, illiterate, with moderate-to-severe dementia) were also excluded. Potential veteran participants were mailed a flyer about the study and provided a phone number to opt out of the study. A research coordinator subsequently called veterans who did not opt out of the research to explain study goals and procedures, obtain consent, arrange for hard signatures of necessary forms, and schedule the think-aloud interviews.

Clinician participants included physicians and nurse practitioners who were actively engaged in primary care delivery at either Veterans Administration site. Recruitment of clinicians occurred via email by members of the research team. A research coordinator then followed up with eligible clinicians who responded favorably to schedule the think-aloud interviews.

Ethical Considerations
After providing online documentation of informed consent, each participant joined an online platform using a numeric study ID. Two usability facilitators (one expert consultant external to the research team and DST, a nephrologist) introduced themselves and provided a brief overview of the goals of the project. Participants were asked again to acknowledge informed consent that participation was voluntary, could cease at any time, and that the session would be audiotaped but their privacy safeguarded. The study was approved by the institutional review boards at VA-NYHHS (approval #1705) and VA-CTHS (approval #02290). The COVID-19 pandemic required protocol modifications with appropriate institutional review board amendments to allow remote participation of veterans and clinicians in online think-aloud sessions in contrast to the original investigation design, which included face-to-face study interactions. The COVID-19 pandemic also extended the research timeline, creating 2 similar phases of work instead of 1.

Think-Aloud Testing Protocol
Each session began with a warm-up interview exploring participants’ experience with online resources related to health and kidney health. Veterans were asked about experiences using web-based resources to gain information about their own health; clinicians were asked about use of online resources to communicate about chronic diseases, including but not limited to kidney disease. Thereafter, all participants were provided a
weblink to the Kidney Score Platform website and were asked to participate in a think-aloud exercise, during which they were asked to engage with the platform while verbalizing their thoughts and making their perceptions, reasonings, and decision points explicit. Think-aloud exercises are increasingly being used to conduct user testing of digital health interventions [15]. During the exercise, the usability facilitators observed participants’ behaviors and probed selectively to clarify their comprehension of the tool’s instructions, content, and experience. The facilitators also prompted participants to comment on the positive and negative aspects of the tool’s content, language, and overall functionality.

During phase 1 (March 2020 to April 2020), audio recordings of field tests with 10 veterans and 19 clinicians were reviewed. Thematic analysis was performed, with focus on positive attributes, negative comments, and areas that required facilitator involvement. Participants were also asked how they might use this tool in clinical practice. Areas of improvement in the layout or design of the tool were quickly addressed by the research team and the NKF, which developed a second iteration of the Kidney Score Platform. Examples of changes included the following: reducing white space in between educational sections, rearranging location of kidney graphics, and replacing a picture of a heart with the word “love” for clarity. The Kidney Score Platform was reviewed by an additional 10 veterans during phase 2 of field testing (February 2021 to March 2021). Results from both phases were used to finalize the tool.

### Data Analysis
No formal hypothesis testing was performed due to the qualitative study methods of usability testing. Participants’ demographic characteristics are described using counts and percentages. Notes from direct (although online) observations by the usability facilitators and audio recordings of the field tests were reviewed. Thematic analysis was performed (without any special software), with a focus on themes derived from the data regarding positive attributes, negative comments, and areas that required facilitator involvement.

### Results
#### Participant Characteristics
Veterans were 78% (14/18) male with a mean age of 58.1 years (range 27-71 years); see Table 1. Over 60% (11/18) of veterans self-identified as African American and 6% (1/18) were Hispanic. Nearly one-third (5/18) had laboratory evidence of CKD without a formal diagnosis of CKD by problem list and 50% (9/18) carried a diagnosis of diabetes. Clinicians were 29% (5/17) male. Approximately 18% (3/17) were African American, 12% (2/17) were Asian, and 65% (11/17) self-identified as non-Hispanic White. Most (15/17, 88%) were physicians (vs advanced practice providers) with a mean of 17 (range 4-32) years of experience.

Table 1. Characteristics of study participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Veterans (N=18)</th>
<th>Clinicians (N=17)&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Male gender, n (%)</strong></td>
<td>14 (78)</td>
<td>5 (29)</td>
</tr>
<tr>
<td><strong>Age, mean (range)</strong></td>
<td>58 (27-71)</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Race/ethnicity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>11 (61)</td>
<td>3 (18)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1 (6)</td>
<td>0</td>
</tr>
<tr>
<td>Asian</td>
<td>0 (0)</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>6 (33)</td>
<td>11 (65)</td>
</tr>
<tr>
<td><strong>Comorbid conditions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronic kidney disease (eGFR&lt;sup&gt;c&lt;/sup&gt; 30-60 ml/min/1.73m² but no diagnosis)</td>
<td>5 (28)</td>
<td>N/A</td>
</tr>
<tr>
<td>Diagnosis of diabetes</td>
<td>9 (50)</td>
<td>N/A</td>
</tr>
<tr>
<td>Diagnosis of hypertension</td>
<td>9 (50)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Practitioner type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse practitioner</td>
<td>N/A</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Physician</td>
<td>N/A</td>
<td>15 (88)</td>
</tr>
<tr>
<td>Time since completing training (years), mean (range)</td>
<td>N/A</td>
<td>17 (4-32)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Data are missing for 2 clinicians who did not respond to demographic questions.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>eGFR: estimated glomerular filtration rate.
Usability Testing Results

Overview

All veterans and clinicians successfully navigated to the Kidney Score Platform website after being provided a link to the home page. Thereafter, they easily followed the self-assessment questionnaire portion of the Kidney Score Platform, aided by standard button labels and a simple progress indicator (eg, “3 of 8”) that provided a clear signal about survey length, which was also considered reasonable. The visual design of the personalized results page appeared to be appealing to all participants, who also appreciated the inclusion of infographics. Clinicians and veterans both recommended to reduce the overall text copy and include links to additional educational resources on the personalized educational results page.

Three major themes related to content and communication about risk for CKD emerged from the think-aloud exercises: (1) tension between lay and medical terminology when discussing kidney disease and diagnostic tests, (2) importance of linking general information to concrete self-management actions, and (3) usefulness of the tool as an adjunct to the office visit to prepare for patient-clinician communication. Importantly, these themes were consistent among interviews involving both veterans and clinicians.

Tension Between Lay and Medical Terminology When Discussing Kidney Disease Risk

Clinicians affirmed that phrasing of questions such as “Have you been told” or “Do you take medications for [disease name]” were likely to yield accurate responses during self-assessment rather than asking patients whether they have a particular disease. Providers were concerned that patients may not associate (or identify) with heart disease or high blood pressure even though they were actively taking medications to manage these conditions, especially if these chronic conditions were being well managed. However, a question asking about “Have you been told” directly relates to prior conversations about chronic conditions, regardless of management strategy or success.

Aligned with clinician feedback, veterans generally understood the phrasing “Have you been told you have [health condition]” and related questions appeared to garner accurate responses from patients regarding their health risks. Veterans correctly answered yes to being told they had high blood pressure or heart failure even if they were actively taking medications to manage the underlying condition. However, some individuals struggled to assess whether being at risk for diabetes meant they had prediabetes, in part because they had not heard of the term “prediabetes” before.

So my doctor never really told me I have prediabetes. He told me my A1C. [Veteran 2]

Nearly all clinicians were concerned about veterans not recognizing the medical terms “heart failure” or “chronic kidney disease.” Clinicians stated that during their communications with patients, they were more likely to describe the underlying disease rather than rely on disease names, for example, noting to patients that “your kidneys are not functioning properly” rather than using the term “chronic kidney disease.” To be consistent with the lay terminology used during clinic conversations, one primary care clinician suggested the following:

I wonder if a question like, have you been told that you have chronic kidney disease, whether it should also say something like, have you been told that you have any problems with your kidneys or if your kidneys don’t work completely normally or something that might not be a phrase in medical jargon. [Clinician F]

Tension Between Lay and Medical Terminology When Discussing Kidney Health Tests

Two questions embedded in the self-assessment tool asked about eGFR and urine albumin-creatinine ratio (uACR). Clinicians doubted that any of their patients would know their eGFR or uACR.

I’m almost sure no one would know their GFR … I think only a very special person would know [their uACR] even more so than GFR. [Clinician B]

Most clinicians noted that they rarely used these terms in clinical practice when discussing kidney disease with their patients. Instead, they relied on plain language descriptions (“urine test” for uACR) and simplified conceptual explanations (“kidneys functioning at 60%” to describe eGFR). Although several providers acknowledged that this was an imprecise translation, they thought that it was important to make the information more accessible to patients to promote CKD awareness.

The question that I get most often when I talk about CKD is, “What percent of my kidneys are still functioning?” Because GFR is a hard number to remember … I’ll tell people, “Listen, I think we lost 50% of your kidney function.” [Clinician G]

Clinicians had a similar approach when discussing the presence of albuminuria.

When I talk to patients about having protein in their urine, I don’t reference the number all that often. Though more so than with eGFR, I’ll pull up the trend … But even then, I’ll rarely refer to it by name. [Clinician F]

As clinicians predicted, hardly any veterans were familiar with eGFR or uACR.

This is like a foreign language to me. I’ve never heard those words before. [Veteran 3]

For most patients, the terms themselves were new; all patients answered “I don’t know” to the questions asking about levels of eGFR and uACR (Figure 2). Even among the few veterans whose doctors have spoken to them about albumin or protein in their urine, none knew the laboratory test by its clinical name, and none knew their results beyond whether they were in a normal range.

I may not know what my numbers are, but I do know what the tests are, and I do know that I’ve had them done before. [Veteran 10]
Patients used lay terminology to describe eGFR and uACR, consistent with what was described by clinicians. Most veterans said that their primary care clinician would talk more about the significance of the laboratory results as opposed to using specific terms or values.

*My doctor just said, “You don’t have protein in your urine.” I don’t know the number or whether it was elevated.* [Veteran 8]

*I know that they have done urine tests in the past, and I know protein and sugar was in my urine.* [Veteran 13]

**Desire for More Explicit Linkage to Self-Management Tools**

Although clinicians appreciated the personalized nature of the individualized results page about risk factors for CKD (Figure 2), they felt that there were too few actionable items that would help patients tangibly improve their health.

*I don’t see much here for how to manage the risk factors... There’s not much here about next steps.* [Clinician F]

*If I were a patient, I’d like links to more info about kidney-friendly eating and exercising options. I would want to have information about medications to avoid, medications that can be helpful.* [Clinician C]

Similarly, while most patients understood from the results page that they were at risk for kidney disease, some did not read carefully enough to fully realize the perceived-risk concept between diabetes, heart disease, and kidney disease and that management of the diabetes and heart disease would help mitigate risk of kidney disease. Of those patients who read the results more carefully, some felt empowered by the information, while others reacted with alarm to the risk of CKD. In particular, veterans emphasized the importance of providing actionable education to help motivate individuals to change their personal risks for kidney disease without paralyzing them with the idea that kidney failure requiring dialysis or transplant was inevitable.

*It’s kind of gloom and doom; if I hit these thresholds, things may not be working properly, or may be approaching failure. So the message I get is: if you see these numbers, you’re in deep trouble.* [Veteran 3]

Although most veterans planned on speaking with their clinicians about the questionnaire results, some were seeking more actionable steps that they could take on their own. They yearned for more concrete recommendations that they could adopt.

*It suggests exercise, but it’s not telling me the type of exercise to do.* [Veteran 1]

*What I would be mostly interested in is what is happening, why is it happening, and what can I do to slow it down? Anything I see that’s clickable that touches on those points, I would be interested in clicking on.* [Veteran 11]

**Usefulness of the Tool as an Adjunct to the Office Visit**

When asked whether they would use the tool in clinical practice, most clinicians viewed the tool’s primary value was for educating patients prior to their next appointment. With limited time during office visits, clinicians did not think that they could review the tool in its entirety with patients; however, they viewed the tool as one that patients could use in preparation for an office visit that could be dedicated to a discussion about kidney disease and cardiovascular risk. Clinicians felt that patients would benefit from having time to go through the self-assessment and results on their own time, particularly if there were more actionable next steps identified for them.

*If they can sort of generate the results and then bring them in, I think that would be helpful to have a discussion about where they are with their CKD and how we can help sort of reduce their risk of progression.* [Clinician A]

*From my perspective, I wouldn’t use our visit time to go through this. Though maybe patients might find value in going through ahead of time.* [Clinician H]

Overall, most veterans felt the tool was useful since it made them aware of kidney disease. All participants said that they planned to email their CKD risk results to themselves to prepare for a discussion about kidney health with their clinician at their next visit.

*Actually, I like the site better than I thought I would. ... those questions were very precise and specific questions. As long as everybody’s being honest when they’re answering, I think the information that they’re going to receive is going to be very useful.* [Veteran 10]

*There’s some good information here. It sounds like it at least presents [information] to you a way to have this discussion with your doctor, and then see if they can test your blood or test your urine, and do the necessary tests to see where you are.* [Veteran 5]

Although no patients knew their kidney-health lab values, most were intrigued enough that they planned to bring it up with their primary care clinician at their next visit.

*It made me more interested in getting a test to see where I’m at.* [Veteran 4]

For many, being asked about their kidney health values and not knowing the answer motivated them to speak to their clinician about CKD.

*Well, let me put this way: I’m now well aware now of the significance of the kidneys and about what the issues are here. And I would definitely consider... When I go to the doctor, I would say to him, “Now, listen. You did the blood tests. But how are my kidneys doing? What are the numbers?”* [Veteran 6]

*Part of me is kind of mad there, because this a blind spot that me and my doctor, who I feel pretty comfortable with; we have not talked about CKD. I don’t know if he didn’t want to scare me, or maybe because he’s concentrated on the prediabetes. I feel*
like I'm going to harass him about CKD now. [Veteran 7]

This is something new; so immediately I was like, just another thing to be concerned about. But then I felt kind of empowered, and like I really do want to get ahead of this thing. I feel like I do want to have a conversation with my primary care physician. CKD makes me feel better than end stage renal failure, so that makes me feel empowered because I'm at risk for chronic kidney disease, which is not end stage renal failure. [Veteran 7]

Discussion

Principal Findings and Comparison With Prior Work

The Kidney Score Platform is an online educational tool that was developed to promote communication and discussion about kidney disease among patients and their primary care clinicians. Usability findings demonstrate that this goal was met, with the majority of patients finding the digital tool to be helpful and easy to navigate. Content areas that would benefit from refinement were also clearly identified.

The think-aloud exercises identified 2 key themes pertinent to the development of all educational materials related to kidney disease. First, there is a tension between using medical terminology that is used regularly by clinicians as well as reinforced in laboratory reports and electronic records versus lay terminology to educate patients and promote CKD awareness. This has been an area of debate in the nephrology field for quite some time [16]. Prevalence of CKD awareness among patients differs when asked with different terms (eg, “kidney problem,” “chronic kidney disease,” “weak or failing kidneys”) [17-19]. Weak or failing kidneys is currently used in the most widely cited metric for CKD awareness in the United States, implying that low awareness is at least in part the result of semantics. Use of lay terms to describe CKD (“kidney problem”), eGFR (“percentage of kidneys filtering well”), and uACR (“protein in the urine”) in educational tools may reinforce communication about kidney disease that occurs during clinical encounters.

The use of low grade-level vocabulary is an important component of adult education and written education materials [20]. However, lay terminology is nonspecific and poses challenges for clinicians to describe the pathophysiology underlying kidney disease and to share with patients how behavioral interventions or medications will help slow kidney disease decline [21]. Complicating matters, eGFR and uACR laboratory results that are often shared with patients through patient portals exclusively use medical terminology. Paradoxically, educational tools that do not use similar medical vocabulary may thus complicate discussions about kidney disease due to disparate terminology.

Prior investigations that assess CKD awareness using lay terms such as “kidney problem” have shown incremental improvement but overall residual low awareness [17]. In an effort to increase this awareness and in response to usability testing, NKF decided to keep the eGFR and uACR terms in the Kidney Score Platform self-assessment tool, recognizing that many patients would not know the names of these diagnostic tests. The terms were introduced with simple descriptive phrases—for example “albumin-creatinine ratio (uACR) or a type of protein in the urine”—to share the medical terminology that is used by clinical laboratories and national awareness campaigns while promoting discussions between patients and their clinicians about the usefulness and importance of these diagnostic tests to identify risks of CKD. Testing these changes in a real-world environment will demonstrate whether this strategy outweighs the risks of alienating individuals with medical terminology, particularly those who may be in denial about their chronic health conditions that increase the risk of developing CKD.

Connecting medical and lay terms may also require examples or approaches to enhance understanding. Conceptually, describing medical terminology like eGFR in ml/min/1.73m² as a percentage of kidney function, as suggested by this investigation, may help patients understand the relationship between medical and lay terms. Using the test percent performance concept for percent of kidney function with 60 or higher being normal may also make conceptual sense to patients, as 60% is approximately the customary level for scholarly examination failure in the United States. In addition, some patients may better conceptualize eGFR and uACR with the images that were explored in this investigation, with heat map colors (from low risk) of green, yellow, orange, and (high risk) red. Study findings are hypothesis generating for future investigations regarding methods to connect medical and lay terminology as well as integration of images to illustrate the relationships.

The second key theme identified the importance of linking education about kidney disease with action-oriented recommendations that can decrease the risk of kidney disease or CKD progression. Clinicians and public health officials may consider awareness of kidney disease an important outcome on its own. However, patients may consider awareness of chronic conditions only as a means to an end—a transitory step that may not lead to improved health unless the education is coupled with actionable risk-reduction tools and motivational interviewing [22]. Empowering patients with concrete examples of self-care activities that they can discuss with their clinician may help overcome the negative association between CKD awareness, poor control of CKD risk factors, and adverse health outcomes [23,24]. In direct response to this usability study, the NKF revised the “Results” page of the Kidney Score Platform. This page now has streamlined verbiage explaining the recommended tests to detect CKD, language that encourages users to read about their risk factors for kidney disease even if their underlying conditions are under control, more visible links for patients to read about actions they can take to reduce their risk of kidney disease, and additional links related to kidney-friendly diets and healthy lifestyle choices.

Both content and sequence are important elements of CKD educational media design. Workflow for time-constrained primary care clinicians is a major barrier to clear and effective bidirectional communication about kidney health, kidney disease risk, and the interplay with an array of cardiometabolic risk
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conditions. We designed the study to occur before the veteran-practitioner encounters to address this barrier that in turn contributed to the clinicians recommending that the Kidney Score Platform education be delivered before the visits. Additionally, the platform could also be used after a clinician visit, allowing a modified education tailored to the interventions emphasized in the encounter or the after-visit summary for reinforcement.

**Limitations**

The results of this study should be taken in context of its limitations. Although our sample size was larger than the recommended range of 5 to 7 participants for usability testing [25], our sample size was relatively small, which limits the inferences we can draw from our findings. Participants were recruited from 2 Veterans Administration clinics, which may not be representative of primary care providers or the general adult population at risk for kidney disease nor those who deliver or receive care in nonintegrated health care delivery systems. Furthermore, all veterans were native English speakers; results cannot be generalized to populations with limited English proficiency at risk for kidney disease, for whom more targeted tools and interventions may be needed to bridge the communication divide about kidney disease.

**Conclusions**

Information derived from this usability study enabled the NKF to strengthen the Kidney Score Platform tool to promote its usefulness as an empowering adjunct to care and provided some key themes that will be applicable to the development of future educational materials.
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Abstract

Background: Abnormal prolongation or shortening of the QT interval is associated with increased risk for ventricular arrhythmias and sudden cardiac death. For continuous monitoring, widespread use, and prevention of cardiac events, advanced wearable technologies are emerging as promising surrogates for conventional 12-lead electrocardiogram (ECG) QT interval assessment. Previous studies have shown a good agreement between QT and corrected QT (QTc) intervals measured on a smartwatch ECG and a 12-lead ECG, but the clinical accuracy of computerized algorithms for QT and QTc interval measurement from smartwatch ECGs is unclear.

Objective: The prospective observational study compared the smartwatch-recorded QT and QTc assessed using AccurKardia’s AccurBeat platform with the conventional 12-lead ECG annotated manually by a cardiologist.

Methods: ECGs were collected from healthy participants (without any known cardiovascular disease) aged >22 years. Two consecutive 30-second ECG readings followed by (within 15 minutes) a 10-second standard 12-lead ECG were recorded for each participant. Characteristics of the participants were compared by sex using a 2-sample t test and Wilcoxon rank sum test. Statistical comparisons of heart rate (HR), QT interval, and QTc interval between the platform and the 12-lead ECG, ECG lead I, and ECG lead II were done using the Wilcoxon sign rank test. Linear regression was used to predict QTc and QT intervals from the ECG based on the platform’s QTc/QT intervals with adjustment for age, sex, and difference in HR measurement. The Bland-Altman method was used to check agreement between various QT and QTc interval measurements.

Results: A total of 50 participants (32 female, mean age 46 years, SD 1 year) were included in the study. The result of the regression model using the platform measurements to predict the 12-lead ECG measurements indicated that, in univariate analysis, QT/QTc intervals from the platform significantly predicted QT/QTc intervals from the 12-lead ECG, ECG lead I, and ECG lead II, and this remained significant after adjustment for sex, age, and change in HR. The Bland-Altman plot results found that 96% of the average QTc interval measurements between the platform and QTc intervals from the 12-lead ECG were within the 95% confidence limit of the average difference between the two measurements, with a mean difference of –10.5 (95% limits of agreement –71.43, 50.43). A total of 94% of the average QT interval measurements between the platform and the 12-lead ECG were within the 95% CI of the average difference between the two measurements, with a mean difference of –6.3 (95% limits of agreement –54.54, 41.94).
**Conclusions:** QT and QTc intervals obtained by a smartwatch coupled with the platform’s assessment were comparable to those from a 12-lead ECG. Accordingly, with further refinements, remote monitoring using this technology holds promise for the identification of QT interval prolongation.

**KEYWORDS**
artificial intelligence ECG; AI ECG; AI wearables; big data; cardiovascular medicine; digital health; machine learning

**Introduction**
Cardiovascular disease is highly prevalent and poses significant morbidity and mortality, accounting for approximately 1 in every 4 deaths in the United States alone [1,2]. Remote monitoring of heart health to detect early signs of deterioration and thus opportunities for intervention prior to situations requiring inpatient care is an area that would benefit from a cost-saving outcome-improving innovation.

The 12-lead electrocardiogram (ECG) has long been a standard component of evaluation for patients suspected of or confirmed to have cardiovascular disease. However, use of the 12-lead ECG is restricted to medical facilities, as qualified physicians are needed to interpret the results [3-5]. In low- and middle-income countries, where over 75% of deaths are related to cardiovascular disease and where there is limited access to ECG equipment and cardiologists, many patients with heart disease need regular ECG checks and reviews, both to check for disease progression and for surveillance of drug therapies [6]. This demand can place an insurmountable burden on the available pool of specialists, including in areas with a high concentration of populations susceptible to heart disease (e.g., South Asian people), particularly in the COVID-19 pandemic era [7].

The QT interval is an important parameter derived from the 12-lead ECG that represents the time for ventricular depolarization. A key data point of interest in the ECG is the QT interval [8-10]. While most commonly corrected for heart rate (HR), abnormal prolongation or shortening of the QT interval, whether congenital [11,12] or acquired, is associated with increased risk for ventricular arrhythmias and even sudden cardiac death [13].

The QT interval is also an important parameter to follow in patients treated with cardiac medications. Advanced wearable technologies provide new opportunities for the diagnosis and management of cardiovascular diseases and their risk factors in the convenience of patients’ homes and other nonclinical settings [14]. The latest generation of smartwatches and smartphones are increasingly popular tools for health monitoring and care delivery, capable of collecting key vital signs such as HR, blood pressure, and even ECG data [15]. The Apple Watch, which recently received approval for atrial fibrillation detection from the Food and Drug Administration, can perform an ECG using a single peripheral lead (lead I)—obtained through a circuit between the detector on the back of the watch and the digital crown. While the Apple Watch single-lead ECG can detect atrial fibrillation, the feasibility and diagnostic accuracy for QT interval measurement is less established [10,16]. While previous studies have already shown a good agreement between QT and corrected QT (QTc) intervals measured on a smartwatch ECG and a 12-lead ECG [17], the use of computerized algorithms for QT and QTc interval measurement from smartwatch ECGs lacks a similar level of evidence [18]. This is a key step in fulfilling the promise of using wearable technologies to facilitate the diagnosis and management of cardiovascular health [19].

To build upon the promise of this new technology, a cardiology-focused digital health company (AccurKardia) has developed a device agnostic platform (AccurBeat) for the analysis of Apple Watch (version 4 or higher)–generated ECGs that leverages an engine built on computational and artificial intelligence (AI) techniques to perform automated analysis of ECGs and support the early detection and diagnosis of arrhythmias. The objective of this study is to compare smartwatch-recorded QT and QTc intervals assessed using the platform’s algorithm with the conventional gold standard procedure that uses a 12-lead ECG annotated manually by an expert cardiologist.

**Methods**

**Study Design**
This study is a single-site observational study to compare QT and QTc intervals assessed using smartwatch-generated data coupled with the platform’s algorithm and QT and QTc intervals measured using a 12-lead ECG with manual annotation in healthy individuals. The study was performed in the Noninvasive Cardiology Unit at the State University of New York (SUNY) Downstate Medical Center in Brooklyn, New York, a large urban medical center.

**Ethics Approval**
The study was deemed as human participants research and was approved by the Biomedical Research Alliance of New York Institutional Review Board and the Institutional Review Board at SUNY Downstate Medical Center (IRB 21-02-474), and all participants provided informed consent that was delivered and documented by the study coordinator prior to data collection. All participant data was collected anonymously. Aside from the Apple Watch–generated readings, data were recorded and stored securely on SUNY Downstate Medical Center servers in password-protected spreadsheets. Apple Watch–generated data, once captured, was automatically sent through an API call to a cloud-based analytics engine (“AccurAI”), which annotated the ECG and provide a computerized interpretation of the rhythm that was identified. The output of these analytics was accessible through a secure web-based clinician portal for the AccurBeat device.
Study Population

Healthy adult participants without known or suspected heart disease were recruited from outpatient primary care and cardiology clinics between January 6 and 19, 2022. This was a convenience sample from the SUNY Downstate cardiology clinic and internal medicine practice. Patients were screened by the study coordinator daily prior to their visit and, if qualified, were informed of the study. In total, 54 patients were screened, and 50 patients provided informed consent. The inclusion criteria were selected based on both patient self-report and electronic medical records. The exclusion criteria included any recent illness within 4 weeks and taking any medication irrespective of an indication that is known to prolong the QT interval.

Study Procedure

Data Collection

Each participant was informed about the study procedures, and written consent was collected. Each participant was then asked to sit down while a highly experienced study coordinator placed the study-dedicated Apple Watch (version 7) on their left wrist and facilitated two consecutive 30-second ECG readings. Within 15 minutes following the Apple Watch readings, the study coordinator had participants lie flat and proceeded to place electrodes on the participants to perform a 10-second standard 12-lead ECG reading using the GE MAC 5500HD ECG machine with a paper speed of 25 mm per second. All participants were compensated (US $75) via gift card following their study visit.

Data Storage and Analysis

Apple Watch ECG data was automatically uploaded to Apple HealthKit, Apple’s central repository for health and fitness data on the iPhone and was confirmed immediately following collection by the study coordinator via the platform’s smartphone app. The 12-lead ECG readings were printed at the time of reading and labeled with the data and time of reading for identification purposes. All Apple Watch ECG data were assessed using the platform. The corresponding 12-lead ECG was assessed and manually annotated by an expert cardiologist.

Annotation Procedures

The ECGs were recorded on paper tracings. They were digitalized and then imported in ImageJ (free online software provided by the National Institutes of Health). The calibrations were performed for 0.4 seconds, and the followings measures were made for each beat in each lead: in QQ interval and in respiratory rate interval.

All ECGs had a placing that was technically adequate for analysis. In the case of a flattened T wave, the lead was excluded for analysis from the QT interval of the 12 leads. All analyzable complexes were in lead I and lead II. Bazzett’s [20] formula was used to correct for HR in all determinations.

Solution Development and Evaluation

The AccurBeat (version 1.0) platform includes a native iOS app (used to view the annotated ECG and computerized interpretation of rhythm classification), a clinician web portal (for the review and approval of reports prior to release to patients), a cloud-based application programming interface to access the analytics engine, and the analytics engine itself that annotates the ECG and provides a computerized interpretation of rhythm classification. The analytics engine is based on proprietary methods that leverage a combination of signal processing, image analysis, and AI-based techniques to annotate ECGs and diagnose arrhythmias. The data is normalized, and features are extracted using various signal processing techniques. Once this initial processing is complete, a hybrid architecture combining image analysis with evolutionary computing—based AI is invoked for beat classification, complex feature extraction, and rhythm detection. Following this, an inference engine with established clinical guidelines is used to obtain a diagnosis. Since this study only focused on HR, QT interval, and QTc interval measurements, the output of the inference engine was not applicable to the results of this study. The algorithm was previously tested according to the AAMI ANSI EC57:2012 standard with both publicly available and proprietary databases.

Statistical Analysis

Quantitative variables (age, HR, QT interval, and QTc interval) are summarized as means (SD) or median (IQR), and categorical variables are reported as frequencies (percentages). We compared characteristics of the participants by sex using a 2-sample t test and Wilcoxon rank sum test. Statistical comparisons of HR, QT interval, and QTc interval between the platform and 12-lead ECG, ECG lead I, and ECG lead II were done using the Wilcoxon sign rank test. We used linear regression to predict the QTc and QT intervals from the ECG based on the platform’s QTc/QT intervals, with adjustment for age, sex, and the difference in HR measurement. We checked for multicollinearity using variance inflation factor (VIF).

Agreement between QT and QTc interval measurements (taken on 12-lead ECGs and annotated manually and taken on smartwatches and assessed by the platform) was assessed using the Bland–Altman method [21,22]. The mean of the difference (bias) in QT and QTc intervals between the two methods was calculated, along with the 95% lower and upper limits of agreement (LoA). Agreement between the measures was also numerically assessed by estimating the agreement intraclass correlation coefficient, with its 95% CI [23]. Statistical significance was set at .05. All analyses were done in R 4.0.3 (R Foundation for Statistical Computing) and RStudio 1.2.5019 (RStudio, PBC).

Results

In Table 1, we summarized the characteristics of the study participants and compared them by sex. Of all 50 participants, 32 (64%) of the study participants identified as female. They had a mean age of 46.18 (11.89) years. There was no sex difference in mean age, mean HR measurements from all devices, or mean QT interval measurements from all devices. However, QTc interval measurements from all devices were significantly higher for female patients compared to male patients.

In Table 2, we summarized HR, QT intervals, and QTc intervals between the platform and 12-lead ECG, ECG lead I, and ECG lead II. Results of the Wilcoxon sign rank test indicated that all
measurements from the AccurBeat device were significantly higher than those from the 12-lead ECG.

The correlations, with 95% CIs, between the platform measurements and 12-lead ECG measurements are featured in Table 3. The result indicated that the correlations between measurements across devices were all significantly different from 0. However, the strengths of association range from low to strong positive associations. In the sensitivity analysis, the results remained consistent.

The result of the regression model using the platform measurements to predict the 12-lead ECG measurements (Table 4) indicate that, in univariate analysis, QT/QTc intervals from the platform significantly predicted QT/QTc intervals from the 12-lead ECG, ECG lead I, and ECG lead II. The significant association between QT/QTc intervals from the platform and QT/QTc intervals from the 12-lead ECG remained significant after adjustment for sex, age, and change in HR. In the multivariable model, for each unit increase in the platform QTc interval, the QTc interval from the 12-lead ECG was expected to increase by 0.31 (adjusted $R^2=0.38$). Similarly, the QTc interval from ECG lead I and ECG lead II were expected to increase significantly by 0.30 (adjusted $R^2=0.25$ and 0.32 for lead I and lead II, respectively). A 33-point increase in the platform QTc interval would correspond to approximately a 10-point increase in the QTc interval from the 12-lead ECG, adjusting for age, sex, and change in HR. In the multivariable model, for each unit increase in the platform QT interval, the QT interval from the 12-lead ECG was expected to increase by 0.53 (adjusted $R^2=0.47$). Similarly, the QT interval from ECG lead I and ECG lead II were expected to increase significantly by 0.43 and 0.48 (adjusted $R^2=0.39$ and 0.29), respectively. A 19-point increase in the platform QT interval (24 for lead I and 21 for lead II) would correspond to an approximately 10-point increase in the QT interval from the 12-lead ECG, adjusting for age, sex, and change in HR. The VIF for all six models was less than 2, indicating no multicollinearity.

### Table 1. Descriptive summary of age, HR, QT interval, and QTc interval by sex.

<table>
<thead>
<tr>
<th></th>
<th>Female (n=32)</th>
<th>Male (n=18)</th>
<th>$P$ value$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>47.44 (10.99)</td>
<td>43.94 (13.38)</td>
<td>.35</td>
</tr>
<tr>
<td>Platform HR$^b$ (bpm), mean (SD)</td>
<td>78.67 (9.92)</td>
<td>74.50 (11.79)</td>
<td>.21</td>
</tr>
<tr>
<td>Platform QT interval (ms), median (IQR)</td>
<td>401 (371.8-424)</td>
<td>374 (369.1-392.4)</td>
<td>.10</td>
</tr>
<tr>
<td>Platform QTc$^c$ interval (ms), median (IQR)</td>
<td>444.5 (433.4-465.2)</td>
<td>423.8 (410.2-434.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>12-lead HR (bpm), mean (SD)</td>
<td>75.22 (9.99)</td>
<td>73.00 (11.34)</td>
<td>.49</td>
</tr>
<tr>
<td>12-lead QT interval (ms), median (IQR)</td>
<td>382 (363.5-410.5)</td>
<td>375 (360-388)</td>
<td>.29</td>
</tr>
<tr>
<td>12-lead QTc interval (ms), median (IQR)</td>
<td>431.5 (412-441)</td>
<td>410.5 (403.2-415.8)</td>
<td>.006</td>
</tr>
<tr>
<td>Lead I HR (bpm), mean (SD)</td>
<td>77.42 (11.62)</td>
<td>72.17 (12.72)</td>
<td>.16</td>
</tr>
<tr>
<td>Lead I QT interval (ms), median (IQR)</td>
<td>366.5 (350.8-393.2)</td>
<td>363.5 (349.5-381)</td>
<td>.56</td>
</tr>
<tr>
<td>Lead I QTc interval (ms), median (IQR)</td>
<td>418 (406.5-435)</td>
<td>397 (373.5-418.8)</td>
<td>.02</td>
</tr>
<tr>
<td>Lead II HR (bpm), mean (SD)</td>
<td>76.68 (10.34)</td>
<td>72.06 (14.38)</td>
<td>.24</td>
</tr>
<tr>
<td>Lead II QT interval (ms), median (IQR)</td>
<td>371 (356-396.2)</td>
<td>362.5 (353.2-380.2)</td>
<td>.18</td>
</tr>
<tr>
<td>Lead II QTc interval (ms), median (IQR)</td>
<td>430 (410-436.5)</td>
<td>388 (366.5-410.2)</td>
<td>.003</td>
</tr>
</tbody>
</table>

$^a$Statistical comparison between measurements from the platform and the 12-lead electrocardiogram were done using a 2-sample $t$ test and Wilcoxon rank sum test. A $P$ value <.05 was considered significant.

$^b$HR: heart rate.

$^c$QTc: corrected QT.
### Table 2. Descriptive summary of HR, QT interval, and QTc interval (N=50),a

<table>
<thead>
<tr>
<th>Platform</th>
<th>Values</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Range</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Platform</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HRb (bpm)</td>
<td>77.17 (10.70)</td>
<td>53.50-97.50</td>
</tr>
<tr>
<td>QT interval (ms)</td>
<td>389.9 (33.95)</td>
<td>293.5-443.5</td>
</tr>
<tr>
<td>QTc,d interval (ms)</td>
<td>434.4 (32.91)</td>
<td>305-487.5</td>
</tr>
<tr>
<td><strong>12-lead ECGe</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HR (bpm)</td>
<td>74.42 (10.44)</td>
<td>54-100</td>
</tr>
<tr>
<td>QT interval (ms)</td>
<td>383.6 (26.63)</td>
<td>342-442</td>
</tr>
<tr>
<td>QTc interval (ms)</td>
<td>423.9 (23.16)</td>
<td>379-486</td>
</tr>
<tr>
<td><strong>ECG lead I</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HR (bpm)</td>
<td>75.49 (12.17)</td>
<td>47-98</td>
</tr>
<tr>
<td>QT interval (ms)</td>
<td>368.9 (28.01)</td>
<td>318-429</td>
</tr>
<tr>
<td>QTc interval (ms)</td>
<td>411.1 (27.30)</td>
<td>359-481</td>
</tr>
<tr>
<td><strong>ECG lead II</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HR (bpm)</td>
<td>74.98 (12.05)</td>
<td>47-105</td>
</tr>
<tr>
<td>QT interval (ms)</td>
<td>371.5 (31.35)</td>
<td>293-468</td>
</tr>
<tr>
<td>QTc interval (ms)</td>
<td>412.4 (34.34)</td>
<td>336-494</td>
</tr>
</tbody>
</table>

aStatistical comparison between measurements from the platform and 12-lead ECG were done using Wilcoxon sign rank test.
bHR: heart rate.
cN/A: not available.
dQTc: corrected QT.
eECG: electrocardiogram.

### Table 3. Correlation between devices.

<table>
<thead>
<tr>
<th>Platform measures with...</th>
<th>Intraclass correlation: consistency (95% CI)</th>
<th>Intraclass correlation: agreement (95% CI)</th>
<th>Pearson correlation (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRb from 12-lead ECGb</td>
<td>0.88 (0.79-0.93)</td>
<td>0.85 (0.69-0.92)</td>
<td>0.87 (0.79-0.93)</td>
</tr>
<tr>
<td>HR (lead I)</td>
<td>0.75 (0.59-0.85)</td>
<td>0.74 (0.58-0.84)</td>
<td>0.75 (0.60-0.85)</td>
</tr>
<tr>
<td>HR (lead II)</td>
<td>0.79 (0.65-0.87)</td>
<td>0.77 (0.62-0.87)</td>
<td>0.79 (0.66-0.88)</td>
</tr>
<tr>
<td>QTc interval from 12-lead ECGc</td>
<td>0.40 (0.14-0.61)</td>
<td>0.38 (0.13-0.59)</td>
<td>0.43 (0.17-0.63)</td>
</tr>
<tr>
<td>QTc interval (lead I)</td>
<td>0.42 (0.16-0.63)</td>
<td>0.33 (0.02-0.57)</td>
<td>0.43 (0.17-0.63)</td>
</tr>
<tr>
<td>QTc interval (lead II)</td>
<td>0.41 (0.15-0.62)</td>
<td>0.34 (0.05-0.57)</td>
<td>0.41 (0.14-0.62)</td>
</tr>
<tr>
<td>QT interval from 12-lead ECG</td>
<td>0.68 (0.49-0.80)</td>
<td>0.66 (0.48-0.80)</td>
<td>0.69 (0.52-0.82)</td>
</tr>
<tr>
<td>QT interval (lead I)</td>
<td>0.53 (0.30-0.70)</td>
<td>0.43 (0.09-0.66)</td>
<td>0.54 (0.31-0.71)</td>
</tr>
<tr>
<td>QT interval (lead II)</td>
<td>0.56 (0.34-0.73)</td>
<td>0.49 (0.17-0.70)</td>
<td>0.56 (0.34-0.73)</td>
</tr>
</tbody>
</table>

aHR: heart rate.
bECG: electrocardiogram.
cQTc: corrected QT.
Table 4. Association of the platform’s QT/QTc intervals with the 12-lead electrocardiogram’s QT/QTc intervals.\textsuperscript{a}

<table>
<thead>
<tr>
<th>12-lead</th>
<th>Lead I</th>
<th>Lead II</th>
</tr>
</thead>
<tbody>
<tr>
<td>QT\textsuperscript{c,d}</td>
<td>0.30 (0.09)</td>
<td>0.31 (0.09)</td>
</tr>
<tr>
<td>Age</td>
<td>0.30 (0.22)</td>
<td>.18</td>
</tr>
<tr>
<td>Male</td>
<td>–10.66 (6.03)</td>
<td>.08</td>
</tr>
<tr>
<td>HR\textsuperscript{b,h}</td>
<td>–1.93 (0.52)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>QT\textsuperscript{f}</td>
<td>0.54 (0.08)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td>0.37 (0.24)</td>
<td>.13</td>
</tr>
<tr>
<td>Male</td>
<td>0.54 (6.02)</td>
<td>.93</td>
</tr>
<tr>
<td>HR</td>
<td>–0.29 (0.53)</td>
<td>.59</td>
</tr>
</tbody>
</table>

\textsuperscript{a}The QT/QTc intervals from the 12-lead electrocardiogram were modeled using multiple linear regression with QT/QTc intervals from the platform as the main predictor, adjusted for age, sex, and change in HR.

\textsuperscript{b}: parameter estimates.
\textsuperscript{c}: simple linear regression.
\textsuperscript{d}: multiple linear regression.
\textsuperscript{e}: QTc: corrected QT.
\textsuperscript{f}: QTc/QT measurements were from the platform.
\textsuperscript{g}: HR: heart rate.
\textsuperscript{h}: Change in HR between the platform and electrocardiogram.

The Bland-Altman plot results found that 96% of the average QTc interval measurements between the platform and the QTc intervals from the 12-lead ECG were within the 95% confidence limit of the average difference between the two measurements (Figures 1-6), with a mean difference of –10.5 (95% LoA –71.43, 50.43). The Bland-Altman analysis detected a significant proportional bias between the AccurBeat QTc interval and the QTc interval from the 12-lead ECG (P=.008). Over 95% of the average QTc interval measurements between the platform and QTc intervals from the 12-lead ECG (lead I) were within the 95% confidence limit of the average difference between the two measurements, with a mean difference of –23.45 (95% LoA –87.62, 40.72). The Bland-Altman analysis detected no significant proportional bias between the AccurBeat QTc intervals and the QTc intervals from the ECG lead I (P=.14). Over 93% of the average QTc interval measurements between the platform and the 12-lead ECG (lead II) were within the 95% confidence limit of the average difference between the two measurements, with a mean difference of –22.2 (95% LoA –94.15, 49.82). The Bland-Altman analysis detected no significant proportional bias between the AccurBeat QTc intervals and the QTc intervals from the ECG lead II (P=.81).

A total of 94% of the average QT interval measurements between the platform and QT intervals from the 12-lead ECG were within the 95% CI for the average difference between the two measurements, with a mean difference of –6.3 (95% LoA –54.54, 41.94). The Bland-Altman analysis detected a significant proportional bias between the AccurBeat QT intervals and the QT intervals from the 12-lead ECG (P=.02). A total of 94% of the average QT interval measurements between the platform and QT intervals from the 12-lead ECG (lead I) were within the 95% CI for the average difference between the two measurements, with a mean difference of –21.08 (95% LoA –80.34, 38.18). The Bland-Altman analysis detected no significant proportional bias between the AccurBeat QT intervals and the QT from the ECG lead I (P=.12). A total of 90% of the average QT interval measurements between the platform and the 12-lead ECG (lead II) were within the 95% confidence limit of the average difference between the two measurements, with a mean difference of –18.48 (95% LoA –78.44, 41.47). The Bland-Altman analysis detected no significant proportional bias between the AccurBeat QT interval and the QT from the ECG lead II (P=.51).
Figure 1. The 12-lead corrected QT (QTC) with AccurBeat QTc.

Figure 2. Lead I corrected QT (QTC) with AccurBeat QTc.
Figure 3. Lead II corrected QT (QTc) with AccurBeat QTc.

Figure 4. The 12-lead QT with AccurBeat QT.
Discussion

Principal Findings

This study used the Apple smartwatch coupled with the platform to assess QT and QTc intervals, and showed reasonable accuracy with measures derived from conventional 12-lead ECG tracing in healthy controls without known cardiovascular disease. While associations ranged from low to moderate-high for the various measures of comparison, more than 90% of the average QT interval measurements between the platform and QT intervals from the 12-lead ECG were within the 95% CI of the average difference between the two measurements. Additionally, the technology platform posed no bias in terms of under- or
overestimation. Moreover, intraclass measures of consistency and agreement as well as Pearson correlations were all higher for the QT interval than for the QTc interval.

Comparison to Prior Work

The measurement of QT intervals is an important consideration in the identification of individuals at increased risk for ventricular tachycardia and sudden cardiac death [8-10]. QT interval monitoring is also important in terms of monitoring patients initiated and dose titrated on various classes of medications. The QT interval represents the time interval from onset of ventricular depolarization to the end of depolarization, is measured from the start of the q wave to the end of the T wave, and is usually obtained from a 12-lead ECG [8]. While computerized automatically derived values are often used for clinical purposes, some authors have advocated that manual measurement is more accurate [24]. However, manual QT interval assessment is tedious and time-consuming with greater interobserver variability, and physicians often select one complex from one lead (lead II) and one to measure [25]. Both techniques are limited by difficult T wave morphologies and the presence of u waves [26].

In recent years, there has been growing interest in the utility of wearables and smartphones [27] for remote ECG monitoring, which has been largely accelerated by the COVID-19 pandemic. In this regard, the Apple Watch has been shown to be a useful screening strategy for the detection of atrial fibrillation [28]. The measurement of QT intervals using smartwatch technology represents an important extension of remote monitoring and poses advantages regarding cost and convenience, and the ability of prolonged monitoring. This study showed comparable values from the Apple smartwatch coupled with the platform technology to those from a 12-lead ECG, from lead I alone and from lead II.

In the multivariate analysis, age did not impact the predictive value of AccurKardia’s technology even though age-related changes in QT interval have been previously reported [29]. Although there was strong agreement and consistency for HR values, the comparisons were less strong for QTc intervals than for QT intervals. These findings are not unexpected as QTc interval comparisons include potential measurement errors from two values (QT interval and cycle length), and the QTc interval was calculated by Bazett’s [20] formula, in which small differences in HR translate into relatively large differences in QT interval correction. Additionally, while consistency and agreement were similar for most comparisons, agreement was lower in comparisons of smartwatch-obtained values with leads I and II. This finding was expected as QT intervals were measured from 2 to 4 beats in these leads.

Important differences in acquisition methods that could also contribute to potential sources of error include the fact that the platform’s method includes a total of 60 seconds of recording, whereas a 12-lead ECG is recorded over 10 seconds. Since these participants were relatively young (mean age 46 years) and healthy, respiratory variations in HR due to sinus arrhythmia over the short-term recording of a 12-lead ECG could adversely affect comparisons [30]. It may be that 60 seconds of focused application of the Apple Watch was subject to less sinus arrhythmia than 10 seconds of a resting ECG [31]. It remains unclear as to whether comparisons would be even stronger if a longer 12-lead recording time were to be performed. Additionally, the inclusion of patients with heart disease would likely reduce beats due to variations in HR and would expand the range of QT intervals to include prolonged values; in this regard, the design of the study was a conservative one. Typically, there is variability in values obtained from the 12 different leads of an ECG, a phenomenon known as QT dispersion [32,33]. Therefore, the algorithm measured the QT interval from one specific lead as an approximation of the longest QT interval of the 12 leads.

Limitations

There are a number of limitations in this study that warrant mention. First, smartwatch and 12-lead ECG recordings were obtained sequentially and not simultaneously. However, the brief intervening period should not be expected to substantially impact results. Second, this pilot study evaluated healthy individuals without known heart disease, and the results cannot be extrapolated to those with known heart disease. The research group intends to perform a follow-up study including patients with heart disease. Third, the 12-lead ECG measurements were not made by multiple people but by a single experienced investigator (JL). In future studies, the study group plans to get the 12-lead ECG measured by more than one investigator to take into account interobserver variability.

Strengths

A strength of the study is that it included a racially diverse group of study participants in which 50% were African American. While darker skin color has been reported to adversely affect smartwatch recording capabilities [34], we did not perform racial comparisons.

Conclusion

Despite these limitations, we conclude that QT and QTc intervals obtained by the Apple smartwatch coupled with the platform are comparable to those from a 12-lead ECG. Future research is planned to build upon the learnings in this study, expanding to a larger sample of patients that includes patients with cardiac disease as well as multiple cardiologists and assessments of their reliability with regard to manual annotation of ECG tracings. With these learnings and further refinements, remote monitoring using this technology holds promise for the identification of QT prolongation.
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Abstract

Background: Millions of workers experience work-related ill health every year. The loss of working days often accounts for poor well-being because of discomfort and stress caused by the workplace. The ongoing pandemic and postpandemic shift in socioeconomic and work culture can continue to contribute to adverse work-related sentiments. Critically investigating state-of-the-art technologies, this study identifies the research gaps in recognizing workers’ need for well-being support, and we aspire to understand how such evidence can be collected to transform the workforce and workplace.

Objective: Building on recent advances in sentiment analysis, this study aims to closely examine the potential of social media as a tool to assess workers’ emotions toward the workplace.

Methods: This study collected a large Twitter data set comprising both pandemic and prepandemic tweets facilitated through a human-in-the-loop approach in combination with unsupervised learning and meta-heuristic optimization algorithms. The raw data preprocessed through natural language processing techniques were assessed using a generative statistical model and a lexicon-assisted rule-based model, mapping lexical features to emotion intensities. This study also assigned human annotations and performed work-related sentiment analysis.

Results: A mixed methods approach, including topic modeling using latent Dirichlet allocation, identified the top topics from the corpus to understand how Twitter users engage with discussions on work-related sentiments. The sorted aspects were portrayed through overlapped clusters and low intertopic distances. However, further analysis comprising the Valence Aware Dictionary for Sentiment Reasoner suggested a smaller number of negative polarities among diverse subjects. By contrast, the human-annotated data set created for this study contained more negative sentiments. In this study, sentimental juxtaposition revealed through the labeled data set was supported by the n-gram analysis as well.

Conclusions: The developed data set demonstrates that work-related sentiments are projected onto social media, which offers an opportunity to better support workers. The infrastructure of the workplace, the nature of the work, the culture within the industry and the particular organization, employers, colleagues, person-specific habits, and upbringing all play a part in the health and well-being of any working adult who contributes to the productivity of the organization. Therefore, understanding the origin and influence of the complex underlying factors both qualitatively and quantitatively can inform the next generation of workplaces to drive positive change by relying on empirically grounded evidence. Therefore, this study outlines a comprehensive approach to capture deeper insights into work-related health.
work-related mental health; sentiment analysis; natural language processing; occupational health; Bayesian inference; machine learning; artificial intelligence; mobile phone

Introduction

Background and Motivation

The economic growth of the human civilization, along with our understanding of medical science in combination with the recent technological advancements, has brought us to question how to design the workforce management system in the era of Industry 4.0. The image of occupational health has been gradually shifting from its strong association with workplace injuries to work-related ill health. Among the European nations, most of the UK workforce trust that their health or safety is not at risk because of their workplace [1]. However, much remains to be done to achieve more efficiency in workplace management as millions of workers are still experiencing work-related illnesses every day [1,2].

According to the recent Health and Safety Executive (HSE) report covering the period from 2020 to 2021, 1.7 million workers experienced a work-related illness, approximately half of which were due to stress, depression, or anxiety [1]. In the pre-pandemic report, >800,000 workers experienced mental health issues, whether a new presentation or a long-standing condition, because of the workplace, resulting in the loss of 17.9 million working days. According to the Labour Force Survey (LFS) studies, workload, extreme deadlines, excessive responsibility, absence of adequate managerial support, violence, threats or bullying, and changes at work such as reformation are estimated to be the main reasons behind such poor mental health [2]. Although factors vary from industry to industry, in terms of occupation, professional occupations (examples include, but are not limited to, scientists, engineers, programmers, health workers, and teaching and educational professionals) show higher levels of stress compared with all jobs.

If work-related mental health was not already a concern, COVID-19 has added more dimensions to it. The increase in depression among adults in the United Kingdom during the pandemic has been well reflected in the latest Office for National Statistics report [3]. Although the HSE presented self-reported work-related stress, depression, and anxiety from the LFS study, the finding echoes mental health figures among the adult population in the United Kingdom [4]. The HSE report also quantifies how work-related well-being is affected among different age groups and genders. The gender difference in mental disorders such as depression and anxiety is fairly common, as reported by the World Health Organization [5]. Therefore, formulating a resilient workplace would require a comprehensive understanding of the age and gender disparity in the loss of working days to circumvent human as well as algorithmic bias.

By their very nature, mental health issues and well-being are difficult to measure, and the HSE has 2 different data sources from which analyses are conducted—none of which record real-time data. Moreover, work-related new or long-standing ill health as a consequence of long or irregular working hours, stress, anxiety, panic, hidden or unrealistic expectations, job insecurity, instability in the job market, societal pressure, rat race, and macho culture, which contributes to an unhealthy lifestyle, often gains visibility in the form of eating disorders, irregular or insufficient sleep, and addiction.

To probe beneath symptoms on the surface by separately tagging each attribute with the associated influence as well as contributing factors adds more complexity when exposing such vulnerability may result in job loss or at least an obstruction to career progression. Hence, it is understandable that approximately 15% of working adults show indications of symptoms of an existing mental health condition [6] as >300,000 people each year lose employment because of mental health problems [7]. By contrast, technological advancement has opened the door to harnessing the power of wearable sensors, the Internet of Things, and artificial intelligence (AI) to gather richer insights on general mental health issues among the population as well as industry-specific personalized circumstances (within and because of the workplace).

State-of-the-art Technological Support

Exploring recent quartile 1 and 2 journals and top conference publications using search words such as “mental health AND artificial intelligence,” “mental health AND decision support system,” “mental health AND mHealth,” and “mental health AND mobile apps” through Google Scholar, PubMed, PsycArticles, ScienceDirect, and Psychology and Behavioral Sciences Collection search engines, we discovered that the broader domain in the literature covers the area of severe mental illness such as schizophrenia [8-11]; anxiety disorders [12] such as posttraumatic stress disorder [13]; developmental disorders such as attention-deficit/hyperactivity disorder [14]; and, of course, disorders that are often not recognized as an outcome of occupational health hazards affecting the everyday quality of life [15,16]—however, neglecting these early indications may even trigger suicidal tendencies [17-19].

Similar to physical health, state-of-the-art investigations on mental health aspects are mainly geared toward screening, diagnosing, and phenotyping purposes [20-23]. However, web-based [24,25] and mobile-based interventions [26-29] are not far behind.

A wide range of technology-enabled support has been investigated in the literature, starting from simple tools such as traditional SMS text messages [30] to cutting-edge technology such as AI-enabled chatbots [31]. Mental health and well-being apps have millions of installations worldwide [32], which makes the demand for such apps evident; however, very few studies have been conducted to verify and validate the capabilities of these apps to bring positive changes in users’ mental well-being.
With or without smartphone integration, recent advancements in AI have brought some commercial successes, such as Babylon [33], Quarte [34], Lyra [35], Ginger [36], Woebot [37], and BioBeats [38], to support health and well-being, backed up by collaborative research with world-leading universities. Most of these available apps on the market consist of AI-enabled chatbots and use natural language processing (NLP), such as the AI-driven personalized triage and symptom checker tool by K [39] and CBT by Woebot.

Within the mental health area using data-driven approaches, a New York–based start-up, Spring Health [40], has developed an AI-driven personalized triage and symptom checker for the mental health of employees, whereas a London-based company called BioBeats provides an AI-enabled intervention for stress management. BioBeats developed an intelligent app with a business-to-business model that provides a well-being score based on physiological data (sleep duration and quality and heart rate variability), psychological data (mood journaling), and neuropsychological data (brain function tests) collected through their BioBase mobile app and BioBeam wearable. Tools such as BioBeats can enable their users to gain insights into personal mental health. Such scientifically validated well-being tools can be thought of as company-provided perks. By gathering aggregated and real-time but anonymized data from employees using the BioBeats platform, the employer can track the well-being of their staff and take actions such as providing tailored support when needed. Continuous monitoring can help understand and even quantify whether a change in the company’s policy is compromising the well-being of the employees.

**Sentiments on Social Media Platforms: Related Works**

Microblogging today has become a popular communication tool among internet users. Millions of messages appear daily on popular websites that provide services for microblogging, such as Twitter and Facebook. This is due to the nature of microblogs, on which people post real-time messages about their opinions on a variety of topics, discuss current issues, complain, and express positive sentiments about their daily lives. Owing to the free format of the messages and easy accessibility of microblogging platforms, internet users tend to shift from traditional communication tools (such as traditional blogs or mailing lists) to microblogging services. Therefore, the use of social media has become an integral part of daily routine in modern society.

In terms of the choice of microblogging platform, privacy concerns have been observed in the literature [41]. The type of self-disclosure also has an impact on the use of such social media [41]. It has been seen that the users of Twitter have high self-disclosure. People who like to bond socially prefer using Facebook, as suggested by Shane-Simpson et al [41].

Some of the positive use cases of social media include pandemic studies. Twitter has been used to explore diverse issues such as sentiment alteration [42], lockdown [43], sentiment around hospital care management [44], vaccination [45], and remote working [46]. The use of social media for health and well-being research is common, but it is mostly limited to participant recruitment. However, in a study in San Diego, the health outcomes of the local people were observed using tweets that measured self-rated mental health, sleep quality, and heart disease [47].

Previously, data from social media profiles of US military personnel have been used by Bryan et al [48] to find predictors of suicide. Analysis of the tweets revealed various aspects of their lives along with the triggering factors in stressful situations, such as health issues, maladaptive or avoidant coping strategies, emotional state, and cognition. It has been observed by Bryan et al [48] that the manner of posting can differ between suicidal and nonsuicidal users. A pattern of posts was also observed as the “trigger” posts increased before suicide following negative emotional posts. Suicidal people who posted about maladaptive coping frequently were followed by a few negative emotional posts [48].

Among the working adults in the United Kingdom, suicide is more prevalent in the construction industry [49]; the use of drugs, alcohol, marijuana, and other substances is also common among this workforce [50]. Although not specified for construction workers, using data from Twitter-based advertisments, the reasons for using marijuana and the characteristics of marijuana users were explored in the reported article [51].

Several studies have investigated the psychological rationale for the temptation to share on social media and the mental profile of those who share on social media and to what extent [52]. However, a more critical exploration with clinical validation is required. By contrast, people share on social media to maintain social connections even if it is not a pathological need.

Using adolescent population data from thousands of people aged 14 years, Kelly et al [53] attempted to investigate whether mental health is linked to the use of social media. The study concluded that a positive correlation exists between the use of social media and depressive symptoms. Other factors that influence the use of social media are poor sleep, low self-esteem, poor body image, and harassment on the internet. These factors are the underlying symptoms of depression as well. Social media use can result in increased perceived social isolation [54]. Too much social media use can also cause social media fatigue, affecting psychological well-being [55].

Although the aforementioned studies show the psychological aspect of why people share on social media, the underlying rationale of social media use by individuals, as well as the impact, can be more complex [56]. Moreover, technological tools such as “Gamification” using neurological hacks can influence social media use, as observed by Bell et al [57].

Social media could be an innovative tool for interventions. However, the impact can go either way as Weinstein [58] observed a seesaw effect of social media while exploring variables such as relational interactions, self-expression, interest-driven exploration, and browsing. Interestingly, the deepest insights within the context are owned by the social media industry, and third parties in the name of “personalization” and “enhanced experience,” which have the ability to trigger social media addiction, are yet to be extensively studied.
The “Big Five personality traits” (ie, neuroticism, agreeableness, conscientiousness, openness, and extroversion [59]) can be traced from the data obtained from social media using digital footprints [60]. Estimation and quantification of personality traits can support the use of social media for the greater good beyond the personalization feature of social media itself. It is important to associate the understanding of the psychological need to “share” emotions on internet-enabled platforms with the machine-learned quantified measurement of sentiments before taking actions based on an under- or overestimation of our emotions.

Research Aim

This paper presents an investigation into the methods and tools to understand and analyze how sentiments around work are expressed, which can be further used to flag such issues and design effective interventions. This paper presents a literature review in the Introduction section exploring both reported articles and available state-of-the-art technological support. This paper also provides criticism on vulnerable aspects. The key contributions of this study include the following: (1) to the best of our knowledge, this is the first work performing sentiment analysis and topic detection concentrating on work-related sentiments comprising both pandemic and prepandemic tweets; (2) we collected a large data set based on a hybrid approach for keyword search; (3) we created a labeled data set; and (4) the preprocessed complete data set, as well as the labeled data set on work sentiment, will be made available, which may create opportunities for further studies.

The rest of the paper is organized as follows. The Methods section presents the methods used to critically investigate work-related sentiments on Twitter, followed by the analysis of the results in the Results section. This paper includes an in-depth discussion in the Discussion section highlighting the intertwined vicious cycle of physical and mental health and also the ethical concerns regarding the use of technology. This paper also discusses a conceptual framework for AI-enabled mental health support systems for the workforce. Finally, we discuss the study’s limitations and scope for improvement while concluding the paper.

Methods

Microblogging Platform

This study explores work-related sentiments on Twitter. Twitter, with >319 million monthly active users, has now become a goldmine for researchers, organizations, and individuals to survey public health trends because of the nature of the data source. Twitter allows developers to fetch data (ie, tweets) from its archive using an application programming interface. On the basis of the literature, it is anticipated that AI-enabled tools such as sentiment analysis will help us better understand how people talk about and feel with respect to specific health topics or conditions—in this case, mental health–related issues linked to work—in real time.

Data Fetching and Processing

In this study, we used the Python-based library SNSscrape (Scraper for Social Networking Services) [61] to fetch tweets using the defined primary keywords fromTextbox 1. We used these keywords to formulate the keywords for fetching tweets according to the procedure described by Edo-Osagie et al [62]. The search query, dated from January 1, 2018, to December 31, 2021, resulted in >1 million tweets containing at least one keyword either as a hashtag or in the tweet body.

Textbox 1. Primary keywords used to form the keywords for fetching tweets.

<table>
<thead>
<tr>
<th>Primary keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phrases: “overwork,” “wage slave,” “ironwork,” “mental health,” “congratulations office,” “work life,” “workoholic,” “worklifebalance,” “job strain,” “bad day at the office,” “when going gets tough workaholic gets going,” “comeback,” “back to drawing board,” “work-life balance”</td>
</tr>
</tbody>
</table>

Keyword Selection Process

Hybrid Steps

The Twitter search uses words to find tweets relevant to the quest. These words or parts of sentences are called keywords. Proper keywords help to find and fetch tweets that are efficient and accurate to the context [63]. Therefore, the selection of keywords is a crucial step in fetching tweets. We followed a 2-fold process to select the keywords.

Phase 1: Keyword Collection From a Panel

First, a panel of working professionals was formed to estimate the linguistic diversity in the expression of emotions regarding the workplace and work. There were 7 members in the panel, and they were proficient users of social media, had a successful background in tertiary education, and were in a responsible position at work. The responses were collected using Google Forms. We received responses from a diverse range of industries and professions, including software engineers, corporate officers, and academics. The panel also involved experts from work rights organizations. The tenure of work experience was also...
recorded as background information; however, it was not used in the data analysis because of the size of the panel.

In this phase, the panel members were asked how they articulated work-related sentiments on social media, specifically on Twitter. The responses were recorded anonymously. The panel members were asked about their linguistic preference to denote work and the workplace (inclusive of words and phrases with similar semantic meanings and similar sentiment-expressing adjectives, whether positive, negative, or neutral). We divided these words into 3 categories, which are displayed in Textbox 2.

Category 1, also denoted as nouns in Textbox 1, represents the semantic expression of “work,” manually identified by the natural language users (ie, the panel of working adults on Twitter). These keywords mean only something related to work. In contrast, category 2 aims to capture the core sentiment. The set of words in category 2 can be related to anything, including work and the workplace. However, adding an adjective to the synonyms of work and workplace means that the sentiment expressed is related to work.

For example, the words “office” or “employer” alone do not always express the sentiment regarding work life and can be used in many other ways, such as the address of a workplace or a job circular.

Moreover, the adjectives “struggle” or “good” alone can also be related to anything. However, to increase the search efficiency and fetch more contextual tweets, we searched for tweets that contained both “office” and “good” or “office” and “struggle.”

Furthermore, the participating professionals were from a particular region and were limited in number. Although there was diversity in their occupations, the words and phrases they used certainly cannot completely represent or match the words and phrases of millions of other professionals and employees. Therefore, we can obtain more possible forms of keywords by combining each word in category 1 with each word in category 2.

In a nutshell, the reasons behind creating category 1 and category 2 are that (1) to search tweets that contained work-based sentiment, we would need related words or synonyms to “work” or “workplace” (category 1) and words that expressed “sentiment” or “emotion” regarding these (category 2) and (2) to fetch more diverse and the highest number of tweets, we needed to pragmatically maximize all possible forms of keywords and, therefore, separating them into different categories, represented as rows in Textbox 1, helped us combine category 1 and 2 with each other and increase the number of keywords.

Subsequently, we also obtained some phrases from the professionals (category 3) that directly describe work-related sentiments, such as “wage slave” and “congratulations office.”

Textbox 2. Categories of words and phrases in Textbox 1 used to denote work and the workplace.

<table>
<thead>
<tr>
<th>Categories of words and phrases in Textbox 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Category 1: words and phrases implying work, the office, or the workplace</td>
</tr>
<tr>
<td>• Category 2: words and phrases signifying sentiments (can be positive, negative, or neutral)</td>
</tr>
<tr>
<td>• Category 3: phrases that explicitly mean sentiments regarding work, the office, or the workplace</td>
</tr>
</tbody>
</table>

**Phase 2: Keyword Formulation Using Algorithms**

Despite the careful choice of a panel of working professionals, there was a need for an enhanced set of keywords owing to human bias, spelling practices on social media, the internet, and work-related jargon. Moreover, we considered only English keywords, whereas there are thousands of languages in the world. Hence, the collected words and phrases can be limited, and there can be far more words and phrases used by millions of workers worldwide. Therefore, to generate more keywords, we used the Global Vectors for Word Representation (GloVe), which process billions of tweets and generate synonyms based on the context. The workflow in this phase is shown in Textbox 3.

GloVe is a well-known algorithm that uses billions of tweets to generate synonyms with a context. Therefore, in the second phase, we used GloVe to generate 5 synonyms for each word in categories 1 and 2 from Textbox 1. We considered all the words in category 1 and their generated synonyms as a prefix list and all the words in category 2 and their generated synonyms as a postfix list. These prefix and postfix lists contain unique words. For each word in the prefix list, we added all the words from the postfix list and generated the seed keyword list. Let us assume that the prefix list is (workplace, corporate) and the postfix list is (stress, good). Therefore, the seed keyword list is (workplace stress, workplace good, corporate stress, corporate good).

We used each item from the “seed keyword list” to fetch the seed tweets to define the final keywords. For each item on the list, we split the words based on space and searched for tweets that contained these words. For example, the item “workplace stress” in the aforementioned “seed keyword list” contains 2 words: “workplace” and “stress.” Therefore, we searched tweets that contained both “workplace” and “stress” in any sequence and any number.

Subsequently, we used these seed tweets and seed keywords to generate the final keywords using a powerful metaheuristic optimization algorithm (ie, the particle swarm optimization algorithm).
Flow

- For each word or phrase in category 1 and category 2, generate 5 synonyms
- Consider all words and phrases in category 1 and their synonyms as a prefix list
- Consider all words and phrases in category 2 and their synonyms as a postfix list
- To generate all possible seed keywords (e.g., the keyword list is $KT$):
  - For each word or phrase in the prefix list: $W_{pre}$
  - For each word or phrase in the postfix list: $W_{pst}$
  - $KT.add(W_{pre} + ' ' + W_{pst})$
- Fetch seed tweets by using this $KT$
  - For each keyword in $KT$:
    - If the keyword contains more than one word:
      - Split the words
      - Fetch tweets that contain these words
- Use these seed keywords and fetched seed tweets in the particle swarm optimization algorithm to generate actual keywords

Data Preprocessing

The aim of preprocessing is to clear all the redundant and unnecessary content from the data and make them precise to find more accurate words that can help analyze the tweets. With this goal, the fetched tweets were systematically preprocessed (Figure 1) using a number of Python libraries such as Pandas, NumPy, and Natural Language Toolkit (NLTK) before initiating the analysis.

Each tweet was converted into lower case to easily identify the repetitive words and tokenize to convert the tweet into a list of words. The elimination of the selected keywords facilitated a better estimation of the frequency of words and easy spotting of the actual words used in expressing a sentiment. The contractions were expanded to their original forms. The data cleaning steps also included the removal of alphanumeric words, URLs, markup texts, mention words, stop words, hashtags, repeated characters, punctuation symbols, white spaces, and single characters from the tweets. Subsequently, normalization was achieved through lemmatization and stemming.

Figure 1. Preprocessing and analysis steps for both labeled and unlabeled data. LDA: latent Dirichlet allocation; VADER: Valence Aware Dictionary for Sentiment Reasoner.
The purpose of this study was to inspect personal tweets, not organizational or commercial tweets. In an attempt to separate such tweets, more words were required to be eliminated, which are marked as advertisement words in Textbox 4. In addition, for simplicity of analysis, incomplete and misspelled words and unrecognizable shortened words had to be removed as well.

Textbox 4. Advertising and meaningless words in the labeled data set.

<table>
<thead>
<tr>
<th>Meaningless and advertising words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meaningless words: thi, wa, WA, rt, and ann</td>
</tr>
<tr>
<td>Advertising words: click and coupon</td>
</tr>
</tbody>
</table>

Data Processing and Labeling

This paper presents an investigation into the tweets (Textbox 1) through the latent Dirichlet allocation (LDA) [64] model, using the Gensim (RARE Technologies Ltd) [65] library to explore issues discussed on Twitter and the Valence Aware Dictionary for Sentiment Reasoner (VADER) [66] model to estimate the sentiment of each tweet.

The investigation began with the identification of top words within the processed data set. The corpora of Gensim returned an ID term dictionary object, which subsequently created a corpus by converting each tokenized tweet into a word matrix. Later, the LDA model—generating function from the Gensim library used this dictionary and corpus and returned an LDA Model. This LDA Model consisted of a number of specific topics. Each topic contained a number of words along with their weight in the tweet. Using LDA Model, all the tweets were divided into several topics, which enabled us to understand the aspect of each tweet that can be representative of a broader classification.

However, overlap among these topics was expected, which might hinder the identification of an aspect of a topic accurately. Hence, it was necessary to explore the optimal number of topics. Each LDA Model with a specific number of topics had a specific coherence. Coherence measures the score of semantic similarity between the contexts of multiple documents and, the higher the coherence value, the better the context-based topic distribution [67]. Therefore, the LDA Model with higher coherence has an optimal number of topics and, consequently, fewer overlapped topics. Moreover, the LDA Mallet wrapper on top of LDA provides better topic distribution and coherence and, therefore, we used the LDA Mallet wrapper to identify the optimal number of topics [68]. Afterward, we converted this optimized number of LDA Mallet topics into LDA Model topics for visualization, as shown in Figure 2. Such optimization was achieved through the iterative process of varying topics from 2 to 31. The coherence value for each iteration is shown in Multimedia Appendix 1.

Consequent to topic optimization, broader polarity of sentiments (ie, positive, negative, and neutral) was assigned with the help of the opinion dictionary library from NLTK. The aspect exploration process used in this study can also be observed in algorithm 1 (Textbox 5).

Next, a lexicon and rule-based model, VADER, was used to categorize the unlabeled tweets into our predefined 3 categories (positive, negative, and neutral) of sentiment polarity by analyzing each tweet. VADER considered the sentiment lexicon used in social media microblogs and generalized grammatical and syntactical aspect rules for identifying sentiment intensity. Moreover, it incorporated a human-centric approach combining qualitative analysis with empirical validation and experimental investigations, leveraging the wisdom of the crowd to calculate values based on the sentiment of a sentence. Furthermore, the performance of their algorithm with a lean lexicon and rule-based model was compared with other well-known and familiar sentiment analysis benchmarks [66], estimating a compound value ranging from −0.05 to +0.05 by considering the positivity and negativity of the tweet. If the sentiment value of the tweet was between −0.05 and +0.05, the tweet was neutral. A tweet with a value ≤−0.05 was negative, and a tweet with a value >+0.05 was considered positive. However, the lower the value, the higher the negative intensity, and the higher the value, the higher the positive intensity.

Reckoning the compound values and visualization, the percentage of each category aided us in determining which category had a greater number of tweets, whereas visualization of the compound values of each tweet helped us realize the fluctuations in values for each polarity.

In addition to the machine-assigned polarity of sentiments, this study included manual labeling of a subset of 3200 unprocessed random tweets as a pragmatic approach to further analyze positive, negative, and neutral tweets, with a higher chance to recognize juxtaposition of sentiments and sarcasm. As the labeling was conducted before preprocessing, exclamatory marks and emoticons were also taken into consideration. In addition to manual inspection of these labeled tweets, the tweets were investigated through Bag of Words, top words and their corresponding frequencies for each class, and conjugated words.
Figure 2. Distribution of the optimal number of topics with the top 30 salient words. PC1: principal component 1; PC2: principal component 2.

Top-30 Most Salient Terms:
- awful
- worker
- meeting
- people
- time
- good
- day
- make
- year
- job
- labor
- today
- thing
- physical
- week
- love
- friend
- social
- school
- great
- back
- find
- check
- hour
- family
- call
- care
- life
- feel
- team

1. salience(term) = frequency(term) * (norm_topic(term) * topic_norm(term)) for topics (see Chuang et al., 2012)
2. relevance(term, topic) = term * (1 - (1 - norm_topic(term)) * (1 - topic_norm(term))) (see Stewart & Shirkey, 2014)
Algorithm 1: polarity assignment to the topic found from the latent Dirichlet allocation Model.

```python
• Input: topic list
• Output: aspect for each topic
• /* from nltk.corpus import opinionLexicon
• topicList = Topic List
• sentimentList =
• Topic wise sentiment List */
• positiveWordFromLexicon = set(opinionLexicon.positive()) /* Positive words from opinionLexicon */
• negativeWordFromLexicon = set(opinionLexicon.negative()) /* Negative words from opinionLexicon */
• positiveWords = getTopWords(labeledPositiveTweets) /* Positive words from Positive Labeled tweets */
• negativeWords = getTopWords(labeledNegativeTweets) /* Negative words from Positive Labeled tweets */
• ForEach topic in topicList do
  • positiveCount = 0
  • negativeCount = 0
  • neutralCount = 0
  • ForEach word in topic.WordList do
    • if (word in positiveWordFromLexicon) OR (word in positiveWords) then:
      • positiveCount += 1
    • if (word in negativeWordFromLexicon) OR (word in negativeWords) then:
      • negativeCount += 1
    • if word not in (negativeWordFromLexicon AND negativeWords AND positiveWordFromLexicon AND positiveWords) then:
      • neutralCount += 1
    • if (positiveCount > negativeCount) AND (positiveCount > neutralCount) then:
      • sentimentList[topic:Id] = Positive
    • if (negativeCount > positiveCount) AND (negativeCount > neutralCount) then:
      • sentimentList[topic:Id] = Negative
    • if (neutralCount > positiveCount) AND (neutralCount > negativeCount) then:
      • sentimentList[topic:Id] = Neutral
```

Ethics Approval
The research protocol was approved by the School Research Ethics Panel of Allied Health, Faculty of Health, Education, Medicine, and Social Care, Anglia Ruskin University (AH-SREP-19-055).

Results
The data set was analyzed from the NLP perspective as well as using a qualitative approach.

Analysis of Unlabeled Data
The analysis of unlabeled data was 2-fold. First, we analyzed the data by converting them into topics using the Gensim LDA Model and exploring the aspects using the NLTK opinion dictionary. Second, we used the VADER model to analyze the data set and define the polarity of each tweet.

From Multimedia Appendix 1, we can see the number of topics and their corresponding coherence values, from which we can observe that the coherence values increase with the number of topics, with the highest value of 0.54 at the index numbers 24, 27, and 29. However, along with the higher coherence values, the lower the number of topics and the lower the overlaps among the topics, the better the topic distribution. The topic distribution visualized in Figure 2 shows that, with the number of topics being 28, the LDA Model overlaps lower than the others. Therefore, we selected the optimal number of the topic index to be 27, which implies that the optimal number of topics in...
this model index is 28 (the highest coherence is 0.54 with fewer overlaps among the topics) [69]. Moreover, in Figure 2, we show the top 30 salient terms of the data set (on the right) along with the intertopic distance map (on the left).

Figure 3 shows the word cloud of the top words for each topic, along with their broader polarity, where the proportion of positive, negative, and neutral polarity are 28% (8/28), 61% (17/28), and 11% (3/28), respectively. From our analysis, some of the top words from the negative polarity were awful, bad, lose, tax, pay, money, worker, life, family, social, police, time, meeting, call, care, covid, health, labor, year, week, and time. Many informal (slang) words were also found in the negative topics. The top words from positive polarity were business, challenge, productivity, zoom, meeting, find, group, app, check, service, food, worker, love, great, amazing, school, child, day, and story and, from neutral polarity, the top words were vote, poll, coming, town, tonight, game, team, news, and today. Some of the other words from the neutral topics in Figure 3 were awful, meeting, time, and day. However, similar terms can be used in different contexts, and the topic distribution provides some idea about the contexts of the topics; for example, topic 5 indicates financial aspects, topic 0 indicates web-based meetings and conferences, and topic 7 is about sports.

In the next step, each tweet was analyzed using VADER. It considered the semantic and contextual meanings of a tweet and calculated a value that showed the intensity of the tweet’s sentiment. On the basis of this value, we tagged each tweet as positive, negative, or neutral. In Figure 4, we visualize the number of tweets according to sentiment intensity. Most tweets were within −0.30 to +0.30, which shows the low intensity of negative or positive sentiments. It also shows that a considerable number of tweets expressed a neutral sentiment (intensity value from −0.05 to +0.05).

Figure 3. Top words in each topic within the unlabeled data set using latent Dirichlet allocation Mallet.
Figure 4. Sentiment intensity of the unlabeled tweets using Valence Aware Dictionary for Sentiment Reasoner.

Table 1 shows the intensity level of the tweets, whereas, in Figure 5, we can observe that 48.72% (716,843/1,471,209) of the tweets had positive sentiment, 39.18% (576,462/1,471,209) had negative sentiment, and 12.09% (177,904/1,471,209) indicated neutral sentiments. From Table 1, we observe that most positive tweets have an intensity value between 0.50 and 0.75. The next maximum number of tweets had an intensity between 0.75 and 1.0, which signifies the higher intensity of positive sentiment. By contrast, the maximum number of negative sentiment–showing tweets was within −0.50 to −0.25, which shows the medium level of intensity of negative emotion.

In Figure 5, we also show that 1.44% (21,171/1,471,209) of the tweets mentioned the term “Covid,” among which 0.67% (9854/1,471,209) were positive tweets, 0.64% (9426/1,471,209) were negative tweets, and 0.13% (1891/1,471,209) were neutral tweets.

The negative topics found in the LDA Model were 61% (17/28), and Figure 5 shows that approximately half of the tweets (716,843/1,471,209, 48.72%) expressed positive sentiment. This indicates that, although the negative tweets might be comparatively smaller in number, they imply more diverse subjects than positive tweets relating to work-related mental health based on the analysis conducted using VADER.

Table 1. Number of tweets in each quadrant of sentiment intensity.

<table>
<thead>
<tr>
<th>Group of sentiment intensity</th>
<th>Tweets, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>−1.0 to −0.75</td>
<td>138,659 (9.42)</td>
</tr>
<tr>
<td>−0.75 to −0.50</td>
<td>158,974 (10.8)</td>
</tr>
<tr>
<td>−0.50 to −0.25</td>
<td>180,014 (12.23)</td>
</tr>
<tr>
<td>−0.25 to −0.05</td>
<td>99,028 (6.73)</td>
</tr>
<tr>
<td>−0.05 to 0.05</td>
<td>177,691 (12.07)</td>
</tr>
<tr>
<td>0.05 to 0.25</td>
<td>105,703 (7.18)</td>
</tr>
<tr>
<td>0.25 to 0.50</td>
<td>199,827 (13.58)</td>
</tr>
<tr>
<td>0.50 to 0.75</td>
<td>207,439 (14.09)</td>
</tr>
<tr>
<td>0.75 to 1.0</td>
<td>203,874 (13.85)</td>
</tr>
</tbody>
</table>
Figure 5. The proportion of positive, negative, and neutral unlabeled tweets using Valence Aware Dictionary for Sentiment Reasoner.

Analysis of Labeled Data

On the basis of the manually labeled data set, more than half of the tweets (1952/3200, 61%) were categorized or found to be negative; only one-third of the tweets (1088/3200, 34%) expressed the sentiment regarding work-related mental health positively. An exceedingly small portion of the tweets (160/3200, 5%) had an overall neutral sentiment associating work and mental health.

Subsequent to preprocessing and the elimination of the keywords, a digital inspection of this manually labeled data set revealed the 10 most frequent single words and their frequencies for each polarity, as shown in Tables 2, 3, and 4. These figures also show the words that are strongly connected with work or mental health at work either explicitly or implicitly. Certain words, such as time, like, life, day, get, need, and much, appeared with high frequencies in both positive and negative tweets, which is not surprising linguistically. Therefore, it is important to put these words in context, for which these words (Tables 2, 3, and 4) were put together with their previous or next words in Multimedia Appendices 2, 3, and 4.

Table 2. Top 10 frequent words from positive tweets with their corresponding frequencies.

<table>
<thead>
<tr>
<th>Words</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>93 (13.1)</td>
</tr>
<tr>
<td>Day</td>
<td>88 (12.5)</td>
</tr>
<tr>
<td>Get</td>
<td>81 (11.5)</td>
</tr>
<tr>
<td>Life</td>
<td>74 (10.5)</td>
</tr>
<tr>
<td>Good</td>
<td>68 (9.6)</td>
</tr>
<tr>
<td>Much</td>
<td>64 (9)</td>
</tr>
<tr>
<td>Take</td>
<td>63 (9)</td>
</tr>
<tr>
<td>Like</td>
<td>60 (8.5)</td>
</tr>
<tr>
<td>Year</td>
<td>58 (8.2)</td>
</tr>
<tr>
<td>Need</td>
<td>57 (5)</td>
</tr>
</tbody>
</table>
Table 3. Top 10 frequent words from negative tweets with their corresponding frequencies.

<table>
<thead>
<tr>
<th>Words</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>153 (13.6)</td>
</tr>
<tr>
<td>Like</td>
<td>139 (12.3)</td>
</tr>
<tr>
<td>Get</td>
<td>138 (12.1)</td>
</tr>
<tr>
<td>Life</td>
<td>136 (12)</td>
</tr>
<tr>
<td>Day</td>
<td>117 (10.3)</td>
</tr>
<tr>
<td>Much</td>
<td>105 (9.3)</td>
</tr>
<tr>
<td>People</td>
<td>88 (7.8)</td>
</tr>
<tr>
<td>Need</td>
<td>88 (7.8)</td>
</tr>
<tr>
<td>Week</td>
<td>85 (7.5)</td>
</tr>
<tr>
<td>One</td>
<td>83 (7.3)</td>
</tr>
</tbody>
</table>

Table 4. Top 10 frequent words from neutral tweets with their corresponding frequencies.

<table>
<thead>
<tr>
<th>Words</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health</td>
<td>10 (13)</td>
</tr>
<tr>
<td>People</td>
<td>9 (11.7)</td>
</tr>
<tr>
<td>Get</td>
<td>9 (11.7)</td>
</tr>
<tr>
<td>Employee</td>
<td>8 (10.4)</td>
</tr>
<tr>
<td>Good</td>
<td>8 (10.4)</td>
</tr>
<tr>
<td>Make</td>
<td>7 (9.1)</td>
</tr>
<tr>
<td>New</td>
<td>7 (9.1)</td>
</tr>
<tr>
<td>Life</td>
<td>7 (9.1)</td>
</tr>
<tr>
<td>Year</td>
<td>6 (7.8)</td>
</tr>
<tr>
<td>Need</td>
<td>6 (7.8)</td>
</tr>
</tbody>
</table>

For example, time was associated with work and mental health, appearing in both positive and negative tweets. Some of the other words conjugated with time in positive tweets were vacation, season, lucrative, family, financial, burning, spending, kid, life, care, and tough, whereas, in negative tweets, time was conjugated with words such as lost, missed, saynotostress (say no to stress), fun, bribed, part time, extra time, hell, and full time. From this digital inspection, it seems that people talk about the time that is related to their family, vacation, life, financial situation, or kid while positively associating work or mental health, and negative emotions were mostly linked to part time, full time, or extra time. Low income and insecurity about the source of income over time could be some of the underlying reasons for such negative sentiments.

Some other frequent words such as year in positive tweets and week and day in negative tweets also imply time. Some of the words conjugated with year were parent, people, two years hard, half, best, and passed. In negative tweets, some of the conjugated words were day long, long traffic, Friday, emotional, delay, project, migraine, packed, insane, blood, exhausted, working week, funeral, and unreasonable. Some slang words were also conjugated in the negative tweets. Analyzing the top words, their adjacent words in terms of meaning, and top words with the conjugated words, time was the most talked about topic concerning work and mental health in the labeled data.

The second most frequent word was like. Although it was comparatively less frequent in positive tweets, it was frequent in negative tweets. In positive tweets, some of the conjugated words were kindness, laughed like never, issue, loss, feeling, and death. In contrast, some of the conjugated words in negative tweets were feel, diagnosis, opportunity, nothing, terrible, isolated, and quite. The word feel was also prevalent in both categories; negative tweets linked feeling with words such as need, never, fantasy, and fresh. In positive tweets, it was related to words such as saw, anything, fit, and floating.

Get was the third most frequent word in both the positive and negative categories. However, in positive tweets, it was related to words such as relieved, deported, break paralegal, need mode, get done, blessed, get loved, and comfort touch, whereas, in negative tweets, it was related to words such as allowing share, get rid, tonight, bad, mean, grade bad, trying sleep, enjoy, money sad, and tension angry.

Life was another frequent word. In positive tweets, it was related to words such as balance, touch, goal, home, personal, music, and rest. These imply the issue of work-life balance. Some of the conjugated words in the negative tweets were personal,
Private, entire, loss, stressful, release, professionale, tough, know life lately, and normal life ham.

Positive tweets also contained words such as good, help, and love with high frequency, whereas negative tweets contained words such as feel, thing, make, and people.

Neutral tweets mostly contained words such as healthy, employee, good, make, need, sleep, and workplace, and the most common n-grams of them were belief healthy behaviour, walkout, difficult people, black people drug, red people, attraction get ticket, break paralegal, employee appreciate, minority, impacted, good, idea make workplace, binge, labour life, intelligence life balance, marriage, weekend, enforcement, and break.

The most frequent words and their n-grams were used to express opposite opinions; this study performed manual qualitative assessments of the labeled tweets. Among the labeled tweets, many claimed that their lifestyle was full of stress—from dawn to dusk, at home, and at work. This observation was in agreement with the n-gram analysis. Similar to the top word analysis, issues of burnout were noticeable during the manual assessment.

For some people, the holidays increase their stress because of the pressure of workload after the holidays—such rationale for this sentiment could not be perceived through the analytical tools.

Commuting from home to the office was found to be stressful for many tweeters, which is also in agreement with the n-gram analysis.

Tweeters often directly communicate their physiological and mental symptoms linked to work, such as back pain, headache, nervousness, anxiety, sleep deprivation, and loss of appetite, in words. Tweeters attempt to reduce work stress through smoking and substance use, which was evident in the n-gram–based analysis as well.

There were also many tweets only stating work stress using upper case, emphasizing intense stress. The qualitative inspection of this data set revealed work stress in the sporting world, education, and health professions as well as concerning elections, none of which was highlighted through n-gram–based analysis.

Work-home balance and marital and relationship issues were spotted in the labeled tweets, as highlighted by the n-gram analysis as well. High-risk jobs such as firefighting were linked to work stress and marital life. Remarks on work stress and less time spent with spouses, leading to an irritable state of mind, were also noticeable. Tweeters (ie, users of Twitter) also spoke about bad moods as a result of work stress in general. Tweeters expressed confusion regarding the cause and effect of work stress and exhaustion.

Tweeters spoke of suicide, not as direct thoughts or passive suicidal ideation but rather as suicidal incidents associated with stress within their social group. It was not clear whether the person in question belonged to their own work group or professional fraternity or was someone they knew whose suicide was linked to work.

The manual qualitative analysis also revealed some interesting coping mechanisms; for example, being inappropriate in tweet comments was mentioned as one of the coping strategies for work stress. Positive tweets on work-related mental health also mostly concentrated on coping strategies such as listening to music by certain trending artists, gaming, watching a situation comedy on television, traveling, spending time with friends, and social drinking. Tweeters also shared auto-suggestions such as letting go of work stress to prioritize life and a philosophy on impermanent life. The practice of mindfulness and relaxation was encouraged by the positive tweeters to relieve work stress.

Different studies and research findings contributed to most of the neutral tweets in the labeled data set. Owing to the careful selection of the keywords, ambiguity regarding the broader polarity of sentiments was restricted. However, some of the neutral-labeled tweets contained recommendations on how to deal with work stress as they could not be clearly categorized as positive.

Analyzing mood- and mental health–related issues is not a simple task as emotions are often mixed or ambivalent. It is possible to describe mixed emotions as the simultaneous experience of different combinations of opposing emotions, and positive and negative emotions can occur simultaneously, as is evident in this section as well.

Discussion

Challenges

In 2019 to 2020, the economic expense of lost working days was estimated to be £GBP 16 billion (US $19.3 billion) [1]. The official numbers suggest an expenditure of GBP 3.5 billion (US $4.2 billion) borne by the UK government (at the end of the day, the UK population) because of work-related injuries and ill health [1]. Ignoring such prevalence of work-related poor health adds more to the national disease burden, which may not be reflected as a direct cost occurring from the unhealthy and toxic working conditions. In 2018 to 2019, employers faced a loss of GBP 3.2 billion (US $3.9 billion) as workers were off sick for reasons attributable to work itself [1]. The pandemic and the socioeconomic consequences in the postpandemic period have created a more unsettling environment. An unhappy workforce hinders the overall growth and productivity of any organization [70,71]. However, most of the economic burden of work-related mental and physical ill health is borne by the worker and their friends and family, who also bear the emotional hardship of such adversity. Therefore, breaking the cycle of poor health outcomes is a point of interest at a national, organizational, and personal level.

Nowadays, mental health and well-being have become new buzzwords, which can be thought of as both positive and negative signs. Recognizing the problem is always the first step. More visibility and open discussions around mental health issues may open the door to reducing stigma and breaking the taboo on this subject. Self-awareness and strategic approaches from the employer may significantly reduce the mental health effects arising because of the workplace. Many commercial and nonprofit organizations have been trying to pave their way into
this market by delivering business-to-business support, such as Minddistrict [72], the Health Assured employee assistance program [73], and Nuffield Health [74].

AI-enabled, data-driven approaches have already shown promising results in predicting quitters in the workforce [75]. Zegami [76], launched at the University of Oxford, has been working on a tool to identify unhappy employees using a wide range of data such as age, salary, benefits, and work location [77].

The sentiment around the workplace may be expressed in words, body language, physiological parameters, acts and actions, or responses to others. However, it can be challenging to prove the root cause of the issue when the background narrative is also part of the problem—psychological, socioeconomic, cultural, and person-specific profiles may define how such sentiment is perceived and expressed. Moreover, one-third of work-related ill health is due to musculoskeletal disorders [1]. There is a consensus among clinicians and occupational health experts that musculoskeletal disorders are linked to mental health issues, the mechanism of which is yet to be unraveled [78,79]. Work-related ill health, linked to psychosomatic effects, cultivates a vicious cycle of habits, such as work-related anxiety and stress causing insomnia, which causes headache and increased intake of stimulants, which causes more sleepless nights, which causes stress, and the cycle continues.

Framework for Combining Existing Technologies

The complex and dynamic relationships (Figure 6) among work patterns, lifestyle, individualized work patterns, occupational hazards, health, and well-being are all intertwined with the workplace sentiments. Harnessing the power of AI and big data analytics, a descriptive model can be constructed to unravel the shared responsibility among stakeholders (eg, the individual, employer, and industry).

This study sketches a framework to understand the vulnerable zone of work-related sentiments to facilitate better work practice and health outcomes (Figure 7). In Figure 7, the global descriptors within the problem space can be broadly categorized into three domains as follows: (1) industry-specific elements arising from the nature of the occupation (eg, clinicians at night shifts); (2) organization-specific workplace culture (eg, social drinking culture); and (3) societal descriptors such as the Gross Happiness Index, political stability, crime rate, employment rate, living expenses, economy, social inclusion, diversity, and tolerance, the data for which can be aggregated from national and global databases. These global descriptors directly influence the local descriptors forming an unbreakable pattern; however, the impact can vary widely from person to person.

Developing an understanding of how individuals feel about such external variables may not be reflected in numbers (see the Introduction section) or explicitly expressed in words (see this section). Deeper insights into the factors responsible for work-related sentiments through the local descriptor need to be coproduced by engaging the workforce in the process. Cross-referencing the local descriptors of the descriptive model with real-time lifestyle tracking along with global descriptors of mental health disorders (data to be collected through electronic health records) can inform AI-enabled predictive models. Evidence-based prediction will empower stakeholders to make informed decisions, design appropriate preventive measures to reduce the prevalence of work-related ill health, and introduce effective interventions to keep the workforce healthy and happy.

Figure 6. Dynamic relationship between work life and health.
The Discourse Regarding Ultrasmart Sentiment Detection

The habit and necessity to share personal information on public platforms and the control over the outcome of sharing such information are 2 sides of the same coin in the era of datafication. The consequence of carefree users relinquishing rights to privacy increases the risk of invasion of privacy of users who are not even engaged with the process. The end users are often unaware of digital traps such as “Cookies” and “personalization” and the emerging and inconceivable powers of AI with invisible data links, resulting in an accidental discovery of an untold (fabricated) story and data breaches. Such an outcome often results from the negligence of the data controller and data processor. Examples are evident in the literature [80-82].

This study presents a hypothetical data map of how publicly available disintegrated data can reveal the “digital” mental health of an employee (Figure 8). An employer can analyze the time-stamped digital footprint to evaluate and predict the performance of employees; however, it is questionable without full consent on data collection and processing and without strong data governance and data ethics in place. Such profiling, as shown in Figure 8, can be constructed in a third-party organization or even via bots. Although the General Data Protection Regulation protects such personal data mining and processing up to a certain degree within the United Kingdom and European Union region, care should be taken to safeguard the vulnerable workforce, which is already experiencing poor mental health conditions. Although this study advocates for a more comprehensive approach using a wide range of technological tools to better perceive the occupational health concerns and improve the health and well-being of the workforce, care should be taken while using these emerging techniques to avoid the creation of a Pandora’s box of digital surveillance.

Research Limitations and Future Work

Twitter is one of the most popular microblogs for researchers, where millions of people express their feelings. Owing to its character limit, users are bound to write specific data, which helps in analyzing them. Moreover, Twitter provides application programming interfaces for researchers to fetch and analyze archived tweets in an enormous number [83]. However, not all working adults are on social media, not all tweeters are verbally expressive, and a single event of microblogging can be insufficient and inconclusive to perceive deeper emotions. Moreover, millions of users prefer other microblogging sites to express their emotions. Therefore, despite having many advantages for researchers, using Twitter alone as a data source is a limitation. Although this study considered public tweets, the research was subject to approval from one of the internal ethics committees. They provided approval on the grounds that tweets could not be directly quoted on the paper, and no tweeter would be tracked. Therefore, we could not include and analyze any personal data such as usernames and locations. A more detailed context for the inclusion of such data can be found elsewhere [84-86]. However, this study used an extensive data fetching process to avoid such limitations. Furthermore, considering the ethical limitations, a case study will require us to recruit participants, which needs to be carefully done as a constant awareness of being analyzed may hamper the spontaneity of the tweets. The inclusion of geographical analysis and longitudinal observation of the same tweeter in the future can provide richer insights and a better context of work-related sentiments to unveil a pattern, if it exists. However, data
governance in data processing should be prioritized, and constant caution should be exercised so that users’ privacy is not hampered. Although including a case study and geographical analysis is beyond the scope of this study, we are encouraged to do so in the future.

Conclusions
This paper presented a synopsis of the current state of work-related mental health, its ripple effect beyond working hours, and how it is being dealt with. The examination of >1 million tweets in the aforementioned sections shows distinct aspects of work-related sentiments that people are willing to share on social media. The key findings of this study are outlined in Textbox 6.

Analyzing thousands of tweets, this study exposed the aspects that the workforce is concerned about, which are in agreement with the LFS survey to some extent. However, the subject matter requires a more integrated approach. Moreover, irony, sarcasm, emojis, multipolarity, and word ambiguity are some of the challenging aspects of the NLP domain that require further enhancement. Therefore, we emphasize exploring how technology-driven solutions can support the unraveling of the dynamically intertwined relationship among work, mental and physical health, and lifestyle to protect our workforce and transform the workplace.

Textbox 6. Key findings of this study.

<table>
<thead>
<tr>
<th>Key findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>The type of words people use to express work-related sentiments were identified.</td>
</tr>
<tr>
<td>Colloquialism and eloquence were both observed in Twitter expressions regarding work, whether expressing grief or happiness.</td>
</tr>
<tr>
<td>An overlapping set of words in both positive and negative tweets signifies upbeat and, by contrast, undesirable feelings affecting the same entities (day, life, and time) in their lives.</td>
</tr>
<tr>
<td>Time variables (day, time, and week), life, and need were the predominant words in both positive and negative tweets—as is evident from the trigrams. The topic analysis provided a sense of contextual narrative across sentiments. For example, topic 5 indicates financial aspects, topic 0 indicates internet-based meetings and conferences, and topic 7 is about sports.</td>
</tr>
</tbody>
</table>
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Abstract

Background: Suicide is a leading cause of death in the United States, and suicidal ideation (SI) is a significant precursor and risk factor for suicide.

Objective: This study aimed to examine the impact of a telepsychiatric care platform on changes in SI over time and remission, as well as to investigate the relationship between various demographic and medical factors on SI and SI remission.

Methods: Participants included 8581 US-based adults (8366 in the treatment group and 215 in the control group) seeking treatment for depression, anxiety, or both. The treatment group included patients who had completed at least 12 weeks of treatment and had received a prescription for at least one psychiatric medication during the study period. Providers prescribed psychiatric medications for each patient during their first session and received regular data on participants. They also received decision support at treatment onset via the digital platform, which leveraged an empirically derived proprietary precision-prescribing algorithm to give providers real-time care guidelines. Participants in the control group consisted of individuals who completed the initial enrollment data and completed surveys at baseline and 12 weeks but did not receive care.

Results: Greater feelings of hopelessness, anhedonia, and feeling bad about oneself were most significantly correlated (r=0.24-0.37) with SI at baseline. Sleep issues and feeling tired or having low energy, although significant, had lower correlations with SI (r=0.13-0.14). In terms of demographic variables, advancing age and education were associated with less SI at baseline (r=−0.16) and 12 weeks (r=−0.10) but less improvement over time (r=−0.12 and −0.11, respectively). Although not different at baseline, the SI expression was evident in 34.4% (74/215) of the participants in the control group and 12.32% (1031/8366) of the participants in the treatment group at 12 weeks. Although the participants in the treatment group improved over time regardless of various demographic variables, participants in the control group with less education worsened over time, after controlling for age and depression severity. A model incorporating the treatment group, age, sex, and 8-item Patient Health Questionnaire scores was 77% accurate in its classification of complete remission. Those in the treatment group were 4.3 times more likely (odds ratio 4.31, 95% CI 2.88-6.44) to have complete SI remission than those in the control group. Female participants and those with advanced education beyond high school were approximately 1.4 times more likely (odds ratio 1.38, 95% CI 1.18-1.62) to remit than their counterparts.

Conclusions: The results highlight the efficacy of an antidepressant intervention in reducing SI, in this case administered via a telehealth platform and with decision support, as well as the importance of considering covariates, or subpopulations, when considering SI. Further research and refinement, ideally via randomized controlled trials, are needed.

(JMIR Form Res 2022;6(9):e37746) doi:10.2196/37746
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Introduction

Background

Suicide is a leading cause of death in the United States, claiming the lives of >47,000 people in 2019 [1]. Furthermore, the prevalence of suicidal ideation (SI) is high, with 12 million adults endorsing suicidal thoughts in 2019 [1].

Amid the current global COVID-19 pandemic, concerns arose about increases in SI and suicide, with a study suggesting a particularly heightened risk at the intersection of patient vulnerability, risk, resources, and mental health status [2]. Although suicide rates remained largely unchanged or declined in the early months of the pandemic compared with the expected levels based on the prepandemic period [3], rates among adolescents [4] and young adults have increased in the aftermath [5]. A recent survey revealed significantly elevated rates of SI in those aged 18 to 24 years, minority groups, unpaid caregivers, and essential workers [6]. Overall, these trends emphasize a critical need to better understand the predictive risks of suicide and effective mediation.

Although 90% of those who commit suicide have a psychiatric diagnosis [7], predicting who will attempt suicide is difficult. SI, defined as “thinking about, considering, or planning suicide” [8], is predictive of suicide attempts and completion [9,10]. In addition, SI is a better predictor of lifetime risk for suicide than imminent risk [11]. It is estimated that among those endorsing SI, there is a 29% conditional probability of making a suicide attempt [12]. In a large retrospective study, those with nearly daily SI were 5 to 8 times more likely to attempt suicide and 3 to 11 times more likely to die by suicide within 30 days [13]. The effects of treatment with common antidepressants on SI, change in SI over time, and remission, as well as to investigate the relationship between various demographic and medical factors on SI and SI remission.

In addition to the mental health conditions associated with an increased risk of suicide, certain physical health conditions such as chronic pain and chronic medical conditions have also been shown to be associated with increased SI and suicide attempts [27-31]. Approximately 20% of the individuals with chronic pain endorse SI [28], while 48% of the patients with fibromyalgia endorse SI [32]. Those with >1 chronic medical conditions have similarly elevated rates of SI, with 35% of those with ≥2 conditions endorsing lifetime SI [30]. After controlling for major depression and associated symptoms, as well as various demographic factors, the presence of a chronic medical condition was associated with a 1.3-times increase in the likelihood of SI [30].

Various demographic variables have been investigated as potential risk factors for SI and suicide. In general, factors such as sex (male), ethnicity (White, American Indian, or Alaska Native individuals), education level (high school or less), and economic factors (unemployment) are associated with higher rates of suicide [33-35]. Although women are more likely to have SI, men more often die by suicide [34]. Similarly, despite a low prevalence of SI in White men aged >75 years, they have one of the highest rates of fatality by suicide [11].

It has been relatively well established that suicide has a strong association with psychiatric disorders, especially major depressive disorder, and that pharmacological and nonpharmacological methods are often indicated for patients expressing SI as part of depressive symptomology. The course of treatment may commonly include prescribing antidepressants, such as selective serotonin reuptake inhibitors, serotonin-norepinephrine reuptake inhibitors, more modern antidepressants such as bupropion, older tricyclic antidepressants, and monoamine oxidase inhibitor antidepressants. Although antidepressants are a common treatment route, overall, there are conflicting findings regarding whether they reduce SI or suicide, or both [17,36-40]. The literature reveals a mixed and inconsistent understanding of their therapeutic effects with respect to SI and suicide. Furthermore, some studies have suggested that antidepressants may worsen suicidality in children and young adults [41,42], although this has been disputed [43,44].

Objective

Given the limited and inconsistent understanding of the effects of psychotropic treatment on SI, this study seeks to add to the literature by investigating the impact of psychiatric care, delivered via a telehealth platform, on SI. The objective of this study was, therefore, to examine the impact of this psychiatric care platform on SI, change in SI over time, and remission, as well as to investigate the relationship between various demographic and medical factors on SI and SI remission.

Methods

Participants

Participant data used in this study were obtained from a national mental health telehealth company (ie, Brightside) and consisted of 8581 US-based patients receiving psychiatric care for depression or anxiety, or both between October 2018 and April 2020.
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Methods
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2021 (treatment, n=8366; control, n=215). Participants were eligible if they (1) completed surveys at baseline and at 12 weeks; (2) denied any history of psychosis, schizophrenia, or bipolar I disorder; and (3) denied any history of chronic liver or kidney disease. Participants in the control group met the same criteria and signed up initially for Brightside but did not receive care. Brightside uses a free self-care product that sends emails requesting the completion of survey data over a period of 14 weeks even with no sign-up. The control group therefore consisted of individuals who completed the initial enrollment data and completed surveys at baseline and at 12 weeks. The treatment group included individuals who engaged in treatment with Brightside for at least 12 weeks. The demographic and clinical characteristics of the 2 groups are shown in Table 1. As evident in Table 1, the treatment group had significantly greater depression severity at baseline. The control group was more likely to have a high school education or less and was more likely to be unemployed. There were no significant differences on other baseline demographic or clinical characteristics, including initial SI and suicide attempts.

Table 1. Demographic and clinical characteristics of the sample by group.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Treatment (n=8366)</th>
<th>Control (n=215)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suicidal ideation&lt;sup&gt;a&lt;/sup&gt; (baseline), mean (SD)</td>
<td>0.77 (0.98)</td>
<td>0.80 (1.04)</td>
<td>.63</td>
</tr>
<tr>
<td>Patient Health Questionnaire-8 score, mean (SD)</td>
<td>16.92 (4.38)</td>
<td>16.15 (5.06)</td>
<td>.01</td>
</tr>
<tr>
<td>Generalized Anxiety Disorder-7 score, mean (SD)</td>
<td>14.81 (4.52)</td>
<td>14.69 (4.82)</td>
<td>.69</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>32.02 (8.70)</td>
<td>31.97 (10.42)</td>
<td>.94</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>5928 (70.86)</td>
<td>122 (74.39)</td>
<td>.34</td>
</tr>
<tr>
<td><strong>Racial minority&lt;sup&gt;b&lt;/sup&gt;, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not White</td>
<td>1727 (20.64)</td>
<td>38 (25.33)</td>
<td>.16</td>
</tr>
<tr>
<td>White</td>
<td>6639 (79.36)</td>
<td>112 (74.67)</td>
<td>.16</td>
</tr>
<tr>
<td>Black or African American</td>
<td>296 (3.54)</td>
<td>9 (6)</td>
<td>.16</td>
</tr>
<tr>
<td>Asian</td>
<td>286 (3.42)</td>
<td>4 (2.67)</td>
<td>.16</td>
</tr>
<tr>
<td>Hispanic</td>
<td>671 (8.02)</td>
<td>16 (10.67)</td>
<td>.16</td>
</tr>
<tr>
<td>Other</td>
<td>474 (5.67)</td>
<td>9 (6)</td>
<td>.16</td>
</tr>
<tr>
<td>Education (beyond high school), n (%)</td>
<td>5727 (68)</td>
<td>78 (52)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>5738 (68.59)</td>
<td>135 (63.08)</td>
<td>.02</td>
</tr>
<tr>
<td>Part-time</td>
<td>975 (11.65)</td>
<td>19 (8.89)</td>
<td>.02</td>
</tr>
<tr>
<td>Unemployed by choice</td>
<td>808 (9.66)</td>
<td>28 (13.08)</td>
<td>.02</td>
</tr>
<tr>
<td>Unemployed</td>
<td>845 (10.10)</td>
<td>32 (14.95)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Chronic medical conditions, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>6261 (75.82)</td>
<td>110 (73.83)</td>
<td>.68</td>
</tr>
<tr>
<td>1</td>
<td>1738 (21.05)</td>
<td>32 (21.48)</td>
<td>.68</td>
</tr>
<tr>
<td>2</td>
<td>235 (2.85)</td>
<td>6 (4.03)</td>
<td>.68</td>
</tr>
<tr>
<td>3</td>
<td>24 (0.01)</td>
<td>1 (0.01)</td>
<td>.68</td>
</tr>
<tr>
<td>Presence of chronic pain&lt;sup&gt;c&lt;/sup&gt;, n (%)</td>
<td>851 (10.30)</td>
<td>28 (13.08)</td>
<td>.19</td>
</tr>
<tr>
<td>Panic attacks, n (%)</td>
<td>5712 (69.16)</td>
<td>147 (69.01)</td>
<td>.96</td>
</tr>
<tr>
<td>History of illicit drug use, n (%)</td>
<td>650 (7.87)</td>
<td>15 (7.04)</td>
<td>.80</td>
</tr>
<tr>
<td>History of suicide attempts, n (%)</td>
<td>195 (2.36)</td>
<td>8 (3.72)</td>
<td>.18</td>
</tr>
</tbody>
</table>

<sup>a</sup>Suicidal ideation was measured using item 9 of the Patient Health Questionnaire-9.

<sup>b</sup>Chronic pain status was missing in 1.28% (107/8366) of the patients in the treatment group.

<sup>c</sup>Participants (65/215, 30.2%) of the control group had missing data on racial minorities, gender, and education.

**Procedure**

During a patient’s first session, a licensed professional prescribed psychiatric medications for the patient in the treatment group. Enrolled Brightside patients completed an initial digital intake that included clinically validated measures of depression and anxiety, as well as questions about clinical presentation, medical history, and demographics. Brightside’s proprietary precision-prescribing platform analyzes these data.
points using an empirically derived algorithm to provide real-time care guidelines and clinical decision support to providers via the digital platform. Brightside platform provides this decision support via a computerized symptom cluster analysis at treatment intake. On the basis of the analysis of presenting symptom clusters, as well as decision support based on the empirical literature, treatment recommendations are provided [45]. The algorithm uses a symptom cluster approach that places patients into a clinical subtype based on reported symptoms and prior medical trial results, along with comorbid medical conditions. Treatment recommendations were made according to the clinical subtype and weighted according to importance and severity and symptoms. Over the course of treatment, patients communicated with mental health providers both asynchronously via messaging and synchronously via video or telehealth sessions. The providers were psychiatrists, psychiatric nurse practitioners, or primary care physicians. These providers had an average of 12.8 contacts with patients in the first 12 weeks of treatment, which included check-in and case reviews, messaging, and video visits. Approximately half of the patients at Brightside were enrolled in a psychotherapy program. Brightside took a measurement-based approach to track long-term outcomes by prompting patients to complete periodic assessments during treatment. As such, providers were alerted in real time when patients reported improvement, failed to improve, worsened in their condition, or experienced high-risk symptoms such as SI. Most commonly prescribed regimens were monotherapy with escitalopram (1390/8366, 16.62%), bupropion (903/8366, 10.79%), sertraline (854/8366, 10.21%), or fluoxetine (502/8366, 6%), but many patients were started on some combination of different classes, with 425 different unique beginning treatment regimens and different doses. Follow-up surveys were collected at week 12 or any time before week 16.

Measures

The Patient Health Questionnaire (PHQ-9) is a 9-item self-report measure used to assess the severity of depressive symptoms present within the prior 2 weeks, as outlined by the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition criteria. The PHQ-9 is a tool that is easy to use, but its validity remains widely confirmed [46]. Respondents rate items on a 4-point Likert scale (0-3), and total scores range from 0 to 27, with >9 indicating mild to low symptoms and >10 indicating moderate to severe symptoms [47]. The PHQ-9 shows strong validity, demonstrating 88% sensitivity and 88% specificity for major depressive disorder [47]. There is also evidence that the PHQ-9 can be used as a measure of antidepressant response [48]. In this study, patient responses to item 9 of the PHQ-9, “How often have you been bothered by thoughts that you would be better off dead or of hurting yourself in some way?” were used as a measure of SI severity [9,49]. Item 9 of the PHQ-9 has been shown to predict suicide attempts and suicide-related deaths in an outpatient medical population [13]. For some analyses, a PHQ-8 score was calculated to avoid criterion contamination, which included the first 8 items and excluded the SI item.

The Generalized Anxiety Disorder-7 (GAD-7) scale is a 7-item self-report instrument used to assess the severity of anxiety symptoms present within the prior 2 weeks as outlined by Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition criteria. Respondents rate items on a 4-point Likert scale (0-3), and total scores range from 1 to 21, with indications of 1 to 4 for minimal, 5 to 9 for mild, 10 to 14 for moderate, and 15 to 21 for severe symptoms [50]. The GAD-7 has shown strong reliability and validity, demonstrating 89% sensitivity and 82% specificity for GAD [51].

Basic demographic variables such as age, education, sex, and employment status were collected at baseline. In addition, individuals were asked if they had the following chronic health conditions: asthma, cancer, Crohn disease, irritable bowel syndrome, heart condition, obesity, or diabetes. A simple count variable was created with the number of chronic medical conditions endorsed. In addition, endorsement of either chronic pain or fibromyalgia was considered a variable representing chronic pain. Respondents were asked whether they used illicit substances and whether they currently experienced panic attacks. Finally, the patients were asked if they had ever attempted suicide in the past. Some participants (65/215, 30.2%) in the control group were missing the information about race, ethnicity, sex, and education level, whereas 1.28% (107/8366) of the participants in the treatment group were missing chronic pain status.

Data Analyses

Data analyses were performed using SPSS (version 28; IBM Corp) to assemble the patient data sample, apply inclusion and exclusion criteria, and establish baseline versus follow-up survey outcomes. Brightside maintains deidentified databases for analytics that facilitate granular insights into clinical decisions, interactions, and outcomes. Assumptions for conducting regression models were assessed using visual inspection of distributions, a scatter plot of the residuals, and variance inflation factor values, as well as by examining potential multicollinearity among predictors. For the logistic regression models, the Box-Tidwell test was used to test whether the logit transform was a linear function of the predictor. In univariate general linear modeling of baseline SI severity, checking the assumptions revealed heteroscedasticity. As such, models were run using Box-Cox transformations [52]. The omnibus statistics were presented using these transformations. In all cases, the pattern and results were the same; as such, the means presented used nontransformed values for ease of interpretation.

First, we examined zero-order correlations between item 9, the SI item, on the PHQ-9 and change over time, as well as with various demographic, clinical, and medical variables. We also examined the correlations between item 9 and the other PHQ items. Pearson or point biserial correlation coefficients were calculated based on the variables included. Univariate general linear modeling was used to explore the independent effects of demographic and clinical variables on the baseline SI severity.

We then examined the relative rates of SI at baseline and 12 weeks, as well as the percentage change over time. Chi-square analyses compared relative proportions between groups. An analysis of covariance examined the treatment effect by group, on changes in SI over time, controlling for baseline age and PHQ-8 scores. Bonferroni corrections were used in all follow-up
2-tailed t tests. Mixed model analyses, controlling for age and PHQ-8 scores, were used to investigate the differences in SI over time by treatment group, education level, and employment status. These variables were chosen because they significantly differed between groups at baseline.

Next, using only those who endorsed SI at baseline (a score of ≥1), we calculated the proportion of people who remitted at 12 weeks (ie, they no longer endorsed any SI) and then examined potential predictors of remission. Chi-square analyses compared relative proportions among groups. Using the control group as the reference group, logistic regression with 95% CIs was used to examine bivariate relationships between SI remission and all previously described demographic, clinical, and medical variables. We then implemented a forward stepwise regression procedure to identify the independent predictors of remission during the study period, considering all the variables that were significant in the bivariate models.

Ethics Approval
The WCG Institutional Review Board, Ethics Committee Panel 1, approved the retrospective research analysis of clinical data obtained by Brightside as part of routine clinical care (#1308524). The data were drawn from a deidentified clinical database.

Results

Predictors of SI Severity at Baseline
Correlations between the SI item on the PHQ-9 and all other items were examined (Table 2). Greater feelings of hopelessness, anhedonia, and feeling bad about oneself were most significantly correlated (r=0.24-0.37) with SI at baseline. Sleep issues and feeling tired or having low energy, although significant, had lower correlations with SI (r=0.13-0.14). In terms of demographic variables, advancing age and education were associated with less SI at baseline (r=−0.16 and 12 weeks (r=−0.10), but less improvement over time (r=−0.12 and −0.11, respectively). Although correlations between minority status (r=0.07) and employment status (r=0.05) and SI were significant, their magnitudes were small. Both the PHQ-8 and, to a lesser extent, the GAD-7 were significantly associated with SI (much more so at baseline, r=0.38 and 0.17, respectively) and with change over time (r=0.31 and 0.14, respectively). The number of chronic medical conditions was not significantly associated with SI or change over time. Endorsing either chronic pain or fibromyalgia was significantly associated with SI at baseline and week 12 but did not change over time, although the correlations were quite small (r=0.03-0.04). Having recent panic attacks and histories of illicit drug use or suicide attempt were significantly associated with SI at both time points, as well as change over time, although only correlations with baseline SI were of any magnitude (r=0.08-0.10).

A univariate general linear modeling was used to explore the independent effects of these demographic and clinical variables on baseline SI severity (Table 3). As GAD was highly correlated with PHQ-8 (r=0.35; P<.001), it was not included in the model. Similarly, having a comorbid panic disorder was correlated with sex (r=0.11; P<.001) and age (r=0.16; P<.001), so it was also excluded. The overall model was significant (F_{12,7733}=132.11; P<.001) and accounted for 17% of the variance in the baseline SI. As shown in Table 3, the baseline PHQ-8 score was the most prominent predictor, controlling for all other variables, and accounted for 12% of the variance in baseline SI. Other predictors, while statistically significant, did not account for much of the variance; both age and education accounted for 2% of the variance.
### Table 2. Zero-order correlations between suicidal ideation (SI) and demographic, medical, and clinical variables (N=8581).

<table>
<thead>
<tr>
<th>Demographic data</th>
<th>SI at baseline</th>
<th>SI at 12 weeks</th>
<th>Change in SI&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>-0.16&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.10&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.12&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Sex (female)</td>
<td>-0.00</td>
<td>-0.03&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.01</td>
</tr>
<tr>
<td>Racial minority</td>
<td>0.07&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.03&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.04&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Education (beyond high school)</td>
<td>-0.16&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.10&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.11&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Employment (less than full-time)</td>
<td>0.05&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.05&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.03&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PHQ&lt;sup&gt;d&lt;/sup&gt; items</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Anhedonia</td>
<td>0.24&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.12&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.18&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Feeling down, depressed, or hopeless</td>
<td>0.37&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.15&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.30&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Sleep issues</td>
<td>0.13&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.07&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.10&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Tired or low energy</td>
<td>0.14&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.06&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.11&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Appetite issues</td>
<td>0.18&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.09&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.14&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Feeling bad about self</td>
<td>0.36&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.14&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.30&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Trouble concentrating</td>
<td>0.18&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.08&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.15&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Psychomotor retardation or restless</td>
<td>0.23&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.09&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.19&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Baseline clinical factors</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PHQ-8</td>
<td>0.38&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.14&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.31&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Generalized Anxiety Disorder-7</td>
<td>0.17&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.06&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.14&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Medical factors</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of chronic medical conditions</td>
<td>0.01</td>
<td>0.02</td>
<td>-0.01</td>
</tr>
<tr>
<td>Chronic pain or fibromyalgia</td>
<td>0.03&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.04&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.01</td>
</tr>
<tr>
<td>Panic attacks</td>
<td>0.08&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.06&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.07&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>History of illicit drug use</td>
<td>0.08&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.04&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.05&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>History of suicide attempts</td>
<td>0.10&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.04&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.04&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Changes in SI represent changes from baseline to 12 weeks, with higher numbers representing decreased symptom severity over time on the PHQ-9 SI item.

<sup>b</sup>P<0.01.

<sup>c</sup>P<0.05.

<sup>d</sup>PHQ: Patient Health Questionnaire. PHQ-9 items are not the exact wording of the item. SI was assessed by responses to item 9 of the PHQ-9.
Table 3. Independent effects of demographic and clinical characteristics on baseline suicidal ideation (N=8581)\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Sum squares</th>
<th>$F (df)$</th>
<th>$P$ value</th>
<th>$\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>38.06</td>
<td>107.54 (1,7733)</td>
<td>&lt;.001</td>
<td>0.02</td>
</tr>
<tr>
<td>Sex</td>
<td>0.21</td>
<td>0.60 (1,7733)</td>
<td>.44</td>
<td>0.00</td>
</tr>
<tr>
<td>Racial minority</td>
<td>2.44</td>
<td>6.90 (1,7733)</td>
<td>.01</td>
<td>0.00</td>
</tr>
<tr>
<td>Education</td>
<td>18.14</td>
<td>51.24 (1,7733)</td>
<td>&lt;.001</td>
<td>0.02</td>
</tr>
<tr>
<td>Employment</td>
<td>0.56</td>
<td>1.51 (1,7733)</td>
<td>.22</td>
<td>0.00</td>
</tr>
<tr>
<td>Baseline PHQ-8\textsuperscript{b}</td>
<td>373.39</td>
<td>1054.98 (1,7733)</td>
<td>&lt;.001</td>
<td>0.12</td>
</tr>
<tr>
<td>Chronic pain</td>
<td>0.59</td>
<td>1.68 (1,7733)</td>
<td>.20</td>
<td>0.00</td>
</tr>
<tr>
<td>Number of medical conditions</td>
<td>1.06</td>
<td>1.00 (1,7733)</td>
<td>.39</td>
<td>0.00</td>
</tr>
<tr>
<td>Illicit drug use</td>
<td>8.12</td>
<td>22.94 (1,7733)</td>
<td>&lt;.001</td>
<td>0.00</td>
</tr>
<tr>
<td>Suicide attempt</td>
<td>5.60</td>
<td>15.82 (1,7733)</td>
<td>&lt;.001</td>
<td>0.00</td>
</tr>
</tbody>
</table>

\textsuperscript{a}The dependent measure, baseline SI score, was transformed using the Box-Cox correction.

\textsuperscript{b}PHQ-8: Patient Health Questionnaire-8.

Treatment Effects on SI Severity

At baseline, 46.5% (100/215) of the participants in the control group and 47.12% (3942/8366) of the participants in the treatment group expressed SI ($\chi^2_1=0.0; P=.89$). At 12 weeks, 34.4% (74/215) of the participants in the control group and 12.32% (1031/8366) of the participants in the treatment group expressed SI ($\chi^2_1=91.2; P<.001$). Similarly, the percent change in SI scores was greater in the treatment group ($F_{1,8460}=43.60; P<.001$; mean 37.54%, SD 52.55%) than that in the control group (mean 13.84%, SD 66.05%); 41.73% (3491/8366) of the participants in the treatment group had lessening of SI over time, compared with 27% (58/215) of the participants in the control group. Among the control group, 13.5% (29/215) of the participants expressed more severe SI at 12 weeks than at baseline, whereas only 2.53% (212/8366) of the participants in the treatment group did ($\chi^2_1=106.6; P<.001$).

In terms of emergence of SI in those who did not initially endorse it (n=4539), the control group had 15.6% (18/115) emergence, whereas the treatment group had only 2.98% (132/4424; $\chi^2_1=56.2; P<.001$). Analysis of covariance, controlling for age and PHQ-8 scores, demonstrated a significant effect for the treatment group ($F_{1,7809}=145.46; P<.001$) over time. Figure 1 illustrates the change in SI over time by group, with the treatment group clearly showing significantly greater improvement (ie, reduction of SI) over time.

Figure 1. Average suicidal ideation scores over time by group.
Mixed model analyses, controlling for age and PHQ-8, investigating differences in SI over time by treatment group, education level, and employment status revealed significant effects for the treatment group \( (F_{1,7740}=46.85; P<.001) \), education level \( (F_{1,7740}=19.97; P<.001) \), and employment status \( (F_{1,7740}=6.96; P=.01) \). There were significant 2-way interactions, but these were further refined by a 3-way interaction among time, group, and education level \( (F_{1,7740}=24.92; P<.001) \). Figure 2 shows that in the treatment group, those with both higher and lower levels of education reported less SI over time, but in the control group, education level interacted with time such that those with a high school education or less reported more SI over time (ie, got worse), whereas those with an above high school education level did not (and remained the same over time).

**Figure 2.** Interaction among group, time, and education level. Covariates appearing in the model were evaluated at age=32.03 years and PHQ-8 score=16.87. Error bars represent 95% CIs.

### Remission of SI

Among those who endorsed SI at baseline but then endorsed none at 12 weeks, 76.37% (3087/4042) of the total sample manifested this complete remission. Complete remission was observed in 77.19% (3043/3942) of the treatment group and 44% (44/100) of the control group \( (\chi^2=59.5; P<.001) \).

On the basis of bivariate relationships, the following factors were significantly associated with SI remission: being in the treatment group, older age, being female, being White (as opposed to a racial minority), obtaining education beyond high school, and lower depression severity (as measured by PHQ-8 scores) at baseline (Table 4). Those in the treatment group were 4.3 times more likely to have SI remission than those in the control group (odds ratio [OR] 4.31, 95% CI 2.88-6.44). Women were approximately 1.4 times more likely to remit than men (OR 1.38, 95% CI 1.18-1.62). The variables that were significant in the bivariate models were entered into a binary logistic regression predicting remission using forward stepwise progression to determine the best predictors of remission, collectively. This model was 77% accurate in its classification. Table 5 shows that the treatment group, age, sex, and PHQ-8 scores were retained in the final model.
Table 4. Factors predicting suicidal ideation (SI) remission.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>No SI remission (n=955)</th>
<th>SI remission (n=3087)</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment, n (%)</td>
<td>4.31 (2.88-6.44)(^a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment group (n=3942)</td>
<td>899 (22.81)</td>
<td>3043 (77.19)</td>
<td></td>
</tr>
<tr>
<td>Control group (Ref(^b)) (n=100)</td>
<td>56 (56)</td>
<td>44 (44)</td>
<td></td>
</tr>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>29.43 (8.20)</td>
<td>30.81 (8.28)</td>
<td>1.02 (1.01-1.03)(^a)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td>1.38 (1.18-1.62)(^a)</td>
</tr>
<tr>
<td>Female (n=2875)</td>
<td>626 (21.77)</td>
<td>2249 (78.23)</td>
<td></td>
</tr>
<tr>
<td>Male (n=1144)</td>
<td>318 (27.79)</td>
<td>826 (72.2)</td>
<td></td>
</tr>
<tr>
<td>Minority status, n (%)</td>
<td></td>
<td></td>
<td>0.79 (0.67-0.94)(^a)</td>
</tr>
<tr>
<td>Minority (n=934)</td>
<td>250 (26.77)</td>
<td>684 (73.23)</td>
<td></td>
</tr>
<tr>
<td>White (Ref) (n=3079)</td>
<td>690 (22.41)</td>
<td>2389 (77.59)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td>1.37 (1.18-1.59)(^a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beyond high school (n=2466)</td>
<td>523 (21.21)</td>
<td>1943 (78.79)</td>
<td></td>
</tr>
<tr>
<td>High school or less (Ref) (n=1547)</td>
<td>417 (26.96)</td>
<td>1130 (73.04)</td>
<td></td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td>0.95 (0.76-1.19)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed (n=466)</td>
<td>114 (24.46)</td>
<td>352 (75.54)</td>
<td></td>
</tr>
<tr>
<td>Employed (Ref) (n=3575)</td>
<td>840 (23.5)</td>
<td>2735 (76.5)</td>
<td></td>
</tr>
<tr>
<td>Clinical, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-8(^c)</td>
<td>21.01 (3.98)</td>
<td>19.81 (4.10)</td>
<td>0.94 (0.92-0.96)(^a)</td>
</tr>
<tr>
<td>GAD-7(^d)</td>
<td>15.57 (4.42)</td>
<td>15.28 (4.46)</td>
<td>0.99 (0.97-1.00)</td>
</tr>
<tr>
<td>Medical condition, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronic pain or fibromyalgia</td>
<td>0.81 (0.65-1.02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronic pain (n=456)</td>
<td>121 (26.97)</td>
<td>333 (73.03)</td>
<td></td>
</tr>
<tr>
<td>No chronic pain (Ref) (n=3537)</td>
<td>818 (23.13)</td>
<td>2719 (76.87)</td>
<td></td>
</tr>
<tr>
<td>Number of chronic medical issues</td>
<td>0.91 (0.79-1.05)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 (Ref) (n=2993)</td>
<td>695 (23.22)</td>
<td>2298 (76.78)</td>
<td></td>
</tr>
<tr>
<td>1 (n=853)</td>
<td>193 (22.63)</td>
<td>660 (77.37)</td>
<td></td>
</tr>
<tr>
<td>2 (n=106)</td>
<td>34 (32.08)</td>
<td>72 (67.92)</td>
<td></td>
</tr>
<tr>
<td>3 (n=12)</td>
<td>5 (41.67)</td>
<td>7 (58.33)</td>
<td></td>
</tr>
<tr>
<td>Panic attacks</td>
<td>0.79 (0.67-0.94)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (n=2939)</td>
<td>724 (24.63)</td>
<td>2215 (75.37)</td>
<td></td>
</tr>
<tr>
<td>No (Ref) (n=1053)</td>
<td>217 (20.61)</td>
<td>836 (79.39)</td>
<td></td>
</tr>
<tr>
<td>Illicit drug use</td>
<td>0.86 (0.68-1.08)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (n=405)</td>
<td>106 (26.17)</td>
<td>299 (73.83)</td>
<td></td>
</tr>
<tr>
<td>No (Ref) (n=3587)</td>
<td>835 (23.28)</td>
<td>2752 (76.72)</td>
<td></td>
</tr>
<tr>
<td>Suicide attempts</td>
<td>0.85 (0.57-1.27)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (n=128)</td>
<td>34 (26.56)</td>
<td>94 (73.44)</td>
<td></td>
</tr>
<tr>
<td>No (Ref) (n=3867)</td>
<td>908 (23.48)</td>
<td>2959 (76.52)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Values indicate that the predictor significantly predicts SI remission at the 95% CI.

\(^b\)Ref. represents the reference group.

\(^c\)PHQ-8: Patient Health Questionnaire-8.
The objective of this study was to examine the impact of psychiatric care on SI, change in SI over time, and remission, as well as to investigate the relationship between various demographic and medical factors on SI and SI remission.

**SI Severity**

Greater feelings of hopelessness, anhedonia, and feeling bad about oneself were most significantly correlated with SI at baseline. Sleep issues and feeling tired or having low energy, although significant, had lower correlations with SI. These patterns of associations between the SI item and other items of the PHQ-9 mirror those found in other studies with primary care patients who had depression or chronic pain and had completed the PHQ-9 [53], with the exception of anhedonia, which tended to have lower associations with SI in primary care patients [53]. Hopelessness has consistently been found to be a predictor of SI [54,55], although associations with actual suicide or attempts are mixed [56-58].

Associations between greater SI severity and younger age are consistent with national survey data finding that younger adults more frequently endorse SI than older adults [59]. As might be expected, educational levels beyond high school were associated with lower SI. The findings that advanced education and age were associated with less positive change in SI are difficult to reconcile though this may be because of range restriction (ie, there is less room to “improve”). In the Sequenced Treatment Alternatives to Relieve Depression (STAR*D) data, greater educational level and older age predicted improvement or lowering of SI [16].

Not surprisingly, both the PHQ-8 and, to a lesser extent, the GAD-7 were significantly associated with SI (much more so at baseline) and with change over time. The baseline PHQ-8 score was the most prominent independent predictor of SI, accounting for 12% of the variance. This reflects a consistent finding in the literature that depression severity is highly associated with SI [60] and with suicide-related outcomes [61] and illustrates the importance of antidepressant treatment.

The number of chronic medical conditions was not significantly associated with SI or change over time. Endorsing either chronic pain or fibromyalgia was significantly associated with SI at baseline and week 12 but did not change over time, although the overall correlations were quite small. This is counter to prior research [62,63] and may reflect the limited range (the maximum number of endorsed medical conditions was 3) or failure to consider the severity or burden of the medical conditions. Having recent panic attacks and histories of illicit drug use or suicide attempt were significantly associated with SI at both time points, as well as change over time, although only correlations with baseline SI were of any magnitude (r=0.08-0.10). Again, these findings are in line with prior research [22,64-66], although it is important to note that approximately 11% of those who attempt suicide deny ever having experienced any SI [66]. Therefore, SI is insufficient to explain all suicide attempts and completions.

**Treatment Effects**

Although the groups were similar at baseline in terms of the presence of SI (47%) at baseline, after 12 weeks of treatment, only 12.32% (1031/8366) of the participants in the treatment group expressed any SI, compared with 34% (74/215) of the participants in the control group. These numbers are similar to a much smaller study investigating psychotherapy for depression [67], although that study’s participants had fewer people (30%) with SI at baseline than this study and less severe depression. In this study, 41.73% (3491/8366) of the participants in the treatment group showed improvement in SI severity over time, compared with 27% (58/215) of the participants in the control group. The baseline rate of SI and the percentage of people who were improved at the last visit were very similar to those in the STAR*D trial [68], which was conducted in person, as compared with this study conducted virtually. In terms of the emergence of new SI in those not initially endorsing it, 15.6% (18/115) of the participants in the control group showed improvement in SI severity over time, compared with only 2.98% (132/4424) of the participants in the treatment group. These proportions are similar to the 1.3% emergence seen in the STAR*D trial at 12 weeks [67,68], although the STAR*D trial was treated in a more homogenous fashion in person. Further research is needed to replicate these promising treatment effects with virtual treatment and clinical decision support tools for more tailored precision prescribing.

Although the treatment group improved over time regardless of various demographic variables, in the control group, after controlling for age and depression severity, those with less education worsened over time. Greater education levels are expected, educational levels beyond high school were associated with lower SI. The findings that advanced education and age were associated with less positive change in SI are difficult to reconcile though this may be because of range restriction (ie, there is less room to “improve”). In the Sequenced Treatment Alternatives to Relieve Depression (STAR*D) data, greater educational level and older age predicted improvement or lowering of SI [16].

---

**Discussion**

**Table 5. Multivariate model predicting suicidal ideation remission.**

<table>
<thead>
<tr>
<th>Factor</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment group</td>
<td>5.10 (3.03-8.43)</td>
</tr>
<tr>
<td>Age</td>
<td>1.02 (1.01-1.03)</td>
</tr>
<tr>
<td>Sex</td>
<td>1.49 (1.26-1.77)</td>
</tr>
<tr>
<td>PHQ-8b</td>
<td>0.94 (0.92-0.96)</td>
</tr>
</tbody>
</table>

---

a) All odds ratios are P<.001; Nagelkerke R²=0.04.
b) PHQ-8: Patient Health Questionnaire-8.
with the treatment group in this study, may be indicated for those at risk because of lower education.

Remission
Those in the treatment group were 4.3 times more likely to remit than those in the control group (OR 4.31, 95% CI 2.88-6.44). Zisook et al [40] found similar rates of remission in those receiving 12 weeks of escitalopram plus placebo, bupropion sustained release plus escitalopram or venlafaxine extended release plus mirtazapine. Collectively, these findings suggest strong evidence that antidepressant medications have a positive impact on SI. Whether selective serotonin reuptake inhibitors and other new-generation antidepressants alter the risk of suicide in adults is certainly controversial [38,39,72,73], with the most recent review suggesting that they are associated with a higher risk of suicide [17]. These authors contend that publication bias and conflicts of interest likely contribute to systematic underestimation of risk. Although this study involved SI and did not evaluate suicide attempts or completion to the extent that SI is predictive of suicide attempts and actual suicide [9,10], these data are more optimistic.

Treatment was clearly the biggest predictor of SI remission. Other factors found to be significantly associated with SI remission were older age, being female, being White, obtaining education beyond high school, and having lower depression severity at baseline. Women and those with advanced education beyond high school were about 1.4 times (OR 1.38, 95% CI 1.18-1.62) more likely to remit than men and those without advanced education (OR 1.37, 95% CI 1.18-1.59). In the STAR*D trial, remission of depressive symptoms was more likely in those who were White, female, employed, or had higher levels of education or income [74]. Although not specifically focused on SI, these factors are similar to those found in this study.

Limitations
The primary limitation of this study is that there was no random assignment to treatment, and alternative explanations for any observed treatment effects are possible. Although comparison to a control group that completed assessments on the same schedule as the treatment group, and which was largely equivalent to the treatment group at baseline, reduced the likelihood that any effects were because of engagement on line or other Hawthorne effects, the control group did not engage with providers. As the participants were not randomized, there is potential for confounding. For example, participants in the control group were more likely to be unemployed and have no education beyond high school. As it is unclear why the control group participants did not pursue treatment, one possibility is that they had less scheduling flexibility or less ability to take time off to attend treatment.

Another limitation is the inability to directly compare different medications, as this was a clinical sample with >400 different combinations of medications. Although this prevents generalizability to specific medication groups, it does speak to the ability of antidepressant treatment, as rendered in this novel virtual treatment regimen, to positively affect SI. An additional limitation, however, is that patients may have had other treatments such as psychotherapy that were not assessed. In addition, a specific measure of SI, such as the Beck Scale for Suicide Ideation or the Scale for Suicide Ideation [75], would have improved the study rather than a single item from a global measure of depression. Further research will be required to study the impact of this prescription model on suicide attempt.

Treatment Implications and Conclusions
Depression severity is the primary driver of SI, relative to demographic and other clinical or medical factors. Certainly, many clinicians may be reluctant to prescribe antidepressants in those with SI because of the perceived risk of working with patients who are suicidal. These results address, at least to some degree, these concerns. The results of this study, as well as those of others, are consistent with the efficacy of psychiatric care administered via a telehealth platform with decision support. In antidepressant trials, depression severity mediates the effect of antidepressant medication on suicide risk [76,77], so treating the depressive symptoms is paramount. In this study and others, antidepressant medication positively affected SI severity in the vast majority of people. Finally, additional efforts should be made to treat those with lower levels of education, as they are more likely to have increasing SI over time without such treatment. These findings highlight the importance of considering covariates, or subpopulations, when considering SI [78].

Finally, these results align with a growing body of literature demonstrating the effectiveness of using a telehealth platform for providing mental health services [79-82]. Clinical decision support tools have demonstrated efficacy in depression outcomes in primary care and general practices [83-85]. The strengths of this study include its size, use of a control group, and the novel use of a telehealth platform. Further research and refinement, ideally via randomized controlled trials, are needed.
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Abstract

Background: Community-engaged research (CEnR) is a research approach in which scholars partner with community organizations or individuals with whom they share an interest in the study topic, typically with the goal of supporting that community’s well-being. CEnR is well-established in numerous disciplines including the clinical and social sciences. However, universities experience challenges reporting comprehensive CEnR metrics, limiting the development of appropriate CEnR infrastructure and the advancement of relationships with communities, funders, and stakeholders.

Objective: We propose a novel approach to identifying and categorizing community-engaged studies by applying attention-based deep learning models to human participants protocols that have been submitted to the university’s institutional review board (IRB).

Methods: We manually classified a sample of 280 protocols submitted to the IRB using a 3- and 6-level CEnR heuristic. We then trained an attention-based bidirectional long short-term memory unit (Bi-LSTM) on the classified protocols and compared it to transformer models such as Bidirectional Encoder Representations From Transformers (BERT), Bio + Clinical BERT, and Cross-lingual Language Model–Robustly Optimized BERT Pre-training Approach (XLM-RoBERTa). We applied the best-performing models to the full sample of unlabeled IRB protocols submitted in the years 2013-2019 (n>6000).

Results: Although transfer learning is superior, receiving a 0.9952 evaluation F1 score for all transformer models implemented compared to the attention-based Bi-LSTM (between 48%-80%), there were key issues with overfitting. This finding is consistent across several methodological adjustments: an augmented data set with and without cross-validation, an unaugmented data set with and without cross-validation, a 6-class CEnR spectrum, and a 3-class one.

Conclusions: Transfer learning is a more viable method than the attention-based bidirectional-LSTM for differentiating small data sets characterized by the idiosyncrasies and variability of CEnR descriptions used by principal investigators in research protocols. Despite these issues involving overfitting, BERT and the other transformer models remarkably showed an understanding of our data unlike the attention-based Bi-LSTM model, promising a more realistic path toward solving this real-world application.

(JMIR Form Res 2022;6(9):e32460) doi:10.2196/32460
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Introduction

Transfer learning is widely used when comparing traditional machine learning and deep learning models [1]. It is likely that transformer models like Bidirectional Encoder Representations From Transformers (BERT) [2], a neural network-based technique for natural language processing (NLP) pretraining, will always play a substantial part in how we model language [3]. Researchers attempt to make use of these language models and fine-tune them to their classification tasks using various data sets. Superior results have been found with large data sets [4], small data sets [5,6], short text lengths [7], longer text lengths [8], and even data sets of different languages [1]. These studies, and the work reported here, demonstrate that better results can be achieved without substantial amounts of computing power and data.

Community-engaged research (CEnR) is a research approach in which investigators from conventional research institutions, such as universities, partner with community members or organizations with whom they share an interest, typically with the goal of advancing that community’s well-being [9]. Defined by its research philosophy and the relationship between research partners rather than methodology, CEnR is now an established scholarly tradition in numerous disciplines including health sciences, the social sciences, social work, urban planning, education, and the arts. Teams using CEnR have implemented research projects addressing a wide range of stakeholder concerns; collaborated with partners across the research process [10-13], from problem identification to scaling evidence-based interventions [14]; transformed service learning with new curricula and pedagogies that reflect students’ interests and learning styles [15]; and transformed natural, built, and artistic environments to better reflect the values and interests of communities [16].

CEnR’s flexibility and breadth has been productive, resulting in dedicated journals, conferences, courses, funding mechanisms, evaluation metrics, and theories of classification along continua of activities and structures of governance. Yet identifying, describing, measuring, and reporting on CEnR studies in the aggregate has been a challenge for universities and other institutions (eg, disciplinary associations [17]), in particular, reporting valid and reliable metrics to funders and stakeholders [17], and developing and maintaining appropriate internal CEnR infrastructure. Dependence on conventional review mechanisms such as scholarly databases to provide data on CEnR productivity may be limited by diversity in disciplines, methods, and dissemination approaches; impacts that are primarily shared outside of traditional scholarly mechanisms such as peer-reviewed journals; and inaccurate selection of CEnR as a keyword. The limited federal and foundation support available for CEnR obviates searches of funding databases. Moreover, established mechanisms for identifying and tracking CEnR may privilege recognition of CEnR collaborations that proceed along a unidirectional pathway in which relationships between professional researchers and community members demonstrate a deepening collaboration over time, resulting in grants and peer-reviewed publications. Such an emphasis both belies the reality of inequities in the distribution of resources needed to sustain such collaborations, for example, between disciplines, between research-productive and teaching institutions, and between established and junior faculty.

Virginia Commonwealth University (VCU) is an R01 institution designated by the Carnegie Foundation as “Community Engaged” with “Highest Research Activity.” In 2013, VCU began flagging CEnR studies using three custom fields [18] in the university’s online human participants protocol submission form, as part of an award from the National Center for Advancing Translational Sciences.

- Is there at least one community partner involved in the proposed study? (Yes/no answer)
- If yes, who is the community partner?
  - Name of organization
  - Zip code or country of the organization
- Which of the three statements below best describes the role of the community partner in the study?
  - Community partners only provide access to study participants or project sites. They are not involved with study design, participant recruitment, data collection, or data analysis.
  - Community partners do not make decisions about the study design or conduct but provide guidance to the researcher about the study design, participant recruitment, data collection, or data analysis.
  - Community partners make decisions with the researchers about the study’s research activities or help conduct those activities (ie, study design, participant recruitment, data collection, or data analysis) [19].

Technical impediments to entering data into these custom fields were identified in 2018. This quality concern initiated a broader discussion among stakeholders across VCU about other possible limitations in the system of documentation, for example, inconsistent interpretation of these fields by principal investigators or study administrators submitting protocols. This discussion led to the exploratory study described here. The overall aim of this study was to develop a methodology to automatically detect CEnR studies among protocols submitted in the university’s online institutional review board (IRB) system, which contains data on all research with human participants [20]. This study provided the opportunity to test and build on the three custom fields added to the IRB protocol. The subsaums are as follows: develop a system of classification to adapt the conventional theorization of CEnR across a spectrum of collaboration to the practical reality of studies conducted at an R01 university, determine if one or more deep learning models could automate the identification of CEnR studies trained by a subset of hand-labeled IRB protocols, and...
identify the best-performing algorithms and apply them to a retrospective 5-year data set of unlabeled research protocols (n>6000) that were not incorporated in the training of the algorithm.

Methods

Data

Data Collection

The first stage of this process was to pull research protocols from the IRB’s database (n>20,000). We then cleaned and deduplicated the records (1 study per protocol, “exempt,” “expedited,” “full,” and “started/submitted” protocols were included, but “not yet reviewed” studies were left out), leaving us with 6000 research studies, from which a sample (n=280) was randomly selected, reviewed, and manually labeled as one of the six classes (described in the Data Annotation section). Our criteria for selecting this sample set were based on a research study’s likelihood of being CEnR or not. Textbox 1 shows the chosen columns and a snippet of what the data looks like. Examples of the terminology we used for finding potential CEnR research are as follows: community-engaged, community-based participatory research, (community) action research, participatory action research, community advisory group, community steering, etc.
Textbox 1. The institutional review board protocol fields used to classify protocols with brief example sentences. These fields were concatenated into one column during training.

<table>
<thead>
<tr>
<th>Study title</th>
<th>Informed personnel</th>
<th>Scientific benefit</th>
<th>Aims and goals</th>
<th>Identify participants</th>
<th>Background</th>
<th>Hypothesis</th>
<th>Study design</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Exploring dental service underutilization amon...”</td>
<td>“The research team is in routine contact among...”</td>
<td>“This research is intended to identify, describ...”</td>
<td>“The overall aim of this mixed methods study is...”</td>
<td>“ALL PARTICIPANTS Community Partner has experience admin...”</td>
<td>“Unmet dental needs are significant public heal...”</td>
<td>“As a mixed-methods study, this research uses a...”</td>
<td>“STUDY DESIGNThis mixed methods study is a cros...”</td>
</tr>
<tr>
<td>“Regional Scan and Strategies for Community Eng...”</td>
<td>“The team has three weekly meetings to inform t...”</td>
<td>“This study is meant to inform community leader...”</td>
<td>“Based on the results of the literature review,...”</td>
<td>“We will first scan regional organizational to...”</td>
<td>“This project is part of a larger Richmond init...”</td>
<td>“This project is to complete a literature revie...”</td>
<td>“Regional ScanFor the regional scan, the projec...”</td>
</tr>
<tr>
<td>“Reflections on 5 years of community-based part...”</td>
<td>“We are a research team that collaborates on a...”</td>
<td>“This study will address gaps in scientific know...”</td>
<td>“The goal is to describe and publish the effect...”</td>
<td>“We already have contact and working relationsh...”</td>
<td>“The field of CBPR still suffers from gap in e...”</td>
<td>“We are trying to document the direct and indir...”</td>
<td>“We will talk to selected community partners an...”</td>
</tr>
</tbody>
</table>

Data Annotation

We uploaded the newly extracted sample data set into Google Sheets to facilitate a collaborative process of manually reviewing and labeling the protocols for use in training the algorithm. The team of three reviewers (two per research study) reviewed the available data for each protocol and labeled it “yes” (CEnR) or “no” (not CEnR) and assigned a class corresponding to the CEnR level (0-6). Protocols that did not receive the same designation by both reviewers were discussed and resolved in weekly meetings.

CEnR Levels

After a preliminary review of the protocols, the reviewers inductively developed a coding system to reflect the types of relationships described in the protocols. Textbox 2 shows a breakdown of CEnR levels that were used by reviewers.
Textbox 2. CEnR levels that were used to manually classify the training data.

<table>
<thead>
<tr>
<th>CEnR Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>No community-engaged research (CEnR; 0)</td>
<td>Research without a partnership or community engagement</td>
</tr>
<tr>
<td>Non-CEnR partnership (1)</td>
<td>There is reference to a partnership, but the relationship is uncategorizable (eg, not adequately described) or not a traditional community-engaged partnership (eg, contractual relationships).</td>
</tr>
<tr>
<td>Instrumental partnership (2)</td>
<td>The community partner primarily facilitates access to the “inputs” needed to conduct the study (eg, posting recruitment flyers, providing participant contact information, extracting data, or providing study sites for observation).</td>
</tr>
<tr>
<td>Academic-led partnership (3)</td>
<td>Minimal yet important interaction between the research team and the community partner, which is often essential to project success (eg, academic partners take the lead on study design and research activities, with community partner involvement at particular points, such as troubleshooting recruitment or facilitating community meetings).</td>
</tr>
<tr>
<td>Cooperative partnership (4)</td>
<td>Shared investment and mutual consideration between the research team and the community partner, without shared decision-making (eg, community advisory boards that provided input on study design methodology, reviewed data collection instruments, interpreted findings, or informed dissemination plans).</td>
</tr>
<tr>
<td>Reciprocal partnership (5)</td>
<td>Community partners and research teams share decision-making power and governance (eg, community-based participatory research, team science, or steering committees with decision-making power).</td>
</tr>
</tbody>
</table>

Data Cleaning

After reviewing and classifying the protocols, we checked again for duplications, did manual spell-checking, and trimmed white space and any irrelevant symbols. Final data cleaning was completed with Python using the NLTK package (stop words, lemmatization, lowercase, removing punctuation, splitting contractions, and other RegEx operations).

Data Augmentation

We tested whether data augmentation techniques [21] (replacing and inserting words [22]) using the nlpaug library [23] to synthetically increase the amount of training data using DistilBERT [24] would improve the performance. Table 1 shows the number of samples before and after augmentation.

<table>
<thead>
<tr>
<th>Class</th>
<th>Samples (before), n</th>
<th>Samples (after), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>82</td>
<td>1931</td>
</tr>
<tr>
<td>1</td>
<td>40</td>
<td>1427</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>1413</td>
</tr>
<tr>
<td>3</td>
<td>101</td>
<td>1564</td>
</tr>
<tr>
<td>4</td>
<td>32</td>
<td>1431</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>1404</td>
</tr>
</tbody>
</table>

Data Sets

We used three data sets: (1) the original sample of 280 hand-classified protocols, (2) an augmented data set of the 280 protocol expanded to 9170 samples using DistilBERT, and (3) versions of the first two data sets with 6 classes merged into 3. We tested the data set with fewer categories of CEnR to explore whether using broader categories would improve generalization of the models and prediction score. For data sets containing three classes, we collapsed 1s and 2s (=1); collapsed 3s, 4s, and 5s (=2); and kept the class 0 as is.

Models

We explored four models to classify the data into the CEnR classes: bidirectional long short-term memory unit (Bi-LSTM), BERT, Bio + Clinical BERT, and Cross-lingual Language Model–Robustly Optimized BERT Pre-training Approach (XLM-RoBERTa) transformer models. We present model architectures and hyperparameters in this section.

Bi-LSTM Attention Model

Figure 1 illustrates the first model: a Bi-LSTM [25-27] with a basic custom attention layer [28,29] that was concatenated with a GlobalMaxPooling and GlobalAveragePooling layer. The embeddings used were the 100-dim Global Vectors for Word Representation (GloVe) embeddings file containing 400,000 words computed on a 2014 dump of English Wikipedia [30]. GloVe is an unsupervised learning algorithm for retrieving vector representations of words that can be plotted in a geometric space [31], as seen in Figure 2.
Figure 1. Attention-based bidirectional LSTM model architecture. LSTM: long short-term memory unit.
The embedding layer captures the similarities between the words to best optimize for our inputs, and the Bi-LSTM runs through the data from the beginning of a sentence to the end and vice versa. This is done through its four [32] components as seen in Figure 3: cell state ($C_t$), forget gate ($f_t$), input gate ($i_t$ and $\hat{h}_t$), and output gate ($O_t$ and $h_t$). These control the flow of sequential information, regulating what is important and what is not from those embeddings. The attention layer (which adds a weight of importance [33] to those Bi-LSTM outputs), the max pooling layer (which finds the most important features from the Bi-LSTM outputs), and the average pooling layer (which weighs all outputs from the Bi-LSTM as important) become fused together into one matrix to give the neural network more features to base predictions on. Finally, a dense layer with the softmax function is the flow of calculations made to give us a final output of a $Y=[0,1,2,3,4,5]$ classification.

Stratified 7-fold cross-validation, Synthetic Minority Oversampling Technique (SMOTE) [34], and F1 macro optimization [35] were also used. Stratified K-fold cross-validation ensures the distribution of classes remains the same in every fold. SMOTE is a way to create fake data for the minority classes using examples that are similar (k-nearest neighbors). This technique was used within folds of cross-validation during training, not before. F1 macro optimization ensures that the F1 score is optimized during training, not accuracy. F1 macro refers to the average of the class’s F1 scores; this technique increased our evaluation F1 score by 7%.
Transformer Models

Transfer learning takes large and powerfully built language models that are pretrained on large corpuses of unlabeled data to later be fine-tuned and repurposed for a second related task, which can be beneficial for small data sets. A main aspect of this study was to see if the use of transfer learning improved the predictive performance for our text classification task. We used BERT-base-uncased [2], Bio + Clinical BERT [36], and XLM-RoBERTa [37] models, and tried different learning rates, batch sizes, and epochs for all three separately (around 30-50 different models trained per transformer). The Results section shows the best-tuned model for each transformer.

Bidirectional Encoder Representations From Transformers

Our first approach to transfer learning was fine-tuning the pretrained BERT model for our text classification problem. BERT was introduced by Devlin et al [2]. It was pretrained on BookCorpus (800 million words) and Wikipedia (2500 million words). The model’s architecture ensures its advantage in NLP tasks because it learns the contextual meanings of words and how each word is being used in a sequence due to its 12 attention heads and 110 million total parameters. GloVe embeddings do not consider the context of how a word is used and do not capture the different semantics that words can have (eg, a bat can be an animal or baseball equipment); thus the word “community” or “partner” can be used differently across different research studies. BERT, however, would capture those differences. Additionally, BERT can achieve state-of-the-art results on various tasks for large and small data sets, and it does not need to be trained for more than 2 to 4 epochs.

BIO + Clinical BERT

The second approach to transfer learning was fine-tuning with Bio + Clinical BERT [36]. As mentioned previously, BERT is pretrained on BookCorpus and Wikipedia, and in general can model language well for any NLP task; however, Alsentzer et al [36] examined ways to improve the general language model in BERT using BERT models geared for clinical text and discharge summaries. They demonstrated that performance is improved with domain-specific pretrainings, which is distinct from general language. The authors used data from the MIMIC-III database in two ways, clinical BERT (contains all note types) and discharge summary BERT (only contains discharge summaries), to further downstream tasks with clinical data that can be used for more specific classification problems. They then trained two BERT models on the clinical text, where one is initialized from the BERT-base model and the other was initialized from BioBERT (the model we chose).

Cross-lingual Language Model–Robustly Optimized BERT Pre-training Approach

Our third approach to transfer learning was an interesting model to fine-tune, mainly because this type of transformer model was not created for our kind of task; however, it still performed well. It was introduced by Conneau et al [37] in 2019 and updated in 2020. This model closely resembles the RoBERTa architecture [38], except it is a cross-lingual model pretrained on 100 different languages. This type of model is made for cross-lingual transfer learning tasks trained on more than 2 terabytes of the CommonCrawl corpora.

Other Models

Other models were used for this study, such as convolutional neural networks (CNNs), deep neural networks (DNNs), CNN + LSTM, CNN + Bi-LSTM, CNN + Bi-LSTM with attention, CNN + LSTM with attention, CNN + gated recurrent unit (GRU), CNN + Bi-GRU, CNN + Bi-GRU with attention, and CNN + GRU with attention; however, they did not perform as well as the Bi-LSTM + attention (ranging from a 0.30-0.40 evaluation F1 scores); therefore, we did not include their results in this paper.

Experimental Details

Bi-LSTM Attention Model

In this model, we used the Keras libraries for training, tokenizing, and padding the sequences of text. The Bi-LSTM model was trained for 40 epochs, had a learning rate of 0.001, batch size of 64, and was trained for 12 hours; additionally, we used the Adam optimizer and sparse categorical cross entropy for our loss. The max sequence length after cleaning the data
was 10,137. The model was trained as a CuDNNLSTM, which is a faster implementation of the LSTM backed up by CuDNN, which can only be run on a GPU.

**Transformer Models**

We used the SimpleTransformers library created by Rajapakse [39], which can train and evaluate transformer models (derived from the HuggingFace web site) with few lines of code. The hyperparameters for each transformer model can be seen from a web site called Weights and Biases that organizes and captures all the necessary data during training [40,41]. Since the text field lengths in our sample were longer than the limits for BERT and other transformer models, we used a sliding window technique. Here, any sequence from the data that exceeds the maximum sequence length will be split into several subsets, each pertaining to the length of the max sequence length value. Using this technique, each subset from the sliding window has overlapping values, also referred to as the stride (stride 0.8) resulting in about a 20% overlap between the windows. This process lengthens training time but is preferable to truncating data during training. All models were trained using Google Colab Pro and had weights corresponding to a class so that it was equally balanced during the training [42].

**Evaluation Metrics**

The models trained were evaluated using the F1 score macro, which takes a balanced measure of precision and recall, and then the average of the F1 scores.

**Results**

Table 2 shows the holdout F1 scores for each of our models on our original and augmented data sets with and without cross-validation. The evaluation F1 scores (not shown in the table) for the Bi-LSTM averaged 63.25%. From the order of Table 2, it was 65% (with cross-validation, augmented) and 48% (without cross-validation, augmented) for 6 classes, and 80% (with cross-validation, augmented) and 60% (without cross-validation, augmented) for 3 classes, whereas the transformer model’s evaluation F1 scores were all over 99%. We used Bio + Clinical BERT because domain-specific pretrainings have been shown to improve performance [34], and because our data set contains clinical research data, we thought it was relevant to compare its results. XLM-RoBERTa proved to do well and had an overall great understanding of the data, so it was included in this experiment as well. The holdout data set comprises 30 samples, which is almost too small to give an accurate account of how the models do, so our team will be working on labeling additional data. It is also a bit deceptive with the results shown because the classifications for the Bi-LSTM attention model were way off, whereas when the transformer models misclassified a research study, it was off by 1 or 2 classes. A lot of the results are not shown in the table. This is because it was not worth training the original data set without cross-validation due to the data set’s size, which would also make the evaluation data set different, and there was no training for Bio + Clinical BERT and XLM-RoBERTa for augmented data sets using cross-validation due to computational limitations.

**Discussion**

**Principal Findings**

The transformer models performed significantly better than the Bi-LSTM with attention. They were nearly perfect for their evaluation scores (all hitting 0.995) across all the data sets used (they overfit on the holdout data sets due to the same learning rate being used for each layer). Additionally, all models showed slight improvements when the number of classes fit a 3-class spectrum as opposed to a 6-class spectrum. It was hard to tell if the augmented data sets gave an advantage to the models; therefore, there is a need to research other techniques for that.

### Table 2. Results of the various models over the original and augmented data sets.

<table>
<thead>
<tr>
<th>Model</th>
<th>Data</th>
<th>6 classes, F1 scores</th>
<th>3 classes, F1 scores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>With CV(^a)</td>
<td>Without CV</td>
</tr>
<tr>
<td>Bi-LSTM(^b) w/ attention</td>
<td>Original</td>
<td>0.2000</td>
<td>N/A(^c)</td>
</tr>
<tr>
<td>Bi-LSTM w/ attention</td>
<td>Augmented</td>
<td>0.2667</td>
<td>0.3000</td>
</tr>
<tr>
<td>BERT(^d)-base uncased</td>
<td>Original</td>
<td>0.2333</td>
<td>N/A</td>
</tr>
<tr>
<td>BERT-base uncased</td>
<td>Augmented</td>
<td>0.3333</td>
<td>0.4000</td>
</tr>
<tr>
<td>Bio + Clinical BERT</td>
<td>Original</td>
<td>0.3000</td>
<td>N/A</td>
</tr>
<tr>
<td>Bio + Clinical BERT</td>
<td>Augmented</td>
<td>N/A</td>
<td>0.4000</td>
</tr>
<tr>
<td>XLM-RoBERTa(^e)</td>
<td>Original</td>
<td>0.3667</td>
<td>N/A</td>
</tr>
<tr>
<td>XLM-RoBERTa(^e)</td>
<td>Augmented</td>
<td>N/A</td>
<td>0.4000</td>
</tr>
</tbody>
</table>

\(^a\)CV: cross-validation.
\(^b\)Bi-LSTM: bidirectional long short-term memory unit.
\(^c\)N/A: not applicable.
\(^d\)BERT: Bidirectional Encoder Representations From Transformers.
\(^e\)XLM-ROBERTa: Cross-lingual Language Model–Robustly Optimized BERT Pre-training Approach.

https://formative.jmir.org/2022/9/e32460
Cross-validation for the Bi-LSTM significantly improved its results for the evaluation scores but that did not carry over into the holdout data sets. The best-performing models for the 6-class spectrum was a 3-way tie between the transformer models that did not use cross-validation. Cross-validation was not needed when using the augmented data sets in terms of their holdout set scores. Although the BERT model trained on the augmented data set without using cross-validation had superior performance (0.533 holdout F1 score), the second best-performing model (BERT trained on the original data set with cross-validation) with less data trained much faster, and the results differed only fractionally compared to the best-performing one. We believe that data augmentation has great potential (considering it gives more data), and it may confer advantages during a model’s training, but we feel it is better to go without it until more strategies are investigated. The strategies used were a faster way of synthetically creating more data, which does not necessarily mean it was the best way.

The Bi-LSTM attention model did not delineate between the classes nearly as well as BERT and the other transformer models, which has given our team a proof of concept, something to work with and improve on moving forward, whether that be more data or more computational power. Additionally, since there were only minor differences within the research study’s augmentations (simple replacing and inserting of contextual similar words), BERT and the other transformers were able to pick up on those patterns almost perfectly compared to the Bi-LSTM model.

Figure 4. Model predictions on 6000 research studies. att: attention; BERT: Bidirectional Encoder Representations From Transformers; Bi-LSTM: bidirectional long short-term memory unit; XLM-ROBERTa: Cross-lingual Language Model–Robustly Optimized BERT Pre-training Approach.

Limitations
Researchers had the option of attaching detailed protocols as a PDF file instead of filling out the database fields. We were not able to retrieve PDF data for this study, reducing the total number of studies, which limited what data we could label. In addition, we observed that the transformer models predicted larger classes compared to smaller classes (eg, levels two, four, and five). Nevertheless, they still made reasonable predictions, which is exciting to see because it means we can improve from this issue moving forward by labeling more data or sticking to the 3-class spectrum. We were also limited in our ability to compute very large models when using Google Colab Pro, which has certain computing limitations. Another time-consuming step was reviewing and labeling the data. The transformer models were derived from a library in which the overall structure is in its basic form; therefore, more adjustments can be made on their architectures [4,8].

Conclusions
In conclusion, we compared widely used techniques in classification tasks: transfer learning using BERT, Bio + Clinical
BERT, XLM-RoBERTa, and a Bi-LSTM attention model. We found that transfer learning performed best for our purposes and was quick and easy to implement. Additional work is needed to apply the model in a system. In terms of process, we found that augmenting the data set has the potential to improve the results, cross-validation was not as helpful for the transformer models when using a less general classification spectrum, hyperparameter tuning with transformer models was less stressful and time-consuming, transformer models can handle small data sets well, and condensing the 6 classes into 3 was a less rigid spectrum for models to differentiate and provided superior results.

Additional improvements can be made, such as correcting a sample from the final prediction’s data set by using the same search word criteria as before (Data Collection section) or by taking a random sample to increase our training data. We could also use different augmentation techniques, as there are other ways this could have been implemented. Future work includes fine-tuning strategies and hyperparameter optimization such as discriminative learning rates, slanted triangular learning rates, and freezing layers. BERT is the best model from this study mainly because of its holdout score for the 3-class spectrum, and its training time is much faster than the other two transformer models; however, moving forward, all three transformer models will continue to be used in improving this experiment, as each is unique in their understanding of the data.

Identifying CEnR and classifying levels of engagement allow us to understand the types of research taking place across the university. These data can help organizations better serve their stakeholders and to plan for the infrastructure needed to support community engagement. Additionally, tracking these metrics can help institutions report to funders and stakeholders on their engagement activities. The innovative aspect of this methodological study is creating an automated system to categorize research using administrative data. This study describes how transformer models can automate this process.
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Abstract

Background: Drug overdose mortality continues to increase, now driven by fentanyl. Prevention tools such as naloxone and medications to treat opioid use disorder are not sufficient to control overdose rates; additional strategies are urgently needed.

Objective: We sought to adapt a behavioral intervention to prevent opioid overdose (repeated-dose behavioral intervention to reduce opioid overdose [REBOOT]) that had been successfully piloted in San Francisco, California, United States, to the setting of Boston, Massachusetts, United States, and the era of fentanyl for a full efficacy trial.

Methods: We used the assessment, decision, adaptation, production, topical experts, integration, training, and testing (ADAPT-ITT) framework for intervention adaptation. We first identified opioid overdose survivors who were actively using opioids as the population of interest and REBOOT as the intervention to be adapted. We then performed theater testing and elicited feedback with 2 focus groups (n=10) in Boston in 2018. All participants had used opioids that were not prescribed to them in the past year and experienced an opioid overdose during their lifetime. We incorporated focus group findings into our initial draft of the adapted REBOOT intervention. The adapted intervention was reviewed by 3 topical experts, and their feedback was integrated into a subsequent draft. We trained study staff on the intervention and made final refinements based on internal piloting. This paper describes the overall ADAPT-ITT process for intervention adaptation, as well as a qualitative analysis of the focus groups. Working independently, 2 authors (VMM and JA) reviewed the focus group transcripts and coded them for salient and common themes using the constant comparison method, meeting to discuss any discrepancies until consensus was reached. Codes and themes were then mapped onto the REBOOT counseling steps.

Results: Focus group findings contributed to substantial changes in the counseling intervention to better address fentanyl overdose risk. Participants described the widespread prevalence of fentanyl and said that, although they tried to avoid it, avoidance was becoming impossible. Using alone and lower opioid tolerance were identified as contributors to overdose risk. Slow shots or tester shots were acceptable and considered effective to reduce risk. Naloxone was considered an effective reversal strategy. Although calling emergency services was not ruled out, participants described techniques to prevent the arrival of police on the scene. Expert review and internal piloting improved the intervention manual through increased participant centeredness, clarity, and usability.
Conclusions: We successfully completed the ADAPT-ITT approach for an overdose prevention intervention, using theater testing with people who use opioids to incorporate the perspectives of people who use drugs into a substance use intervention. In the current crisis, overdose prevention strategies must be adapted to the context of fentanyl, and innovative strategies must be deployed, including behavioral interventions.

Trial Registration: ClinicalTrials.gov NCT03838510; https://clinicaltrials.gov/ct2/show/NCT03838510
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Introduction

Background
Since 1999, drug overdose deaths have risen 4-fold in the United States, with the majority of overdose deaths related to opioids [1]. We are now in the “third wave” of the overdose epidemic, characterized predominantly by fentanyl and fentanyl-related overdose mortality [2,3]. From 2015 to 2021, the annual number of overdose deaths due to synthetic opioids, which are almost exclusively fentanyl and related analogs, rose 93% from 51,575 to 99,543 [4]. Fentanyl deaths have supplanted heroin deaths; although all opioid deaths have been increasing, heroin-involved deaths that did not also involve fentanyl have decreased [5]. Opioid overdose prevention strategies must be adapted to appropriately address fentanyl overdose.

Providing naloxone to laypeople who may witness an opioid overdose is highly effective at preventing overdose mortality [6-10]; however, the rapidity of fentanyl overdose limits the time frame in which naloxone can be effectively administered. Therefore, additional and complementary opioid overdose interventions are urgently needed [11]. Motivational interviewing has been shown to reduce opioid risk behaviors [12,13]. From 2014 to 2016, we completed a pilot in San Francisco, California, United States, of a repeated-dose motivational interviewing intervention (repeated-dose behavioral intervention to reduce opioid overdose [REBOOT]) aimed at reducing overdose occurrence and mortality among persons who had previously overdosed and had received take-home naloxone. Participants randomized to the REBOOT intervention were less likely to experience an opioid overdose during 16 months of follow-up, and those who did overdose had fewer overdose events [14]. Building on these pilot results, we designed a clinical trial (REBOOT 2.0) to determine the efficacy of the REBOOT intervention on overdose occurrence and number of overdoses (NCT03838510).

Adapting the REBOOT Counseling Intervention
To address the emergence of fentanyl in eastern US states between the pilot and REBOOT 2.0, as well as to ensure that the intervention was appropriate for a broader geographic region, we sought to adapt the REBOOT counseling intervention using the assessment, decision, adaptation, production, topical experts, integration, training, and testing (ADAPT-ITT) model [15]. We describe the ADAPT-ITT process and focus group findings, highlighting how the perspectives of people who use drugs guided the intervention adaptation process to address fentanyl overdose risk.

Methods

ADAPT-ITT Framework
ADAPT-ITT is an effective framework for adapting HIV-prevention evidence-based interventions to new populations and settings, which includes 8 sequential phases to iteratively elicit feedback from the population of interest and key stakeholders [15]. This is the first study to our knowledge to use ADAPT-ITT to adapt an opioid overdose prevention intervention, although it has been used previously to adapt other interventions for people who use opioids to new settings [16,17]. We conducted a modified ADAPT-ITT process to adapt the REBOOT overdose counseling intervention to be appropriate in the context of fentanyl.

Phases 1 (Assessment) and 2 (Decision)
The aim of phase 1 of the ADAPT-ITT model is to identify the population at risk, and the aim of phase 2 is to identify the appropriate intervention to adapt. We identified people with overdose history as the population at risk, considering their elevated risk for opioid overdose [18], and chose to adapt the REBOOT counseling intervention based on its success during our pilot [14]. Therefore, we modified phases 1 and 2 of the ADAPT-ITT approach to be internal, and we did not review additional overdose reduction interventions for potential adaptation. As these phases were completed before project initiation, they are not described further herein.

REBOOT Counseling Intervention
The REBOOT counseling intervention aimed to engage participants in a discussion of their opioid overdose history, both witnessed and experienced; discuss overdose risk behaviors; and identify feasible risk reduction strategies that the participant would be interested in using. Specifically, the 6 counseling steps are as follows: (1) explore participants’ experiences witnessing an overdose and contributing factors, (2) discuss participants’ own most recent overdose and contributing factors, (3) review overdose risk behaviors, (4) review ways to reduce overdose risk, (5) discuss participants’ current and additional planned strategies to reduce overdose risk and provide them with a wallet card listing risk-reduction strategies, and (6) review 3 steps in the Skills and Knowledge on Overdose Prevention (SKOOP) Project overdose recognition and reversal curriculum (ie, recognize an overdose, respond to...
an overdose, and provide aftercare) [19]. In addition, during the session, the counselor provides and reviews with participants 3 handouts that describe activities that increase opioid overdose risk, ways to reduce risk, and steps to respond to a witnessed overdose. REBOOT is intended for individuals who have previously received take-home naloxone, but we do not distribute naloxone as part of the counseling intervention.

**Phase 3 (Administration)**

**Overview**

In phase 3 of ADAPT-ITT, the intervention is theater tested, and feedback from the audience is elicited. Theater testing involves inviting individuals of the population at risk to watch a demonstration of the intervention and then answer questions about their opinions of the intervention. On September 26, 2018, we conducted theater testing with 2 focus groups in Boston, Massachusetts, United States. REBOOT had been piloted in San Francisco, and at that time there was very little fentanyl being used in that city; thus, the adaptation effort was focused on Boston, where fentanyl was the dominant opioid [20-22].

**Focus Group Participants**

We contacted individuals who had reported opioid use while participating in previous studies at the Boston Medical Center and provided consent for future contact for research. Eligibility criteria for the focus groups included age 18 to 65 years, living in the Boston metropolitan area, using an opioid in the past year that was not prescribed, lifetime history of overdose, and comfort participating in the focus group in English. Participants who were screened for eligibility reported their demographic characteristics (ie, age, gender, race, and ethnicity), overdose history, lifetime naloxone use, and past-year opioid use. Participants reviewed an information sheet with study staff and provided verbal consent for participation.

**Focus Group Procedures**

In each focus group, participants were shown the same video of a counseling session with a participant from San Francisco. The counseling session lasted 39 minutes and was conducted by a trained clinical psychologist with expertise in motivational interviewing following the REBOOT counseling steps. The handouts provided to the participant at the counseling session were also provided to focus group participants for review. A video recording of the session was used, rather than a live demonstration, because of the short-acting nature of fentanyl and the risk that focus group participants would develop opioid withdrawal symptoms if there were delays in the procedures.

During the viewing of the video and afterward, participants were asked questions following a semistructured interview guide about their opinions and perspectives regarding the counseling session (Multimedia Appendix 1). At the end of each focus group, participants were given US $40 for their participation. Focus groups were audio recorded and transcribed using Rev software [23].

**Focus Group Analysis**

Working independently, 2 authors (VMM and JA) reviewed the focus group transcripts and coded them for salient and common themes using the constant comparison method [24]. A list of a priori codes of common themes related to opioid overdose was used to help guide transcript coding (eg, “access to naloxone,” “tester shot,” and “calling 911”). VMM and JA met after coding each focus group transcript to compare codes and discuss them until they reached consensus. As codes emerged as focus group transcripts were reviewed, both focus group transcripts were reviewed a second time after the final list of codes was determined. Codes and themes were then mapped onto the 6 steps of the REBOOT counseling intervention. All transcript coding and analyses were performed using ATLAS.ti software (version 8; ATLAS.ti Scientific Software Development GmbH).

**Ethics Approval**

This study was approved by the University of California San Francisco Institutional Review Board (17-24203).

**Phases 4 (Production), 5 (Topical Experts), and 6 (Integration)**

Focus group findings were used to produce a draft of the adapted counseling intervention (phase 4), which was reviewed by 3 topical experts (phase 5). The experts were overdose education and prevention professionals from the Boston Public Health Commission, Harm Reduction Coalition, and the Education Development Center. The expert feedback was integrated into the subsequent draft of the counseling intervention (phase 6).

**Phases 7 (Training) and 8 (Testing)**

We then trained our counseling staff (phase 7) and tested the adapted intervention (phase 8) to make final refinements. We modified phase 8 of ADAPT-ITT by conducting internal monitoring with the study team and not a pilot with the population of interest. The final adapted counseling intervention is being evaluated in the ongoing REBOOT clinical trial.

**Results**

**Phase 3: Focus Group Findings**

In total, 21 individuals were eligible and invited to participate in the focus groups. Of these 21 individuals, only 10 (48%) attended the focus groups, with 6 (60%) in one focus group and 4 (40%) in the other. The mean age of participants was 44.1 (SD 13.8) years, and the majority were men (7/10, 70%). Half (5/10, 50%) of the sample was Hispanic/Latinx; in terms of race, 20% (2/10) were Black or African American, 30% (3/10) were White or Caucasian, and 50% (5/10) reported another race. All participants had experienced an overdose involving fentanyl, and 90% (9/10) had used fentanyl in the past year (Table 1).
Table 1. Participant demographic characteristics and experience with fentanyl (N=10).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of participants, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Focus group 1</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Focus group 2</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>44.1 (13.8)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic/Latinx</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Hispanic/Latinx</td>
<td>5 (50)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>2 (20)</td>
</tr>
<tr>
<td>White or Caucasian</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Other race</td>
<td>5 (50)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Female</td>
<td>3 (30)</td>
</tr>
<tr>
<td><strong>Fentanyl, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Used fentanyl in the past year</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Experienced an overdose involving fentanyl</td>
<td>10 (100)</td>
</tr>
</tbody>
</table>

Step 1: Explore Participants’ Experiences Witnessing an Opioid Overdose, Factors Contributing to This Overdose, and Thoughts About Own Substance Use Since This Witnessed Overdose

All participants reported that they had witnessed an opioid overdose. Participants described various strategies to respond to a witnessed overdose, including using naloxone, calling 911, and other strategies stemming from their lived experience.

**Naloxone**

All participants had previously received take-home naloxone and were generally knowledgeable about how to use naloxone. In total, 80% (8/10) of the participants reported administering naloxone to someone who was overdosing:

*Narcan [a brand name for naloxone]... I have that in my house for my son. I have a ring and it shows you what to do...* [Focus group 1, attendee 2]

**Calling 911**

Participants thought that calling 911 had inherent risks, including arrest and loss of housing. Strategies to mitigate these risks included relying on the Good Samaritan law, although there was discussion regarding how it only protected the individual calling 911 from arrest, and not others present at the scene of an overdose. Participants also recommended not telling a dispatcher that the person had overdosed, but instead saying that they were “not breathing” or “unresponsive” so that medical services would arrive without the police:

*A lot of people are afraid to call the cops [for an overdose] because they think they’re going to get locked up. I’ve seen people like, “Leave him, leave him. Let’s go.”* [Focus group 1, attendee 5]

*I’m not trying to be a jerk, but you pull [the person who overdosed] out in the hallway and [tell 911], “Listen. I came outside, and there’s somebody unconscious on my ground. Is it drug-related? I don’t know. Here’s the address.” And hang up quick so they can make it there quick.* [Focus group 1, attendee 1]

**Additional Overdose Response Strategies**

Participants described several strategies to reverse a witnessed opioid overdose that stemmed from their lived experience. These included injecting the individual who had overdosed with salt and water or cocaine and placing the individual in an ice bath or putting ice on their genitals, which participants emphasized they had seen be successful:

*They shoot you with salt. They put ice on your testicles. Water...They just inject the salt, and it gives you a reaction without being in the vein, then it wakes you up. I have seen it with my own eyes, people got woken up with a shot of salt. They say it doesn’t work but I have seen it work.* [Focus group 1, attendee 4]

Step 2: Discuss Participants’ Own Most Recent Overdose and Contributing Factors

All focus group participants reported experiencing an opioid overdose during their lifetime, consistent with eligibility criteria, and all participants reported a lifetime overdose that involved fentanyl. Among those who described their overdose experiences, most had been administered naloxone to reverse the overdose. A lower opioid tolerance after being released from
jail or leaving treatment was commonly identified as a contributing factor for opioid overdose:

*I had just come out of jail three weeks prior. I was already using dope but what I was doing was I was using tester shots. If I had a 30 for myself, I would do a 15 or like a 10 to see how it made me feel. If it made me feel alright, I would just save the other shot, because, at the end of the day, you can only just do more. I looked at my girlfriend, I’m like “Fuck that I’m going to do the whole 30.” I did it and I felt the heat from my toes up I was like “Damn that shit was strong.” Next thing I remember, I’m holding onto a fence, I’m like “What the hell?” I’m looking around, she’s crying. I’m like “What the hell happened?” She’s like you’ve been dead for like seven minutes. I’m like “Oh my god.” She had just woke me up. They Narcan-ed me like three times, sternum rubbed me and when they threw water on me, I guess that’s when I responded.* [Focus group 1, attendee 6]

**Step 3: Review Behaviors That Increase Opioid Overdose Risk**

**Overview**

In step 3 of the counseling session, the counselor provided a handout to the participant listing several behaviors that increase the risk for an overdose (Multimedia Appendix 2). The counselor read the list out loud with the participant and then explored the participant’s own risk for overdose. After viewing the counseling session and reading the handout, the focus group participants highlighted 3 main risk factors for opioid overdose: fentanyl, opioid tolerance, and duration of opioid use.

**Fentanyl**

Participants across both focus groups described fentanyl as prevalent and a major contributor to opioid overdose:

*They [are] even putting [fentanyl] on the weed. On the coke...* [Focus group 1, attendee 4]

*There’s no heroin around anymore. It’s all fentanyl.* [Focus group 2, attendee 4]

Participants also described how fentanyl was being mixed with other drugs unbeknownst to those using those drugs:

*They’re putting [fentanyl] in the coke now, the coke. My friend [who] only does coke...when he stopped doing coke, he was like dope sick. He don’t do dope or nothing and had all the symptoms of dope sickness and then—it’s a couple—when she did her test at the methadone clinic, she was coming up for fentanyl and she was only doing coke.* [Focus group 1, attendee 2]

**Opioid Tolerance**

Lower opioid tolerance after not using opioids for a period of time, in particular after being in jail or substance use disorder treatment, was identified as a risk factor for overdose:

*Every time someone just get[s] out [of jail or treatment] they think they can do the same thing as when they went in...[but] they’ll automatically OD.* [Focus group 2, attendee 1]

**Duration of Opioid Use**

Focus group participants described overdose risk as higher among people who had recently begun using opioids. Participants frequently described themselves as people who had used opioids for a long period of time and therefore were at less risk of overdose. The median length of time since first using opioids that were not prescribed was 26.5 (IQR 17-35) years. A participant described the utility of counseling among those starting to use opioids:

*I think [overdose counseling] would be helpful for kids who are just starting using, who aren’t like smart into the lifestyle and know the game...who are more reckless than a lot of us who have been using for years.* [Focus group 2, attendee 4]

Although participants described their duration of opioid use as lowering their overdose risk during the focus groups, on the screening questionnaire, of the 10 participants, 7 (70%) said that they felt their risk of overdose was high, 2 (20%) said that it was moderate, and 1 (10%) reported low risk. The participant who reported low overdose risk had used opioids for the shortest period of time (5 years). Thus, although participants who had used opioids longer thought that their overdose risk was lower than people starting to use opioids, they still reported a moderate to high risk for overdose.

**Step 4: Review Ways to Reduce Overdose Risk**

In step 4 of the counseling session, the counselor provided another handout to the participant that listed several strategies that could be used to reduce one’s risk of opioid overdose (Multimedia Appendix 2). After watching the counseling session and reading the corresponding handout, focus group participants discussed 5 main strategies to reduce the risk of opioid overdose: not using alone, avoiding fentanyl, using the same dealer, using less or using partial shots or tester shots, and medications for opioid use disorder (MOUD).

**Do Not Use Alone**

There was consensus that not using alone was an effective way to lower the risk of opioid overdose, and most participants reported that they usually use with others, and when they use alone, they may call someone, use in a bathroom in a monitored environment (eg, community-based organization), or make sure a friend can access them:

*I try to hang out with friends, I don’t use by myself now. It’s like you kind of do it in a group, you know? So, each know each other’s tolerances.* [Focus group 1, attendee 3]

*When I do [opioids] by myself in my house, I leave the doors unlocked, you know? I got a good friend of mine that has a copy of a key. That’s the only thing that I do [for overdose prevention].* [Focus group 2, attendee 5]
Avoid Fentanyl

Across both focus groups, participants discussed how they aimed to avoid fentanyl because of its prevalence and potency; however, they considered avoiding fentanyl increasingly difficult because of the rapidly rising prevalence of fentanyl. Ways to identify fentanyl included its gray color; sweet taste; and smell, which is different from that of heroin. Using fentanyl test strips, as suggested in the counseling video, were discussed but were not considered accessible to focus group participants in Boston at the time:

[I do] a whole lot [differently because of fentanyl in the drug supply], make sure you don’t get that bullshit. Go to somebody you know that’s got real dope. [Focus group 2, attendee 3]

Yeah, a lot of them [lie and] say “No, it’s straight dope, it’s straight dope. There’s no fentanyl.” That’s why a lot of people they’re doing pills. They rather be doing pills than do the dope. [Focus group 1, attendee 3]

Participants also described a paradox, whereby although they typically tried to avoid fentanyl, if they learned of strong opioids, they wanted to use them—they sought them out:

Some people would see somebody overdose and be like, yo, who did he buy that from?...Because if it puts you out then it means it’s some good shit. So other people be like, yo, where do you buy that from? I want some of that shit. [Focus group 1, attendee 4]

If over there in the corner, somebody comes and tells me...“that shit over there is killing motherfuckers,” I’m going to go over there, excuse my language, because there’s some good dope over there. We never learn. You understand? I’ll ask who’s got the good stuff, “that one’s killing people be careful” and I’ll go over there. [Focus group 1, attendee 4]

One way that participants rationalized this paradox was that they thought that they personally would not overdose from drugs that others had overdosed from because they had a higher tolerance:

We don’t think we’re going to OD off of it. We think like, “Oh, my habit’s worse than your habit...” I have a 500-dollar-a-day habit. [Focus group 2, attendee 4]

Using Less or Using Partial Shots or Tester Shots

Participants discussed strategies to reduce the amount of drugs used or sample drugs before using them, through either partially depressing the plunger before injecting all of the solution (slow shot) or doing a tester shot. Participants stressed that using less was especially important when fentanyl might be present:

If you know there’s fentanyl in there, instead of doing a 40 you do a 20...It will be harm reduction for myself because if I’m doing a 40 of fentanyl now, and then I come and test it before I do that 40 and it’s got fentanyl, I’m going to do a 20 because the 40 is going to kill me. [Focus group 1, attendee 4]

However, there were mixed feelings about partial shots or tester shots, and positive perceptions were generally shared in the context of expected lower tolerance (eg, having recently been incarcerated):

When I’m getting [high], I’m getting [high]. Forget about that partial test. [Focus group 1, attendee 4]

I’ve learned that every time I get out of jail I just do less, like a tester shot now. My boyfriend would always say to me, you can always do more, but you can’t take one back. So, stop being a glutton, it’s right here...It stuck in my head like he’s got a point. You can do another one, but you can’t take one back. [Focus group 2, attendee 2]

Use the Same Dealer

The participant in the counseling video used the same dealer to avoid getting fentanyl. Across both focus groups, participants did not think that using the same dealer was an effective way to avoid fentanyl because of the uncertainty in the drug supply:

[The lady in the video] gets it from the same guy all the time...That don’t mean nothing. The guy doesn’t know what chemicals the drug got. He could say, “It’s good don’t worry about it,” and when she gets home [she overdoses]. You never know what could happen. [Focus group 1, attendee 4]

Well, because he could be the same drug dealer, but he might have gotten a different batch. They don’t always get the same thing. There are different grades of fentanyl. There are stronger grades that have legs, there are shit grades that you really get pissed about... [Focus group 2, attendee 2]

Treatment for Opioid Use Disorder

Although, in line with the participant-centered harm reduction counseling approach, MOUD was included on the handout of possible strategies to reduce the risk of opioid use disorder, it would only be discussed with the participant if they demonstrated interest in MOUD. A few (2/10, 20%) of the focus group participants said that they thought this was not sufficient and that the counseling intervention would be more effective if MOUD was emphasized more:

I think it was helpful to encourage [the participant in the video to stay] clean, but [the counselor in the video] didn’t offer any places like we should try, like methadone maintenance, if you haven’t been able to maintain completely off anything, or Suboxone or halfway house. [Focus group 2, attendee 2]

Step 5: Create or Provide a Wallet Card for Participants Based on Their Current and New Efforts to Reduce Risk of Overdose

Toward the end of the counseling session, the counselor created a wallet card for the participant based on the overdose prevention strategies that the participant described as part of their current practice or additional strategies of interest to them. Focus group participants thought that providing a wallet card to participants to remind them of what was discussed in the
counseling session was helpful. Using other forms of technology to remind participants of the discussed strategies was also suggested:

Maybe even, nowadays with technology, it could even be on an iPad...Or text messages, or another app that you can check on. [Focus group 1, attendee 2]

Although participants thought that the wallet card was useful, participants recommended providing more handouts, naloxone, and fentanyl test strips, as well as providing training for rescue breathing and naloxone administration:

If you’re actively using, [a brochure about resources is] just a piece of paper, it’s nothing, you know what I mean? But if you’re trying to change your life and get help then like it can be extremely helpful. But it all depends on where you are. [Focus group 2, attendee 4]

Step 6: Review 3 Steps in Management of Witnessed Overdose (SKOOP Curriculum)

The last step was to review a handout that described the 3 steps in management of a witnessed overdose from the SKOOP Curriculum [19]: recognizing an overdose, responding to an overdose, and providing aftercare. Focus group participants commented on how the participant in the video learned additional information about overdose response during this step and that the use of a handout was helpful:

When [the counselor in the video] had it in black and white right in front of her and she was reading and she’s like, “Oh I didn’t know about the recovery position,” so she was very perceptive to it, you know what I mean?...rather than just talking about things, like when it’s in black and white, right in front of you. Like for me, I tend to pick things up by reading them...cause I’ll forget what you’re telling me...if it’s right in front of me, it’s hard to ignore. [Focus group 2, attendee 4]

Overall Suggestions for the Counseling Session

Focus group participants reported that they already knew a lot of the information that was shared in the counseling session, and they thought that the best audience would be younger people who have not used opioids for very long:

[The counseling session] might be helpful for the people just getting into this game, but I’ve been in this game since 69, so it might be helpful to the newcomers. [Focus group 2, attendee 1]

Some (3/10, 30%) of the participants recommended including a conversation about the root causes of people’s substance use and expanding the intervention to include a broader counseling intervention:

I’ve heard [the content of the counseling session] multiple times. I think I agree with the whole overdose prevention and training in Narcan, reiterating it and whatnot. But I think they could’ve focused on a little bit more of core issues of why people use and why do they continue to go back. Because [the woman in the video] had six months clean in jail. You know what I mean? Like she didn’t have to go back and get high. Like granted nine out of 10 of us are going to. You know what I mean? But like at that point you’re already over the physical part of it. So, like start dealing with your mental side and like those cravings...I think they could like integrate that into a lot of the conversations. [Focus group 2, attendee 4]

Phase 4: Production

We incorporated the focus group findings to adapt the REBOOT counseling intervention to better address fentanyl overdose risk. Specifically, we highlighted avoidance of fentanyl and using tester shots and de-emphasized using the same dealer. We added the recommendation to test drugs for fentanyl and identified locations to refer participants to obtain fentanyl test strips. Counseling staff were alerted that even among those who are aware of fentanyl’s overdose risk there may be a desire to use fentanyl; they were directed to explore this paradox with individuals who use opioids during counseling and tailor overdose prevention strategies as appropriate. Staff were also trained to understand that participants may underestimate their overdose risk, and they were provided guidance on how to help participants develop a realistic personal overdose risk assessment. We also added tips when calling 911 to mitigate the chances of police arriving at the overdose scene.

Phases 5 and 6: Topical Experts and Integration

We shared a draft of the counseling manual describing the adapted REBOOT intervention informed by the focus groups with 3 overdose prevention and education experts for their review and feedback. All 3 experts sent suggestions for the draft intervention, which were incorporated into the next iteration of the counseling approach.

Recommendations included adding less risky routes of administration as a way to reduce overdose risk (eg, smoking instead of injecting) and asking participants to “walk through” a typical day to visualize how overdose prevention strategies could realistically be implemented in their life, as well as asking participants what they want to “change” about their substance use, not whether they want to “reduce” or “stop” their substance use.

In response to participant and expert feedback, we developed an assessment of the level of interest in substance use treatment and any plans or needs to access substance use treatment, which is conducted in at least one of the 4 REBOOT counseling sessions. Similar to the overdose counseling approach, the substance use treatment counseling component aims to be participant-centered and begins by exploring participants’ previous substance use treatment experience before assessing interest.

Phases 7 and 8: Training and Testing

After incorporating the expert feedback into the counseling intervention, we trained study site staff by reviewing the manual and handouts, and team members conducted role plays with a trained clinical psychologist. Study staff provided further minor modifications to the approach to best operationalize it.
Recommendations included improving readability (eg, using bullets, larger font, and more spacing), including the expected duration of the counseling session at the beginning, and using a more open-ended question when assessing the participants’ personal overdose history (ie, “Now let’s discuss the last time you experienced an overdose. Thinking back to that time, please tell me the story of your most recent overdose”).

**Discussion**

**Findings and Contextualization**

We adapted an opioid overdose prevention intervention to the era of fentanyl and a broader geographic region through the ADAPT-ITT process. As expected, the prevalence of fentanyl in Boston was the dominant issue for overdose prevention, and the process resulted in multiple adaptations to the final intervention. Focus group participants who used opioids emphasized the importance of fentanyl avoidance (eg, by assessing drug color, taste, and smell), as well as the growing impossibility of avoiding fentanyl. The predominant role of fentanyl in increasing overdose risk has also been reported in other studies among people who use opioids [25-27].

Although participants described the importance and difficulty of avoiding fentanyl, they also described the desire to use drugs that were involved in an overdose because of that indicated potency. This mix of fentanyl avoidance and seeking was also seen in a qualitative study in Pennsylvania, United States, among persons with recent opioid misuse or heroin use [28]. Participants seemed to be aware of this paradox but rationalized it by characterizing themselves as using opioids for a long time and having a high opioid tolerance and, therefore, at lower risk of an overdose. This was similar to our findings among REBOOT pilot participants, where participants who were older had lower odds of perceived overdose risk [29]. Pilot participants similarly described inexperience as a main contributor to overdose events that they witnessed in other people but not to overdoses that they personally experienced [30]. This finding led to a greater emphasis in the intervention on helping participants develop a realistic assessment of their risk for overdose.

The predominant role of fentanyl in opioid overdose affected participants’ perceptions of traditional overdose prevention strategies. Using the same dealer was not considered an effective strategy to reduce overdose risk because of the uncertainty in the drug supply at every level, which has been reported in another study among people who have survived opioid overdose [26]. Tester shots or slow shots were acceptable and considered particularly important if fentanyl could be a possible contaminant and after periods of not using opioids (eg, incarceration). Fentanyl test strips were generally viewed as helpful but were considered unavailable at the time we conducted the focus groups. Studies have shown fentanyl test strips to be acceptable, easy to use, and associated with overdose prevention behaviors (eg, not using drugs that test positive for fentanyl and having naloxone available) [31]. As the lack of a relative safety benefit from smoking fentanyl, compared with injecting it, has become apparent, we have tailored risk reduction messages regarding route of administration to the opioid being used, and we do not explicitly recommend smoking fentanyl for overdose prevention.

In addition to opioid overdose prevention strategies, we discussed effective overdose response. Participants had experience responding to overdose, including using naloxone, which was considered an effective and acceptable response strategy. Participants also described witnessing overdose reversals when stimulation was used (eg, applying something cold). Study participants considered these alternative response strategies as effective, which has been reported in another study among people who use opioids [32]. For naloxone or other overdose response strategies to be effective, there must be someone present who is able to respond. Of the 10 participants, 3 (30%) reported using opioids alone, and they described strategies to remain accessible to others in the event that they experienced an overdose. In a study among people who recently used nonmedical opioids in New York City, New York, United States, age of ≥50 years and non-Hispanic Black race were associated with increased odds of not having naloxone present and a person trusted to administer it when using opioids [33]. Messages highlighting the importance of not using opioids alone should be emphasized among individuals who are less likely to have someone present if they overdose, which may include older and non-Hispanic Black people who use opioids.

There was a common fear of arrest or other negative consequences related to calling 911 in the event of an overdose, a common finding from prior research [25,34-41] that does not seem to have been significantly mitigated by Good Samaritan legislation. Techniques to minimize negative outcomes were discussed by participants, including telling the dispatcher that the person was “not breathing” and not that they had used drugs, which aligns with overdose response guidance from the National Harm Reduction Coalition [42]. Providing individuals with information about what to communicate to dispatchers may alleviate some fears associated with calling 911.

The subsequent phases of the ADAPT-ITT process, including expert review and testing, further helped to refine the intervention. These later modifications were typically minor, including additional detail to improve clarity and changing the manual’s formatting to increase usability. After internal testing at the study sites, we finalized the REBOOT 2.0 counseling manual and are currently evaluating the efficacy of the intervention in our ongoing clinical trial.

**Limitations**

This study includes limitations. The focus groups were small, which can limit the generalizability of findings; however, considering the narrow and clear scope of the research (ie, adapting an existing intervention), active participation of the attendees, and repeat themes that arose during conversation, we believe that the number of attendees (n=10) was sufficient for the aims of this study [43]. Our findings may have been affected by social desirability and selection biases [40,44]. Nonetheless, our findings are similar to those among other groups of people who use opioids [29,30]. The study was conducted in a single setting, limiting the generalizability of findings to other locations. However, theater testing in the ADAPT-ITT framework is intended to be conducted among the population.
that the intervention is being adapted for, which in this case was survivors of opioid overdose who use opioids in Boston [15]. As fentanyl has since become more prevalent across the United States, our findings may have become relevant to other locations across the country.

Of the 10 participants, 3 (30%) were women, and additional research may be needed to further explore potential gender-specific intervention adaptations [39,45]. We requested feedback from 3 topical experts and our study teams, and their opinions may not reflect those of other experts and service providers of people who use opioids. Our focus group interview guide asked broad questions about participants’ perceptions of the counseling intervention and did not elicit feedback for each step of the intervention. More targeted questions could have provided more detailed recommendations for how to improve each counseling step.

Conclusion

We successfully used the ADAPT-ITT approach to modify an opioid overdose prevention intervention, ensuring its applicability in a new geographic area and in the setting of a more potent street opioid. We conducted theater testing with people who use opioids, a challenge given the short-acting nature of fentanyl. Important adaptations resulted from this stage of the process, which led to a more appropriate intervention for people who use fentanyl. Incorporating input and lessons learned from people who use substances was key to optimizing our counseling intervention and messaging. Additional improvements were made through expert review and internal piloting. As fentanyl became the dominant street opioid in San Francisco during the full REBOOT trial, these adaptations proved essential.
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Abstract

Background: Facioscapulohumeral dystrophy (FSHD) is a progressive muscle dystrophy disorder leading to significant disability. Currently, FSHD symptom severity is assessed by clinical assessments such as the FSHD clinical score and the Timed Up-and-Go test. These assessments are limited in their ability to capture changes continuously and the full impact of the disease on patients’ quality of life. Real-world data related to physical activity, sleep, and social behavior could potentially provide additional insight into the impact of the disease and might be useful in assessing treatment effects on aspects that are important contributors to the functioning and well-being of patients with FSHD.

Objective: This study investigated the feasibility of using smartphones and wearables to capture symptoms related to FSHD based on a continuous collection of multiple features, such as the number of steps, sleep, and app use. We also identified features that can be used to differentiate between patients with FSHD and non-FSHD controls.

Methods: In this exploratory noninterventional study, 58 participants (n=38, 66%, patients with FSHD and n=20, 34%, non-FSHD controls) were monitored using a smartphone monitoring app for 6 weeks. On the first and last day of the study period, clinicians assessed the participants’ FSHD clinical score and Timed Up-and-Go test time. Participants installed the app on their Android smartphones, were given a smartwatch, and were instructed to measure their weight and blood pressure on a weekly basis using a scale and blood pressure monitor. The user experience and perceived burden of the app on participants’ smartphones were assessed at 6 weeks using a questionnaire. With the data collected, we sought to identify the behavioral features that were most salient in distinguishing the 2 groups (patients with FSHD and non-FSHD controls) and the optimal time window to perform the classification.

Results: Overall, the participants stated that the app was well tolerated, but 67% (39/58) noticed a difference in battery life using all 6 weeks of data, we classified patients with FSHD and non-FSHD controls with 93% accuracy, 100% sensitivity, and 80% specificity. We found that the optimal time window for the classification is the first day of data collection and the first week of data collection, which yielded an accuracy, sensitivity, and specificity of 95.8%, 100%, and 94.4%, respectively. Features relating to smartphone acceleration, app use, location, physical activity, sleep, and call behavior were the most salient features for the classification.
This study aimed to address this by first classifying disease severity but also evaluating social and physical activity data. Disease severity may be improved by not only measuring muscle mass but also tracking the physical and social activity of patients. Therefore, assessing the impact of new treatments is complicated because disease progression is slow and no objective surrogate end point is currently in use.

Introduction

Background

A recent Dutch population study on facioscapulohumeral dystrophy (FSHD) estimated that approximately 2000 people in the Netherlands and approximately 800,000 people worldwide are living with FSHD [1]. Often, early symptoms include difficulty whistling, smiling, and closing the eyelids while asleep. Weakness of the facial muscles is generally followed by scapular winging. This abnormal positioning of the shoulder bone impairs the movement of the shoulders and arms. Further weakening of the muscles is commonly observed in the upper arms and may progress to the hip girdle and lower legs in severe cases. Less visible symptoms of FSHD are chronic pain and fatigue [2]. In addition to the physical symptoms the diagnosis of FSHD comes with an emotional and social burden. The highly variable and unpredictable progression of the disease can have a strong impact on the quality of life [3,4]: 90% of the affected individuals have visible symptoms by the age of 20 years and 1 in 5 patients with FSHD eventually becomes wheelchair dependent [5].

No therapy is currently available that stops the progression of FSHD [6-9]. Patients thus have to rely on symptomatic treatment such as medical devices or surgical intervention [2]. The development of novel treatment options to delay or halt disease progression is currently under investigation. However, measuring the effect of such new treatments is complicated because disease progression is slow and no objective surrogate end points, predictive for clinical benefit, have been established. App-based technologies may help to more closely monitor FSHD symptom progression and evaluate potential treatment effects on a continuous basis.

Currently, FSHD symptom severity is assessed by clinical scoring of symptoms such as the FSHD clinical score or performance tests such as the Time Up-and-Go test (TUG) and Reachable Workspace assessment [10-12]. These clinical severity and functional scores have several drawbacks. Scores change very slowly over time [13], are assessed in a clinic at a specific moment, and do not cover the implications of the disease on social and physical activity during daily life. The progressive muscle weakness characterizing FSHD leads to massive changes in the way people live their lives, affecting how they get around, how they complete daily activities, and whether they can work or care for children. Therefore, assessing disease severity may be improved by not only measuring muscle function but also evaluating social and physical activity data. This study aimed to address this by first classifying disease using a smartphone app and wearables to continuously remotely monitor features relating to biometric, physical, and social activities of patients with FSHD in comparison with those of non-FSHD controls. Subsequently, we performed a second analysis in which we aimed to assess disease severity. This analysis will be described in a different paper.

Objectives

We investigated the feasibility of remotely monitoring multiple features such as step count, sleep, app use, and location tracking in patients with FSHD and non-FSHD controls. First, we evaluated the participants’ tolerability of these devices. We then characterized the patients with FSHD and non-FSHD controls in terms of composites of social, physical, and biometric activities. We sought to (1) distinguish patients with FSHD from non-FSHD controls using a classification machine learning model and determine the minimum monitoring window needed to perform the classification and (2) identify which of the remotely monitored features were most salient in differentiating between the 2 groups.

Methods

Study Overview

We conducted a cross-sectional, noninterventional study in patients with FSHD and non-FSHD controls. A total of 58 participants (n=38, 66%, patients with genetically confirmed FSHD and n=20, 34%, non-FSHD controls) were included in this study at the Centre for Human Drug Research (CHDR) in Leiden, The Netherlands, between April 2019 and October 2019. Patients were recruited from The Netherlands and Belgium.

Ethics Approval

This study was performed in compliance with International Council for Harmonisation Good Clinical Practice and approved by the Stichting Beoordeling Ethiek Biomedisch Onderzoek Medical Ethics Committee (Assen, The Netherlands; CCMO number NL69288.056.19) according to Wet medisch-wetenschappelijk onderzoek met mensen (Dutch law on medical-scientific research with humans).

Patient Population

To represent the clinical FSHD spectrum based on symptom severity and age, up to 40 patients with FSHD (and also 20 control participants) were deemed sufficient. As this study was exploratory, sample size was not based on power calculations.

Eligible patients with FSHD were aged >16 years, had genetically confirmed FSHD (FSHD1 or FSHD2), were symptomatic as demonstrated by the FSHD clinical score of 9 or higher, and had a genetically confirmed non-FSHD control. Eligible non-FSHD controls were aged >16 years, had no history of neuromuscular disease, and had a genetically confirmed non-FSHD control.
>0, and had an Android phone that they used as their main phone or were willing to use one for the duration of the study period. Patients with any comorbidity, expected to affect the measurements, were excluded. Eligible control participants were included using the same inclusion and exclusion criteria that were used to recruit the patients, except they did not have a diagnosis or symptoms of FSHD.

**Data Collection**

**Clinical Assessments**

On the first and last days of the study period, the FSHD clinical score assessment was performed in the group consisting of patients with FSHD, whereas the TUG was performed in both groups. On day 42 in both groups the user experience was assessed and the perceived burden questionnaire (Multimedia Appendix 1) administered.

The FSHD clinical score is a standardized clinical score that quantifies muscle weakness by combining the functional evaluations of the 6 muscle groups affected in FSHD. The scale is divided into 6 independent sections that assess the strength and the functionality of facial muscles, scapular girdle muscles, upper limb muscles, distal leg muscles, pelvic girdle muscles, and abdominal muscles [11]. The TUG assesses mobility and balance by measuring the time it takes for a participant to stand up from a seated position in a chair, walk 3 meters, turn around, walk back 3 meters, and sit down again [12]. The user experience and perceived burden questionnaire was developed by the CHDR to measure the impact of remote monitoring of apps on smartphone performance. The questions are based on the overall experience of CHDR with mobile apps.

**Remote Monitoring Platform**

All participants were remotely monitored using the CHDR Monitoring Remotely (CHDR MORE) platform for 42 days. CHDR MORE is a highly customizable platform that allows remote monitoring of participants using smartphones and wearables. The infrastructure used includes an Android app to collect data from smartphone sensors and a connection to the Withings Health (Withings) web-based platform to collect wearable data. All collected features are described in Table 1.

<table>
<thead>
<tr>
<th>Device and sensor</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Smartphone</strong></td>
<td></td>
</tr>
<tr>
<td>Accelerometer</td>
<td>Maximum magnitude of the acceleration: 98%</td>
</tr>
<tr>
<td>Apps</td>
<td>Number of times an app is opened; amount of time app is open in foreground</td>
</tr>
<tr>
<td>GPS</td>
<td>Total kilometers traveled per day; average kilometers traveled per trip; 95% maximum distance from home</td>
</tr>
<tr>
<td>Google Places</td>
<td>Number of unique places visited; time spent at each unique location</td>
</tr>
<tr>
<td>Calls</td>
<td>Number of outgoing, incoming, and missed calls; number of calls from known and unknown contacts</td>
</tr>
<tr>
<td>Microphone</td>
<td>Percentage of time a human voice is present</td>
</tr>
<tr>
<td><strong>Wearables (Withings)</strong></td>
<td></td>
</tr>
<tr>
<td>Watch step count</td>
<td>Total step count; mean steps per minute; mean steps per hour; maximum steps per hour</td>
</tr>
<tr>
<td>Watch heart rate</td>
<td>Heart rate: 5%, 50%, and 95% ranges and SD of heart rate percentage of time spent in resting heart rate</td>
</tr>
<tr>
<td>Watch sleep</td>
<td>Awake as well as light and deep sleep duration (minutes); number of awake as well as light and deep sleep periods; time to fall asleep (minutes)</td>
</tr>
<tr>
<td>Watch physical activity</td>
<td>Soft, moderate, and hard activity duration</td>
</tr>
<tr>
<td>Blood pressure monitor</td>
<td>Systolic and diastolic blood pressure</td>
</tr>
<tr>
<td>Scale</td>
<td>Weight (kg); muscle mass (kg); bone mass (kg); body fat (%); body water (%)</td>
</tr>
</tbody>
</table>

**Smartwatch, Smart Scale, and Blood Pressure Monitor**

In total, three commercially available Withings devices were used: (1) heart rate, step count, and sleep patterns were assessed by the Withings Steel HR smartwatch; (2) weight, BMI, and skeletal muscle mass were assessed by the Withings Body+ scale; and (3) systolic blood pressure and diastolic blood pressure were assessed by the Withings blood pressure monitor. Data from the Withings devices were collected on the phone using Bluetooth and sent to the Withings storage servers before being transferred to a CHDR server. Participants were instructed to wear the Withings Steel HR smartwatch continuously for the duration of the study, and they measured their weight and blood pressure themselves weekly using the Withings Body+ scale and Withings blood pressure monitor, respectively.

**Privacy**

The data collection as part of this study may raise privacy and data safety concerns. Therefore, during development of the CHDR MORE app, we addressed these concerns by building in several measures to maximize privacy for all participants. First, all data sources such as SMS text messaging logs, phone calls, and microphone activation only report summative outcomes. These sources cannot send the content of messages or whole recordings to the CHDR servers. In addition, location data only report relative location instead of absolute GPS coordinates. Furthermore, all calculations such as human voice detection are performed on the Android phone itself and removed afterward and all personal data are coded and safely stored on certified CHDR servers.
Statistical Analysis

Data Preprocessing

The data preprocessing and analysis pipelines were developed using Python (version 3.6.0; Python Software Foundation). The Python library scikit-learn was used for the feature extraction and the development of the machine learning models [14]. All data were manually and visually inspected for missing data and outlier data. The identified outliers (e.g., traveling 10,000 kilometers in a single day) were subsequently removed from the analysis. Missing or excluded data points were not imputed.

Feature Extraction

As disease progression in FSHD is gradual, the FSHD clinical scores and TUG scores were expected to remain stable during the 6-week period. The daily features were therefore averaged across a defined time window (see the Identification of Optimal Time Window section for more information). Table 1 provides a simplified overview of the features that were extracted from the CHDR MORE app and Withings sensors.

Feature Selection

Before fitting the classification models to the data set, features were excluded using manual and automated feature selection. The authors (AZ, RJD, AC, EvB, GIG, and JDM) of this paper manually excluded features based on the degree of missing data and the clinical relevance of the feature (e.g., time spent on home and house apps were deemed clinically irrelevant). For the automated feature selection, variance inflation factor and stepwise regression were used to exclude multi-collinear features or features that did not provide additive information, respectively.

Classification Models

We used 4 categories of data sets for the classification of patients with FSHD and non-FSHD controls. These categories include the composite data (all features), social data (smartphone features relating to social location, social and communication app use, and phone calls), physical activity data (smartwatch features), and biometric data (scale and blood pressure monitor features). We compared the performance of the logistic regression, random forest, and support vector machine classification models (Multimedia Appendix 2 [15-22]). The performance of these classification models was evaluated by the accuracy, sensitivity, specificity, and Matthews correlation coefficient (MCC). A grid search was performed to find the optimal hyperparameters (the parameters that determine the model’s structure) that would yield the highest sensitivity and specificity for each model. Furthermore, we performed a 5-fold stratified cross-validation. Cross-validation is a resampling method used to evaluate the prediction performance of the classification models. The data were divided into 5 equal subsets, with the same FSHD-to–non-FSHD ratio within each subset; the model was trained on 4 (80%) partitions of the data and tested on 1 (20%) partition. This procedure was repeated 5 times, with each partition serving as a test set once. The performance of each model validation was then averaged.

Identification of Optimal Time Window

In total, 6 weeks of data were collected for this study. As continuous and periodic data collection for long periods of time can be expensive and increase the risk of data loss, we investigated the minimum time window needed for reliable classification. First, we used an incrementally increasing time window to train the classification model, starting from day 1 and adding 1 day until we included all 42 days of data. We examined which time window would yield the highest overall accuracy, sensitivity, and specificity. We compared the performances of 3 classification algorithms (least absolute shrinkage and selection operator [LASSO]-penalized logistic regression, random forest, and support vector machine) to classify patients with FSHD and non-FSHD controls using the incremental time windows. Second, we used the optimal time window to train the classification model and evaluated how stable the classification performance would be for the remaining 5 weeks of data. Here, we evaluated the stability of the algorithm based on the generalization error of the trained classification model [23].

Results

Data Collected

In total, 58 participants (n=38, 66%, patients with FSHD and n=20, 34%, non-FSHD controls) participated in the study. We did not meet our goal of 40 patients because of difficulties in recruiting patients in an acceptable time span. The female-to-male ratio was the same in both populations; however, the median age of the control participants without FSHD was lower than that of their counterparts with FSHD. Table 2 illustrates the demographic and disease characteristics of the participants enrolled in this study. The FSHD clinical scores and TUG scores remained relatively stable during the 6-week period (with a maximum intraparticipant change of 1 point for the FSHD score and 0.63 seconds for the TUG score).
Table 2. Demographics of patients with facioscapulohumeral dystrophy (FSHD) and controls without FSHD (N=58).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Patients with FSHD</th>
<th>Non-FSHD controls</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>23 (61)</td>
<td>11 (55)</td>
</tr>
<tr>
<td>Male</td>
<td>15 (39)</td>
<td>9 (45)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD; range)</strong></td>
<td>45 (14.5; 18-64)</td>
<td>33 (12; 23-69)</td>
</tr>
<tr>
<td><strong>Weight (kg), mean (SD; range)</strong></td>
<td>80 (16; 52-130)</td>
<td>78 (18; 56-129)</td>
</tr>
<tr>
<td><strong>BMI (kg/m^2), mean (SD; range)</strong></td>
<td>26 (4; 20-44)</td>
<td>25 (5; 19-35)</td>
</tr>
<tr>
<td><strong>FSHD clinical score, mean (SD; range)</strong></td>
<td>5 (3; 1-13)</td>
<td>0 (0; 0-0)</td>
</tr>
<tr>
<td><strong>Timed Up-and-Go test (seconds), mean (SD; range)</strong></td>
<td>8.8 (35; 5-15.81)</td>
<td>7.8 (1.55; 6-12.09)</td>
</tr>
</tbody>
</table>

**Perceived Burden and Data Loss**

As shown in Figure 1, overall, 3% (2/58) of the participants found the app on their phone to be annoying. Furthermore, 67% (39/58) of the participants agreed that there was a noticeable difference in battery life, 43% (25/58) agreed that the constant presence of the app was noticeable on their smartphone, 28% (16/58) rated the constant visible notification as annoying, and 26% (15/58) of the participants noted a difference in the speed of their smartphone.

Data completeness is defined as having incoming data for each day of the clinical trial, except for the blood pressure and scale data, for which completeness is defined as having incoming data each week. As phone and SMS text messaging data are activity triggered and are aperiodic, it is not possible to know whether data were missing. Table 3 provides an overview of data completeness for the CHDR MORE app, Withings watch, Withings scale, and Withings blood pressure monitor and their respective sensors.

**Figure 1.** Feasibility and perceived burden of remote monitoring in patients with facioscapulohumeral dystrophy using smartphone-based technologies.
Table 3. Overview of data completeness. The data completeness shows what percentage of data was collected among the participants during the 42 days of the study; hence, in total, there should be 2436 daily instances and 232 weekly instances.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Feature</th>
<th>Overall data completion</th>
<th>Patients with FSHD</th>
<th>Controls without FSHD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>n (%)</td>
<td>N</td>
</tr>
<tr>
<td>Microphone (smartphone)</td>
<td>Voice activation</td>
<td>1181 (74)</td>
<td>1596</td>
<td>688 (81.9)</td>
</tr>
<tr>
<td>Accelerometer (smartphone)</td>
<td>Phone acceleration</td>
<td>1260 (78.95)</td>
<td>1596</td>
<td>656 (78)</td>
</tr>
<tr>
<td>Google Places (smartphone)</td>
<td>Places</td>
<td>1109 (69.49)</td>
<td>1596</td>
<td>616 (73.33)</td>
</tr>
<tr>
<td>GPS (smartphone)</td>
<td>Relative location</td>
<td>1373 (86.03)</td>
<td>1596</td>
<td>785 (93.45)</td>
</tr>
<tr>
<td>App use (smartphone)</td>
<td>Use event aggregate</td>
<td>1404 (87.97)</td>
<td>1596</td>
<td>779 (92.74)</td>
</tr>
<tr>
<td>Withings blood pressure monitor</td>
<td>Blood pressure and heart rate</td>
<td>1452 (91.15)</td>
<td>1596</td>
<td>630 (75)</td>
</tr>
<tr>
<td>Withings scale</td>
<td>Body composition</td>
<td>173 (75.88)</td>
<td>228</td>
<td>88 (73.33)</td>
</tr>
<tr>
<td>Withings scale</td>
<td>Weight</td>
<td>205 (89.91)</td>
<td>228</td>
<td>108 (90)</td>
</tr>
<tr>
<td>Withings watch</td>
<td>Activity duration</td>
<td>1505 (94.3)</td>
<td>1596</td>
<td>744 (88.57)</td>
</tr>
<tr>
<td>Withings watch</td>
<td>Heart rate</td>
<td>1181 (74)</td>
<td>1596</td>
<td>588 (70)</td>
</tr>
<tr>
<td>Withings watch</td>
<td>Step count</td>
<td>1491 (93.42)</td>
<td>1596</td>
<td>708 (84.29)</td>
</tr>
<tr>
<td>Withings watch</td>
<td>Sleep summary</td>
<td>1408 (88.22)</td>
<td>1596</td>
<td>685 (81.55)</td>
</tr>
</tbody>
</table>

FSHD: facioscapulohumeral dystrophy.

**Feature Selection**

Several features were manually excluded before modeling. Because of the number of participants missing body composition data, we excluded all the body composition data with the exception of weight. Furthermore, we excluded SMS text message use features and app categories that were only used by only 5% (3/58) of the participants.

**Identification of Optimal Time Window and Classification Performance**

Using all 6 weeks of data, the optimal classification model (LASSO-penalized logistic regression) achieved 93% accuracy, 100% sensitivity, 80% specificity, and 85% MCC. This classification model identified 15 features that were relevant for differentiating between patients with FSHD and non-FSHD controls. Specifically, features such as app use, weight, location, physical activity, and sleep were important for differentiating between the 2 populations (Figure 2). Table 4 shows the predictive features and their positive or negative associations with the classification label. The predictive features indicate that the participants in the group consisting of patients with FSHD were less likely to engage in moderate physical activity and spend time on recreational apps such as entertainment apps, music and audio apps, video players and editing apps, and games. The predictive features also showed that the participants in the group consisting of patients with FSHD were more likely to spend more time at home and health locations than their non-FSHD counterparts. Table 5 provides a summary of the number of selected features and the respective performance metric for each of the data sets fitted to the 6-week LASSO-penalized logistic regression model. The table illustrates that the composite data set model outperformed the models fitted to the social, physical activity, and biometric data sets. The MCC is used to select the best model because it corrects for class imbalances. The scores of the individual data sets are included to give an overview of their performance on their own. The MCC values of the social activity, physical activity, and biometric logistic regression models were 52%, 38%, and −21%, respectively.

As for identifying the optimal time window for accurately classifying the patients with FSHD and non-FSHD controls, we found that training the random forest on the data collected on the first day and the data collected during the first week yielded an accuracy, sensitivity, specificity, and MCC of 95.8%, 100%, 94.4%, and 93.8% (Figure 3). This approach outperformed the classification models that were trained on all 6 weeks of data. We also trained classification models on the first week’s data and fitted the data from subsequent weeks to assess the stability of the classification performance over time (Figure 4). We found that the random forest achieved the best overall performance, with a mean accuracy, sensitivity, specificity, and MCC of 95% (SD 0.5%), 97.6% (SD 3.6%), 94.1% (SD 0.9%), and 93.6% (SD 0.1%), respectively. Figure 5 provides a Shapley additive explanations plot that illustrates the magnitude and direction of the effect of a feature on a prediction. Of the 20 selected features, the top 5 (25%) most important features for the classification were mean kilometers traveled, 95% maximum distance from home, total kilometers traveled, 95% highest heart rate, and intense activity duration. For each of these features, the participants in the group consisting of patients with FSHD had lower scores than the non-FSHD controls.
Figure 2. Selected features for classifying patients with facioscapulohumeral dystrophy and those without facioscapulohumeral dystrophy based on the composite data set using all 6 weeks of data and the least absolute shrinkage and selection operator–penalized logistic regression model. Unstandardized estimated coefficients indicate the direction of the association between the feature and the classification label.

Table 4. Selected features for classifying patients with facioscapulohumeral dystrophy and controls without facioscapulohumeral dystrophy based on the complete 6-week composite data set. Unstandardized estimated coefficients indicate the direction of the association between the feature and the classification label.

<table>
<thead>
<tr>
<th>Feature category and feature</th>
<th>Unstandardized estimated coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activity</td>
<td></td>
</tr>
<tr>
<td>Moderate activity duration</td>
<td>-0.04</td>
</tr>
<tr>
<td>App</td>
<td></td>
</tr>
<tr>
<td>Time spent on recreational apps</td>
<td>-0.53</td>
</tr>
<tr>
<td>Body</td>
<td></td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>-0.45</td>
</tr>
<tr>
<td>Location</td>
<td></td>
</tr>
<tr>
<td>Distance from home: 95%</td>
<td>0.85</td>
</tr>
<tr>
<td>Time spent at location</td>
<td></td>
</tr>
<tr>
<td>Travel location</td>
<td>1.00</td>
</tr>
<tr>
<td>Home location</td>
<td>0.67</td>
</tr>
<tr>
<td>Unknown location</td>
<td>0.53</td>
</tr>
<tr>
<td>Health location</td>
<td>0.29</td>
</tr>
<tr>
<td>Public location</td>
<td>-0.12</td>
</tr>
<tr>
<td>Social location</td>
<td>-0.14</td>
</tr>
<tr>
<td>Commercial location</td>
<td>-0.94</td>
</tr>
<tr>
<td>Sleep</td>
<td></td>
</tr>
<tr>
<td>Average total sleep duration</td>
<td>0.65</td>
</tr>
<tr>
<td>Light sleep duration</td>
<td>-0.35</td>
</tr>
<tr>
<td>Number of awake periods during a sleep session</td>
<td>-0.61</td>
</tr>
<tr>
<td>Maximum total sleep duration</td>
<td>-0.69</td>
</tr>
</tbody>
</table>
Table 5. Summary of number of selected features and the respective performance metric for each of the data sets used to classify the patients with facioscapulohumeral dystrophy from the controls without facioscapulohumeral dystrophy.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Number of selected features</th>
<th>Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>MCCa (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Composite</td>
<td>15</td>
<td>93</td>
<td>100</td>
<td>80</td>
<td>85</td>
</tr>
<tr>
<td>Biometric</td>
<td>5</td>
<td>57</td>
<td>89</td>
<td>0</td>
<td>−21</td>
</tr>
<tr>
<td>Social</td>
<td>10</td>
<td>79</td>
<td>90</td>
<td>60</td>
<td>52</td>
</tr>
<tr>
<td>Physical activity</td>
<td>13</td>
<td>71</td>
<td>78</td>
<td>60</td>
<td>38</td>
</tr>
</tbody>
</table>

aMCC: Matthews correlation coefficient.

Figure 3. Performance of the incremental classification predictions for 3 classifiers (logistic regression, random forest, and support vector machine). The x-axis shows the time window for training the classification models starting from day 1 to day 42. The error bands represent the SD of the classification performance for the 5-fold cross-validation.

Figure 4. Performance of 3 classifiers (logistic regression, random forest, and support vector machine) trained on the week 1 data and used to predict the classification diagnosis of the subsequent weeks of data. The error bands represent the SD of the classification performance for the 5-fold cross-validation.
Discussion

Principal Findings

We investigated the feasibility of monitoring and characterizing the physical, social, and biometric features of patients with FSHD and non-FSHD controls using remote monitoring technologies. The use of the remote monitoring platform was well tolerated by all participants. Next, we found that a minimum of 1 day of data and a maximum of 1 week of data can be used to reliably classify the 2 populations. In fact, an FSHD classification model trained on data from a shorter time window outperformed a classification model trained on data from the entire 6-week period. Furthermore, we illustrated that a classification model trained on the first week’s data yielded stable and reliable classification predictions across the remaining 5-week period.

Most (37/58, 64%) of the participants tolerated the CHDR MORE app constantly running on their smartphone (Figure 1). Of the 58 participants, only 2 (3%) stated that the app was annoying. However, the results show that some of the participants agreed that there was a noticeable difference in smartphone speed performance (14/58, 25%), stability (8/58, 14%), and overall battery life (39/58, 67%). Therefore, the presence of the app was noticeable for some (25/58, 43%) of the participants. The decrease in smartphone performance (ie, speed, stability, and battery performance) was likely due to the continuous sampling of the sensors. As this was the first study in this specific patient group with this platform, all smartphone sensors were frequently sampled to capture all possible features. With the collected data in this study, we identified the features that are useful in differentiating between patients with FSHD and non-FSHD controls. In future studies, noncontributing raw data such as data from the accelerometer and gyroscope (both sampled at 5 Hz) can be turned off to reduce the burden on the battery performance and overall user experience. We do not know for certain whether, and how, the noticeability of the app affects participants’ behavior. Of the 58 participants, 6 (10%) stated that they noticed a change in smartphone use for themselves, which may mean that they changed their behavior. Therefore, participants will know that they are participating in a study and that they are being constantly monitored even if the app is perfectly optimized. As a result, some sort of change in behavior can be expected.

As for the user experience and perceived burden questionnaire, we designed a questionnaire based on our own experiences with smartphone use and the predicted effects of the CHDR MORE app on smartphones. This questionnaire was not validated in any other study. At the time of designing the study, there were no validated and published smartphone app questionnaires that...
would fit our purpose. For example, the mHealth App Usability Questionnaire [24] focuses more on active smartphone apps, where there is interaction between the app and the participants. The CHDR MORE app is a passive app, requiring almost no interaction between the app and the user. Therefore, the questions should be more focused on the indirect effects of the app, such as more frequent crashes in other apps, subjective loss of snappiness of the operating system, or issues with battery performance. Although our questionnaire is not validated, it was considered the best way to accurately capture the perceived impact of the CHDR MORE app on smartphone use.

Feature selection is one of the most important processes for building a classification model. The inclusion of irrelevant features can confound the interpretability of the model because potentially predictive features would be excluded and therefore seem to be irrelevant. For example, because the patients with FSHD had more text-related activity than the non-FSHD controls, the SMS text messaging features were selected as important classification features. Given that the SMS text messaging features were not deemed clinically relevant because only 55% (21/38) of the patients with FSHD and 50% (10/20) of the non-FSHD controls actively sent outgoing SMS text messages and the majority of the SMS text messages were exchanged with unknown contacts, we excluded the SMS text messages as a feature. As a result, features that were initially not selected by the model for inclusion, such as sleep, were now deemed important features. The SMS text messaging features masked the relevance of other potentially predictive features. The features that researchers manually choose to include or exclude will influence the interpretability and stability of the model. It should be noted that although SMS text messaging features were excluded, features regarding instant messaging app use were included.

Our classification models allowed for the identification of a stable set of features that were distinctive of FSHD symptomology. We believe that identifying which remotely monitored features are relevant to FSHD can be a first step toward continuous monitoring of symptom severity and disease progression. For example, our classification model identified sleep as a relevant feature for classifying patients with FSHD. Other studies have found that patients with FSHD typically experience sleep anomalies because of anxiety, respiratory muscle dysfunction, and pain [25-27]. This illustrates that the CHDR MORE platform is sensitive enough to detect and monitor sleep anomalies among individuals with FSHD outside of the clinic. Furthermore, location-related features were relevant for differentiating between the 2 populations. In this study, the patients with FSHD spent more time at home, in areas with public transportation, or at health locations than the healthy participants. Patients with FSHD face a range of physical challenges because of the functional deterioration in the affected muscular regions. Consequently, patients with FSHD may become more home bound and more reliant on public transportation for travel, as well as require more visits to their physicians. In conclusion, the CHDR MORE platform provides data that can be used to show differences in the daily lives of patients with FSHD and controls without FSHD.

We demonstrated that there is a trade-off among the classification accuracy, the number of sensor measurements, and the duration of the monitoring period. Previous studies have demonstrated that using data from multiple sensors improves the detection of mental and physical health status compared with using data from a single sensor [28-30]. We illustrated that social activity, physical activity, and biometric data alone are insufficient for the accurate classification of FSHD. Rather, the inclusion of data from the smartphone, smartwatch, and scale improves the performance of the FSHD classification algorithm. Although the modeling of multi-sensor data can be advantageous, it can lead to several practical limitations. The inclusion of more features can increase the model’s complexity and thus limit the model’s explainability. Furthermore, the inclusion of more sensors and a longer monitoring period can be more expensive, potentially limit the number of participants enrolled in a study, and increase the risk of data loss. Future studies will need to weigh the advantages and disadvantages of integrating smartphones, smartwatches, scales, and monitoring period into their remotely monitored FSHD clinical trials.

Despite the good performance of our model, this study includes some limitations. The patients with FSHD and non-FSHD controls were comparable except for the age demographic. The median age of the non-FSHD controls was approximately 13 years less than that of the patients with FSHD. Generally, the older the person, the less they tend to use their smartphone and, in particular, the less they tend to use communication and social apps [31]. When characterizing patients with FSHD and non-FSHD controls based on active smartphone use, the model may be biased because of the difference in age. However, as seen in the results, only 1 feature of active smartphone use—time spent on recreational apps—was included in the final model for the characterization of patients with FSHD, which may limit the impact of this difference. The other features used in the composite model consist of either physical activity features collected passively from the smartphone or biometric data collected from the Withings devices. Therefore, we believe that the impact of these contaminated data on the performance of our model is low.

The objective of our study was to capture continuous sensor data. However, these data can only be considered reliable when participants carry their smartphone and have it turned on all the time. During this study, all participants were instructed to do so. However, data captured when the participant was not carrying their smartphone could not be distinguished from data captured when the participant was carrying the smartphone. Therefore, all instances in which the smartphone is not carried or turned on result in unrepresentative data. These data get mixed in the real data because these moments cannot be filtered out of the data with full certainty, resulting in unreliable data. Of note, there is no easy solution to this problem. It would be difficult to continuously check whether the participants are carrying their smartphone using the built-in sensors. However, adherence to this requirement is an important aspect in remote data collection, emphasizing the need for clear instructions on this adherence aspect to participants during training sessions before study start.
The level of data loss from the Withings scale indicates that improvement is needed to gather reliable scale data (Table 3). Data loss occurred for both the patients with FSHD and the non-FSHD controls, indicating that the loss of data was unlikely related to any of the FSHD symptoms. Although clear instructions were given at the beginning of the study and all participants received a manual with the same instructions, we believe that the data loss was caused by improper use of the scale by the participants. The weight measurement consisted of two parts: (1) measurement of weight and (2) measurement of body composition. Weight was determined first, followed by a blinking notification on the display during the measurement of body composition. This might have given the impression to the participant that the measurement had been completed, causing them to interrupt the second part of the measurement, resulting in an incomplete measurement. For future studies, we recommend incorporating a live training at the beginning of the study on the correct use of the scale.

Efficient clinical testing of any FSHD intervention or of any drug targeted at improving function of patients with FSHD or delaying disease progression requires the availability of clinical biomarkers that ideally change relatively rapidly over time; correlate with, and allow for, prediction of progression of the existing clinical severity and functional scores; and allow for identification of fast progressors. Using data collected in a home setting might provide a more comprehensive picture of the evolution of a patient’s overall condition over time. This study is a first step in the development and validation process of using data collected by a specific remote monitoring platform for use in patients with FSHD. The features described in this paper may be useful in further evaluating the impact of the disease and monitoring disease progression in patients with FSHD in the future [13]. More extensive data from longitudinal studies are needed to further define how social, physical, and biometric data collected remotely can be used to monitor symptoms.

Conclusions

To conclude, this study illustrates that the collection of smartphone data and wearable data is acceptable to patients with FSHD and non-FSHD controls and can be used to differentiate between the 2 populations. We showed that remotely monitored end points can capture behavioral differences between patients and controls. Further longitudinal studies are warranted to study the potential of using a remote monitoring system for detecting FSHD symptom severity and possible drug effects.
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Abstract

Background: The Food and Drug Administration Center for Biologics Evaluation and Research (CBER) established the Biologics Effectiveness and Safety (BEST) Initiative with several objectives, including the expansion and enhancement of CBER’s access to fit-for-purpose data sources, analytic tools, and infrastructures to improve the understanding of patient experiences with conditions related to CBER-regulated products. Owing to existing challenges in data collection, especially for rare disease research, CBER recognized the need for a comprehensive platform where study coordinators can engage with study participants and design and deploy studies while patients or caregivers could enroll, consent, and securely participate as well.

Objective: This study aimed to increase awareness and describe the design, development, and novelty of the Survey of Health and Patient Experience (SHAPE) platform, its functionality and application, quality improvement efforts, open-source availability, and plans for enhancement.

Methods: SHAPE is hosted in a Google Cloud environment and comprises 3 parts: the administrator application, participant app, and application programming interface. The administrator can build a study comprising a set of questionnaires and self-report entries through the app. Once the study is deployed, the participant can access the app, consent to the study, and complete its components. To build SHAPE to be scalable and flexible, we leveraged the open-source software development kit, Ionic Framework. This enabled the building and deploying of apps across platforms, including iOS, Android, and progressive web applications, from a single codebase by using standardized web technologies. SHAPE has been integrated with a leading Health Level 7 (HL7®) Fast Healthcare Interoperability Resources (FHIR®) application programming interface platform, 1upHealth, which allows participants to consent to 1-time data pull of their electronic health records. We used an agile-based process that engaged multiple stakeholders in SHAPE’s design and development.

Results: SHAPE allows study coordinators to plan, develop, and deploy questionnaires to obtain important end points directly from patients or caregivers. Electronic health record integration enables access to patient health records, which can validate and enhance the accuracy of data-capture methods. The administrator can then download the study data into HL7® FHIR®–formatted JSON files. In this paper, we illustrate how study coordinators can use SHAPE to design patient-centered studies. We demonstrate its broad applicability through a hypothetical type 1 diabetes cohort study and an ongoing pilot study on metachromatic leukodystrophy to implement best practices for designing a regulatory-grade natural history study for rare diseases.
Conclusions: SHAPE is an intuitive and comprehensive data-collection tool for a variety of clinical studies. Further customization of this versatile and scalable platform allows for multiple use cases. SHAPE can capture patient perspectives and clinical data, thereby providing regulators, clinicians, researchers, and patient advocacy organizations with data to inform drug development and improve patient outcomes.

(JMIR Form Res 2022;6(9):e38579) doi:10.2196/38579
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Introduction

Barriers to the Study of Rare Diseases

Treatments for rare diseases comprise the fastest-growing subcategory of novel drugs and biologics approvals in the United States [1]. In 2020, 58% of all novel drugs approved by the US Food and Drug Administration (FDA) and 20% of all novel biological products were designated to treat rare diseases [2]. In the United States, a rare disease, as defined by the Orphan Drug Act of 1983, is a condition that affects <200,000 people in the United States [3]. However, despite significant progress in rare disease therapeutic development, only a few hundred of the 7000 known rare diseases currently have an FDA-approved treatment [4]. This leaves many patients with rare diseases with few or no treatment options.

Research and development for the treatment of rare diseases involve several challenges, including underdiagnosis and delayed diagnosis [5,6]. In addition, there is insufficient knowledge of the natural history of most rare diseases. Related to this is the heterogeneous pathogenesis of many rare diseases. Not all rare diseases present or progress in the same way from individual to individual, which complicates drug development [1].

The lack of information on the natural history of many rare diseases stems from the overall low prevalence of the diseases, making it difficult to recruit and retain sufficient population sizes for natural history studies and clinical trials. This includes gathering appropriate control groups against which to compare health outcomes in patients with rare diseases [7].

Furthermore, given the small population sizes available for these studies, other constraints arise. Patients are often widely dispersed geographically, which creates logistical barriers. Patients may have limited access to clinical sites where trials are conducted, which can increase the burden for those participating in the trials [8,9].

Owing to these challenges, clinical evidence on rare diseases is often limited because of a lack of sufficient and robust clinical data [10]. This negatively affects the quality of scientific evidence required to support clinical and regulatory decision-making.

An intuitive, comprehensive platform, such as the one described in this paper, presents an opportunity to confront these barriers and strengthen the clinical evidence base by making research on rare diseases more feasible. Specifically, it may be able to reduce the high burdens of travel, time, and overall fatigue faced by patients and their caregivers when participating in rare disease studies at remote clinical sites. The Survey of Health and Patient Experience (SHAPE) participant app can easily collect patient experience data regardless of their location or time. Thus, the use of a mobile app could accelerate meeting the unmet needs of patients with rare diseases by helping researchers gain greater knowledge on disease conditions.

Literature Review of Data-Collection Approaches for Rare Diseases

In recent years, innovative approaches have been developed offering substantial promise in promoting more efficient and effective ways of collecting data for epidemiological and clinical studies. These approaches can be applied to overcome methodological and logistical challenges inherent to rare disease research. A literature review was conducted to assess existing mobile apps and tools available for the collection of self-reported patient data used in clinical studies. A targeted search was conducted in PubMed by using the keywords patient reported outcomes and patient reported outcome measures. Additional details on this search strategy are included in Multimedia Appendix 1.

The search identified numerous tools available for individual diseases or outcomes under study [11-20], as well as remappable resources (ie, migrating data from one system to another), such as REDCap (Research Electronic Data Capture; Vanderbilt University) and the FDA MyStudies app [21,22]. Most single-study apps are limited to the disease or condition under investigation, such as Parkinson disease and asthma [11,12]. The FDA MyStudies app collects information that is unavailable in their electronic health records (EHRs) directly from patients and combines it with the data from their EHRs [22]. REDCap is a web-based application used to create surveys and research forms to capture data for clinical research [21]. These tools were assessed to understand the current state of the field regarding the existing functionality, applications, strengths, and gaps.

Purpose of the SHAPE Platform

The FDA Center for Biologics Evaluation and Research (CBER) Biologics Effectiveness and Safety (BEST) Initiative recognizes the need for innovative approaches that facilitate efficient and effective ways of collecting fit-for-purpose data for patient-centered studies. To respond to this need, the Biologics Effectiveness and Safety Initiative sought to design and develop the SHAPE platform.

SHAPE was developed to provide an open-source platform that study coordinators and research teams can use to customize
studies and scale data-collection efforts. It was designed with interoperability in mind to allow seamless health data exchange and integration with EHR systems while meeting the FDA’s regulatory requirements regarding data security and traceability. SHAPE also facilitates the direct data capture of patient health experiences with a range of health conditions, symptoms, and health care services, as well as the collection of end points that may be relevant to regulators, clinicians, researchers, and patient advocacy organizations. These capabilities allow the collection of longitudinal data outside traditional onsite methods while reducing the burden that patients and their caregivers may face when participating in conventional studies at remote clinical sites, such as travel, costs, time, and overall fatigue. SHAPE is intuitive and highly customizable and offers a wide range of functionalities (eg, questionnaires, self-reports, and EHR linkage), providing a cost-effective solution for organizations to host multiple studies with little additional cost while maintaining control of the platform. SHAPE’s codebase is shared on the FDA public GitHub and is available to any organization interested in leveraging the codebase to set up their own instance of SHAPE [23].

The objective of this study was to describe the design, development, and novelty of SHAPE; its functionality and applications; quality improvement efforts; and plans for its enhancement.

**Methods**

**Overview**

SHAPE is a user-friendly platform that teams can leverage to customize studies and scale data-collection efforts to advance health research. It comprises the following three parts:

1. **Administrator application** that study coordinators and administrators can use to develop and deploy study questionnaires and share important information and resources with participants, shown as A in Figure 1
2. **Participant app** that allows research participants to explicitly consent to and participate in patient-centered studies through their mobile device, shown as B in Figure 1
3. **Application programming interface (API)** that study coordinators can use to push and pull data to SHAPE, shown as C in Figure 1

Figure 1 shows the overall SHAPE architecture, highlighting major features and displaying the various SHAPE users and how they interact with the platform.

**Figure 1.** SHAPE overall architecture. API: application programming interface; EHR: electronic health record; SHAPE: Survey of Health and Patient Experience.

**Definitions**

Throughout this paper, the following terms refer to the corresponding elements of the SHAPE platform:

1. **SHAPE** refers to the platform as a whole.
2. **SHAPE administrator application** refers to the application component used by study coordinators and other administrators.
3. **SHAPE participant app** refers to the app component used by patients and caregivers participating in a SHAPE-based study.
4. **SHAPE API** refers to the API study coordinators can use.

In addition, we use the following terms to further describe the platform and explain the different use scenarios:

1. **Participant** refers to the individual completing a questionnaire in the SHAPE participant app. This can be either a patient or a caregiver who is responding on the patient’s behalf. For instances where it is important to make a distinction, we use **patient** or **caregiver** to identify the respondent specifically.
2. **Study** refers to the questionnaires and health events developed with SHAPE to research a specific question about patient experiences. Although SHAPE uses the term **survey** within the platform, we have chosen to use the term **survey**.
study throughout this paper to clarify that research teams can use SHAPE not just for surveys but also for developing comprehensive studies, including longitudinal studies that may use multiple questionnaires over time.

3. **Questionnaire** refers to the individual sets of questions that study administrators can create within SHAPE for participants to answer.

**Design and Development**

**Agile Application Development Process**

The SHAPE team comprised members from the FDA CBER, IBM, and National Organization for Rare Disorders (NORD) and patient advocates and caregivers connected to NORD. This team used an agile-based software development process, using a combination of principles, methodologies, and delivery expertise. The team worked closely with other subject matter experts to gain a deep understanding of the outcome vision for SHAPE, as well as the requirements and organizational processes needed.

Using an agile-based approach for developing SHAPE had many benefits. An emphasis on stakeholder engagement allowed the team to work with regulators, caregivers, study coordinators, and clinicians to understand and address their current challenges. This included greater insights into the limitations of current methods for recruiting and interacting with patients. The team was able to use stakeholder knowledge to develop features and designs to meet their needs.

The SHAPE team designed, developed, and implemented functionality in 2-week cycles, completing >60 sprints to date.

**SHAPE Architecture**

To build SHAPE as a scalable and flexible platform, the team used an open-source software development kit—Ionic Framework [24]—to build the various SHAPE components and leverage its easy deployment functionality. This allowed the team to deploy SHAPE across multiple operating systems, including iOS, Android, and progressive web applications from a single codebase, using standardized web technologies.

SHAPE is hosted in a Google Cloud environment. This cloud environment provides SHAPE with a secure infrastructure that is scalable while requiring minimal associated costs. These features allow support for large user base populations.

The SHAPE participant app is available in both the Apple App Store and Google Play Store for user downloads. Most updates to the SHAPE participant app are automatically pushed to the users’ mobile devices without the need for a user-initiated upgrade through the app stores. If the development team implements a major feature that is considered a binary update, app users must update the SHAPE participant app via their operating system’s app store.

Currently, studies in SHAPE are by invitation only. Study administrators provide participants with an ID to be used during registration through the SHAPE participant app. To enroll participants in any study, the administrator has two options:

1. Batch input participants by uploading a CSV file containing unique, non–personally identifiable codes

2. Manually enter this information by using a participant import wizard within the SHAPE administrator application

The SHAPE administrator application enables study administrators to build a study, upload participant study cohorts, and communicate with the cohorts through 1 interface. The study built on the SHAPE administrator app is then deployed to participants through the SHAPE participant app.

Each study comprises a set of questionnaires and self-reports. Self-reports are a set number of predetermined questions—curated by study administrators—that are always accessible to participants for ad hoc data submission. These can be health event questions on the occurrence of a medical diagnosis (eg, infection), symptom (eg, fatigue), or medical visit (eg, emergency room or primary care visit). Participants can report these at any point during the time frame of the study by using the SHAPE participant app.

SHAPE is secure and restricted to only administrators and participants of official studies leveraging SHAPE for data-collection efforts. As a result, the apps require authentic log-in credentials to gain access. To ensure a secure connection, the team has developed the SHAPE API, which allows study administrators with approved credentials to automatically push study-specific data to the SHAPE administrator application and pull collected participant data by developing their own code that hits the API target end point. Partner platforms can set up a seamless integration connection if the user is authenticated to connect to the end points.

SHAPE’s flexible and scalable solution architecture allows for administrator multitenancy. This restricts access for accounts based on their organization, enabling users to only view and export their organization’s studies and participant data. All organizations must work with the SHAPE team to request an administrator account, which will create their own organization-specific sandbox. A benefit of the multitenancy feature is that it allows for multiple groups within an organization to leverage SHAPE without requiring the development and maintenance of their own instance of SHAPE. The cost and time savings are substantial, as the groups will not need to adopt and build the app for each new study.

**Functionality**

**Fast Healthcare Interoperability Resources and EHR Integration**

SHAPE supports the use of the Health Level 7 (HL7®) Fast Healthcare Interoperability Resources (FHIR®) standard in its data export functionality. FHIR® is a leading innovative standard in the health care field, as it facilitates easier exchange and use of data for research by providing a common way of defining and representing exchangeable content (ie, resources) and a common set of metadata. SHAPE’s data exports are JSON files. Administrators can download the JSON data export in two formats: (1) typical JSON following no data standard or (2) JSON with data mapped to HL7® FHIR® data standards.

SHAPE has been integrated with a third-party application, 1upHealth, to provide participants with the ability to approve a 1-time data pull of their EHRs into the study. This is an
innovative feature for SHAPE as participants’ EHRs are not readily accessible. SHAPE connects to 1upHealth’s platform and directs participants to sign into their medical providers’ EHR portals. Once logged in, the participant is provided with the ability to consent to download their health records in FHIR®-formatted files and initiate a 1-time data pull of that information into SHAPE. This ultimately gives the study administrator access to the information.

The benefits of this feature are high for both the participants and study administrators. Researchers can use EHR data to expand data capture and improve the identification of medical conditions, symptoms, current medications, past treatment history, and so on. The addition of EHR data can also minimize missing data and potential recall bias from self-reported medical history data.

From the perspective of the study participants, they have increased transparency into their health records. This occurs through the provision of a 1-time readable version of EHR data that their provider has in their database at the time of import. As a result, they can view their health records in conjunction with their own reported data to facilitate informed conversations with their clinician or clinicians on medical plans. This feature supports the increased importance of exchanging information between health care providers, their patients, and the regulators tasked with ensuring the safety and effectiveness of medications, vaccines, and therapies. The 2 data sources, patient-submitted data and their EHR data, complement each other for a more comprehensive picture of a patient’s medical needs and care.

**Study Design and Development**

This section and the sections that follow include screenshots from a live instance of SHAPE. The screenshots include hypothetical questions developed to demonstrate how administrators can use SHAPE to gather data from patients. All data displayed in this paper are simulated and are not personally identifiable.

For a study to meet institutional review board requirements and properly protect its participants, study administrators must obtain informed consent from each participant. SHAPE provides for efficient collection of these requirements. The SHAPE participant app will only let participants join a study after they have reviewed the terms listed for the study and provided their informed consent within the app. Once the participant has viewed and agreed to the terms, SHAPE delivers a copy of the informed consent to their provided email address and then displays the study to them. SHAPE also tracks the consent in the back-end database for the study’s own audit purposes.

Currently, SHAPE is a secure platform that only invited study participants can access. The administrator shares a unique code with each participant outside the app. The participant then uses the provided code to register with the SHAPE participant app. Once the study is developed and deployed, the participant can access it via the SHAPE participant app, consent to the study, and complete any questionnaires or self-reported events related to their disease throughout the study’s time frame. During the study, the administrator can communicate with participants through in-app messages, emails, and SMS text messaging. If enabled by device owners, the SHAPE participant app can also connect to the device’s native notification center and deliver push notifications to users.

SHAPE supports many of the main modality questions leveraged for studies, such as single-line text, radio button, date and time, checkbox, dropdown, slider, text area, range (limits the minimum and maximum integers a respondent can enter), and information only (there is no response field for the participants; instead, administrators can display images, tables, and text for information-sharing purposes).

When developing questions, study administrators can use complex skip logic rules to ensure that their questionnaire captures all relevant data while only displaying questions applicable to the individual participant. SHAPE supports skip logic rules that can be developed according to the participant’s gender, age, or response to the posed question.

The SHAPE administrator application can also provide administrators with a preview of questionnaires in development. This functionality enables administrators to test the questionnaire’s skip logic while they are building it to ensure that it flows correctly for the participants.

Study administrators can target SHAPE’s self-report functionality to capture patient data on potential health events, results of a clinical visit, or requests to withdraw from the study. The participant can open and submit an entry at their own convenience, in addition to the standard questionnaires deployed within a study. Once a self-report diary entry is submitted, SHAPE holds a receipt of the data collected and displays the information provided to the participant in their diary history view (Figure 2).
Results

Use Scenario

To illustrate how study coordinators can use SHAPE to plan and design patient experience studies, we developed a hypothetical type 1 diabetes cohort study. By using SHAPE, a study coordinator can develop a cohort population based on patients who have signed up for the study. SHAPE can support a study that focuses on obtaining treatment and clinical end points across a series of patient groups while also obtaining longitudinal data through the deployment of a series of questionnaires (Figure 3).

In our hypothetical study, we were interested in understanding treatment patterns and outcomes of patients with diabetes. In this scenario, the study coordinator can develop questionnaires that gather baseline information and health data, followed by a series that captures key treatment end points at the 3-, 6-, and 12-month time points of the study.

For example, the baseline survey may collect key health and treatment information, such as the names of participants’ primary physicians or specialists, when they were diagnosed with type 1 diabetes, their hemoglobin A1c levels, and other comorbidities. Figure 4 illustrates a selection of these supported baseline SHAPE question types.

Study coordinators can then create a series of health event diary forms that participants can submit at their leisure. These can capture any health event updates or other key ongoing clinical end points of interest (Figure 5).
Figure 3. Questionnaire view in the Survey of Health and Patient Experience participant app.
Figure 4. Questionnaire view in the Survey of Health and Patient Experience app question types.
When a questionnaire is ready to be deployed, the study coordinator has the option to send a push notification (Figure 6) to all mobile app users who have installed the SHAPE participant app and signed up for the study. The coordinator can also develop a message to send via email, SMS text messaging, or the in-app messaging system to inform the study participants of the task.

Study coordinators can deliver a message inviting participants interested in linking their EHRs via the SHAPE participant app to share additional data with the study coordinators (Figure 7). They can then use these data to confirm a patient’s diabetes diagnosis and note any additional information of interest, such as other conditions, medications, or procedures. Access to EHR data allows study coordinators to validate the information from patients’ self-reported health events, addressing potential issues with patient recall by not needing to rely solely on self-reported data.

Following baseline questionnaire data collection, the study coordinator is ready to deploy the treatment-specific patient experience questionnaires for longitudinal updates from the 2 treatment populations across the full length of the study. The treatment-specific questionnaires (Figures 8 and 9) can be designed to capture key treatment patient experience end points around use, accessibility, burden, and key vital measurements (e.g., hemoglobin A1c level and weight).

In addition to developing questions for important end point data collection, study coordinators can use the information only question type (Figure 10) to share important information or resources with the participants.

SHAPE is an intuitive and comprehensive data-collection tool for a variety of clinical studies. It allows study coordinators to plan, curate, develop, and deploy their questionnaires to obtain important end points directly from patients or through caregivers. The EHR integration functionality enables greater access to the patient’s health records while protecting patient privacy. This allows patients to see their health records at the point of import and provides research coordinators with the use of the data for validation and additional data-capture methods. Overall, this provides a more comprehensive picture of patient experiences with the condition or therapeutic being studied.
Figure 6. Example push notification on a mobile device.
Figure 7. Process for allowing links to the electronic health record.
Figure 8. Treatment-specific question examples that capture the use, accessibility, and burden.
Figure 9. Treatment-specific question examples that capture key vital measurements.
In-Progress Use Case

To address the unmet needs in rare disease therapeutics, the FDA CBER, in collaboration with NORD, launched a pilot Natural History of Metachromatic Leukodystrophy study to implement best practices and processes for designing a regulatory-grade natural history study for rare diseases [25]. This study required a user-friendly app for the deployment of patient experience questionnaires for collecting prespecified study end points. The study is currently in progress in patients with metachromatic leukodystrophy using the SHAPE participant app to provide patient experience data to NORD study coordinators [26,27].

Discussion

Principal Findings

As part of the FDA’s mission to facilitate data collection and understanding of patient experiences, SHAPE offers easy-to-use and intuitive SHAPE administrator application and participant app that are appropriate for a variety of studies. In its pilot deployment, SHAPE was used to collect data relevant to regulatory decision-making and patient health outcomes. It aimed to address common challenges of attrition and missing data in natural history studies. The platform allows participants to enter important end point data and other episodic health events at any point during the study from any place with internet access. They can use a computer at their home or submit data on the go with their mobile devices through the SHAPE participant app.

Strengths

SHAPE has several strengths. First, to use SHAPE, study coordinators are not required to have technical expertise in software development or programming to build, deploy, or collect information from the platform. A study coordinator can log into the SHAPE administrator application and within its interface be able to create studies, incorporate the study’s informed consent, upload participant IDs, curate questionnaires, send communications, view data, export data, and actively open and close participant studies. This offers a low barrier of entry for research teams. SHAPE was designed with the user experience in mind, making it an accessible, flexible, and scalable data-collection platform for both research participants and study coordinators.

In addition, SHAPE allows for easy scalability through its multitenancy ability, which allows for multiple organizations to use SHAPE with their own secure log-ins. This ensures that their studies are secure and restricts access for accounts based on their organization’s studies and participant data. This feature permits multiple groups within an organization to leverage SHAPE without requiring the development of their own instance of the platform. This leads to substantial cost and time savings.
Finally, SHAPE can potentially reduce the burdens patients and their caregivers may face while participating in conventional regulatory-grade studies at remote clinical sites, such as travel, costs, time, and overall fatigue. It facilitates an easier exchange and use of data for patient-centered research. For example, the EHR integration function allows research participants to explicitly consent to share their EHR data in a deidentified manner, making it a more convenient procedure for data capture while improving the accuracy of collected data and minimizing missing data.

Limitations
A limitation of SHAPE is that it requires individuals to have access to the internet or smartphones or tablets. It may not be suitable for individuals who are uncomfortable or unfamiliar with using technology. Currently, SHAPE is only available in the English language and lacks accessibility features for individuals who have impaired vision or dexterity (eg, people with Parkinson disease). Future enhancements of the platform could address some of these limitations.

Comparison With Prior Work
There are several open-source mobile data-collection platforms that support data management for clinical research [11-20]. Many of these serve as important functions and played a significant role in the design and development of SHAPE in terms of its capabilities, functionality, and application. However, few platforms have adequately addressed informed consent processes, such as data security and traceability, that research studies intended for regulatory use require [28]. An exception is the FDA MyStudies app, which was created to conform to stringent federal data privacy and security standards.

SHAPE builds on the prior capabilities of the MyStudies app and includes additional important features and applications, such as customizable questionnaires, self-report, EHR integration capabilities, communication channels, and compatibility with multiple operating systems. These enhancements provide greater ease of use for study coordinators and participants. SHAPE is also unique in its ability to support the use of FHIR® and seamlessly integrate with EHR systems. These capabilities make SHAPE a scalable and flexible data-collection platform that research teams can use to deploy multiple studies without requiring additional configuration by software developers.

Finally, the initial version of the SHAPE platform had good functionalities to support small study groups such as those connected to rare disease research but lacked the automation of studies to support larger cohorts. As SHAPE continues to develop, it will gain broader applicability for research for prevalent diseases. Further automation will be able to support larger study cohorts while keeping costs for study administrators low and study tools easily accessible for study participants. Although rare disease research served as a vital gateway to the development of SHAPE, the platform's utility can easily expand from rare disease studies to regulatory-grade research for a broad range of diseases.

Quality Improvement and Future Plans for Enhancement
The SHAPE team has developed guides and training documentation on how to use the SHAPE participant app, SHAPE administrator application, and SHAPE API. The team adds updates to these resources regularly to clarify elements based on user feedback and to highlight upgrades to the tool.

As part of the app’s ongoing quality improvement, the SHAPE team will continue to engage all relevant business and user stakeholders to discuss and prioritize updates. On the basis of the feedback and initial use of the platform, the team has already determined several plans for enhancement.

Future feature development for SHAPE is targeted at increasing the customizability and usability of the tool for the administrators to reduce the study administration burden. Updates will also continually advance SHAPE’s ability to integrate into the native functionalities of a smartphone mobile device, including the camera, calendar, and file records. In addition, future enhancements will further strengthen the platform’s communication functionality and ability to schedule reminders for questionnaires and self-report submissions over set periods, such as every 3 months. This will support longitudinal data capture. There are also plans to provide study administrators with the ability to add respondents to a secondary questionnaire based on a provided response. In addition, the team plans to expand participant registration beyond invites only, allowing app users to find and register for relevant public studies on their own.

Finally, the SHAPE team would like to improve the EHR feature to populate the participant’s consented data collection into a display that is easy to read and that participants can export and print for record-keeping purposes. Future iterations of SHAPE will also position it as an information-sharing channel with a repository of resources that can support clinical trials, study participants, and so on.

Conclusions
SHAPE is a flexible and scalable app that allows for efficient deployment of regulatory-grade studies, supports multitenancy features, streamlines access to EHR data, eliminates the need for ongoing software developer support, and so on.

This intuitive and comprehensive data-collection platform can be used to support traditional data-capture methods from clinical trials, pragmatic trials, observational studies, and disease registries. To increase the ease of study participation and collect patient experience information, the FDA CBER used SHAPE for a pilot natural history study for a rare disease.

Further customization and automation of this versatile and scalable app will allow for multiple use cases, including larger cohort studies for common diseases. Study administrators can use SHAPE to capture patient perspectives and important clinical data. This provides a more holistic view of each patient, facilitating the goal of achieving better patient outcomes through drug development and delivery of care.
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Abstract

Background: A work-related asthma (WRA) screening questionnaire is currently being validated for implementation in clinical settings. To minimize barriers to integrating tools into clinical practice, a discussion of strategies for the implementation of the questionnaire has begun.

Objective: This study aimed to understand the benefits, feasibility, barriers, and limitations of implementing the Work-related Asthma Screening Questionnaire–Long version (WRASQ[L]) and asthma e-tools in clinical settings and propose dissemination and implementation strategies for the WRASQ(L).

Methods: This study was conducted in Kingston, Ontario, Canada, from September 2019 to August 2021. A workshop and 2 questionnaires were used to understand the benefits of and barriers to implementing the questionnaire in clinical settings. An expert advisory committee was established to develop the implementation and dissemination strategies. Workshops were semistructured and used thematic qualitative analysis to identify themes that provided an understanding of the benefits and limitations of and barriers to using the WRASQ(L), and e-tools in general, in clinical settings. Workshop participants included patients and health care providers, including physicians, nurses, and asthma educators, who were implementation specialists and expert electronic medical record users. A questionnaire focusing on providers’ knowledge and awareness of WRA and another focusing on WRASQ(L) feedback was administered at the workshops. Advisory committee members from relevant stakeholders met 3 times to strategize implementation opportunities.

Results: A total of 6 themes were identified in the workshop: involving and addressing patient needs, novel data collection, knowledge translation, time considerations, functional and practical barriers, and human limitations. Questionnaire responses yielded positive feedback on the utility of the WRASQ(L) in clinical settings. All participants agreed that it is an easy way of collecting information on occupational and exposure history and could prompt a discussion between the health care provider and patient on how the workplace and exposures could affect one’s asthma, increase awareness of WRA in patients and providers, and increase awareness of exposures in the workplace. Implementation and dissemination strategies were generated with input from the advisory committee.

Conclusions: Stakeholders and workshop participants consider the WRASQ(L) to be a useful tool that satisfies many provider needs in their clinical settings. Once validated, dissemination strategies will include developing educational materials that include the WRASQ(L), linking the questionnaire to stakeholder websites or e-toolkits, translation into other languages, leveraging health care and research networks, conference presentations, and peer-reviewed publications. Implementation strategies will include integration into electronic medical records; designing multifaceted interventions; and targeting nontraditional settings such as...
workplaces, pharmacies, and research settings. The WRASQ(L) addresses many benefits of and barriers to implementation, as identified in the workshop themes. These themes will guide future implementation and dissemination strategies, noting that human limitations identified in providers and patients will need to be overcome for successful implementation.

(JMIR Form Res 2022;6(9):e37503) doi:10.2196/37503
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Introduction

Background of Work-Related Asthma and Knowledge Translation

Work-related asthma (WRA) is identified as asthma that is exacerbated or caused by workplace exposure and is estimated to affect as many as 25% of adults with asthma [1]. The most effective way of diagnosing WRA is through a detailed occupational history and objective measurement of lung function [2,3]. However, physicians, particularly at the primary care level, often do not have the time and resources to take a detailed occupational history, and objective measures are expensive, time consuming, and often only available in specialized centers [3,4]. This gap in screening and awareness of WRA is believed to contribute to an average of 4 years of delay between symptom onset and diagnosis, which is associated with increased morbidity [4,5]. The diagnosis of WRA has been shown to improve patient outcomes, including health service use [6].

The knowledge-to-action (KTA) framework created by Graham et al [7] (Figure 1) outlines the elements involved in the KTA process to facilitate the implementation of research findings. The KTA framework is split into 2 dynamic concepts, called knowledge creation and knowledge action, each with its own respective phases [7]. Knowledge creation identifies the different types of knowledge and research available, and the knowledge action cycle identifies the pathway and steps to implementation, which, briefly, includes identifying a problem, adapting local knowledge to a particular context, assessing barriers, implementation, monitoring and evaluating interventions, and sustaining knowledge use [7].

Figure 1. The knowledge-to-action process created and reproduced from Graham et al [7], which is published under CC-BY-SA license.

In an effort to improve the accessibility, quality, and efficiency of the Canadian health care system, the Government of Canada has invested in eHealth [8]. eHealth describes the use of information and communication technology in health care and includes a wide range of technologies, including electronic patient records, telemedicine, chronic disease–monitoring systems and management tools, electronic prescribing, and decision support tools [8-10]. In general, eHealth tools have been found to reduce symptoms, improve self-management, improve patient-provider communication, and improve overall clinical outcomes [11]. Barriers to the implementation of health tools include poor accessibility, conflicts with a practice or the
practice setting, financial incentives, individual beliefs and characteristics of health care professionals, and patient factors [12].

Integrated knowledge translation is defined as the knowledge exchange and collaboration between researchers and end users of research (eg, providers, patients, and policy makers) [13,14]. This process sees end users as partners in the research study and ensures that the asked research questions are of importance to end users rather than researchers [13,14]. End user involvement can vary widely among studies. A review examined the involvement of users in designing and evaluating self-monitoring applications for bipolar disorder. Across these studies, end user involvement ranged from just the evaluation stage of the application to all stages of research such as the evaluation, prototype design, and the concept of the application generation phases [15]. The involvement of stakeholders in the design process of interventions has been considered the “holy grail” for improvement and has been found to develop the capacity of researchers and decision-makers to engage in integrated knowledge translation processes and enhance the value of research for decision-makers [16,17]. However, few studies have included integrated knowledge translation strategies in the health care sector, and there are no clear guidelines or methodologies for end user involvement in research [16,17].

Current implementation and knowledge translation strategies for WRA, and asthma in general, have focused on the management and education of patients after their diagnosis [4]. These include prevention programs in high-risk industries [18-20], tools for patients to self-report asthma symptoms [21], and self-management plans in the form of digital applications or electronic books [22-24]. Many tools for clinicians have focused on disseminating guidelines into clinical practice to help with asthma management [4]. These include asthma care maps at the primary care level [25] and asthma care pathways in the emergency department [26]. There is a paucity of strategies or tools that focus on increasing awareness of potential WRA in individuals with asthma and few strategies or tools that are targeted to providers to increase awareness and screening of WRA [4].

Background of the Work-Related Asthma Screening Questionnaire

The Work-related Asthma Screening Questionnaire—Long version (WRASQ(L)) was designed for implementation in clinical settings, particularly primary care, as a way of increasing awareness of WRA and screening for suspected WRA cases [27,28]. The WRASQ(L) collects occupational and exposure history, information on workplace-asthma symptom relationships, and personal protective equipment use. It includes an interpretation guide to prompt the provider on what steps to take if the patient screens positive for suspected WRA. The WRASQ(L) is available as a paper PDF, and it can be accessed through a patient or provider web-based portal via a kiosk or tablet in the waiting room or through a fillable PDF file linked to our hospital’s electronic medical record (EMR).

During its development, the WRASQ(L) was found to have good content and face validity, good test-retest reliability, and low respondent burden [28]. Although its final validation is underway, our research team has begun to strategize the implementation and dissemination opportunities for the questionnaire. We also aimed to understand the perspectives of providers and patients on the current gaps in asthma and WRA screening and management and their perspectives on the implementation of e-tools, particularly the WRASQ(L), into clinical settings.

Purpose and Objectives

The purpose of this paper was to report the dissemination and implementation strategies we brainstormed to maximize the impact of the research findings of the WRASQ(L)’s final validation. Using workshops, questionnaires, and an expert advisory committee, we aimed to understand the benefits, feasibility, and limitations of and barriers to implementing the WRASQ(L), and asthma e-tools in general, in clinical settings, as seen by both patients and providers, to provide valuable insights into the most effective and efficient way of implementing the screening questionnaire.

Methods

This study was conducted in Kingston, Ontario, Canada, from September 2019 to August 2021. The participants in the project advisory committee (PAC) were from the provinces of Ontario and Manitoba. The workshop participants were all from Ontario.

PAC Role and Engagement

Although the final validation of the WRASQ(L) is underway, a PAC was formed to oversee the questionnaire’s final validation and strategize how to implement and disseminate the questionnaire once validated. The committee was engaged at the outset, during, and at the conclusion of the validation of the questionnaire to identify the integrated and end-of-grant strategies. Stakeholders from relevant groups were invited to participate, including but not limited to Health Canada; compensation boards; professional societies; provincial and national lung, asthma, and allergy associations; public agencies; nonprofit organizations; and research groups. Potential stakeholders were invited to join the committee via email. Terms of reference were developed, and the committee met approximately biannually from 2019 to 2021 for 1 hour. The first and seventh authors cochaired the committee and led the meetings. A total of 14 members joined, including physicians, researchers, asthma educators, and nurses, from Ontario and Manitoba. A project update on the validation of the questionnaire and current knowledge translation initiatives was presented at the beginning of each meeting, after which it was opened to discussion among members. Each member was given an opportunity to provide feedback on current knowledge translation initiatives and suggestions for other end-of-grant dissemination or implementation strategies. Meeting minutes were recorded and sent to members after each meeting. Summaries of the meetings and strategies are presented.

Asthma e-Tools Workshop and Questionnaires

We conducted 2 web-based workshops to understand health care providers’ and patients’ perspectives on the benefits and limitations of and barriers to using e-tools, including the WRASQ(L), in clinical settings. The first workshop aimed to
understand how to best integrate an asthma surveillance system, asthma indicators, and clinical guidelines in general into primary care EMRs. The second workshop focused on asthma e-tools developed by the Asthma Research Unit (ARU), including the WRASQ(L), with the aim of understanding the benefits and limitations of and barriers to using these e-tools in clinical settings. During the second workshop, there were presentations and demonstrations of the ARU’s e-tools, and participants were familiarized with WRASQ(L)’s purpose, formats, and goals for implementation.

Each workshop lasted 2 hours and was conducted via Microsoft Teams. Workshops followed a semistructured question guide (Multimedia Appendices 1 and 2). The question guide was separated into different sections, each with its own individual topic or topics of discussion. Each section was allotted a specific amount of time during the 2 hours to ensure that all topics were discussed. Workshops were led by a skilled moderator—a family physician from OntarioMD who was not an asthma expert. Each participant was encouraged to speak, and the moderator moved on to the next question only once the participants had nothing more to contribute. A notetaker was also present, and the entire workshop was recorded.

The first workshop included 7 attendees. A total of 6 attendees were selected by the organization (OntarioMD) that facilitated the workshop because of their expertise in EMR use and implementation. Of the 6 attendees, 5 (83%) attendees were family physicians, and 1 (17%) was a nurse practitioner. Our research team recommended that another family physician with a special interest in respiratory health participate as a guest expert. The second workshop contained 6 participants, of whom 4 (67%) were selected by OntarioMD, 2 (33%) were family physicians, 1 (17%) was a nurse practitioner, and 1 (17%) was a patient. Our team recommended that the same family physician and nurse practitioner who was also an asthma educator participate. The practitioners were all based in Ontario and had a wide range of locations of practice, from rural to urban centers. The guest participants added by our research team were unfamiliar with previous work, whereas others were familiar.

Questionnaires were sent to the participants before and after the second workshop (Multimedia Appendices 3 and 4). The first questionnaire, which was sent before the workshop, aimed to assess the providers’ knowledge and awareness of WRA. Providers were first asked whether they discussed occupational history with patients with suspected or confirmed asthma. If so, providers were asked whether this information was recorded (in EMRs, paper charts, or not at all). If this information was not recorded, providers were asked to provide a reason for not recording it. Subsequently, providers were asked whether they discussed potential WRA, workplace exposures, and the potential relationship between workplace exposures and asthma symptoms in the workplace with their patients. The second questionnaire, which was sent after the workshop, asked for specific feedback on the WRASQ(L). One of the questions used a Likert scale to understand how much participants agreed with statements about the WRASQ(L)’s utility in prompting a discussion on the relationship between workplace exposures and asthma, raising awareness of WRA and potentially harmful exposures, collecting occupational history, increasing referral time to a specialist for WRA. We then asked whether providers would consider administering the WRASQ(L) in their practice and, if so, asked for which purpose (screening for WRA, collecting occupational history, collecting information about the relationship between the patient’s asthma symptoms and workplace exposures, initiate a conversation about the topic of workplace-symptom relationship with patients, or others) and in what format.

The questionnaire responses were tallied by frequency and percentage. A total of 3 team members from the ARU participated in the thematic qualitative analysis of the workshops [29]. All the team members engaged in reflexivity throughout the research process [30]. The team members met at the beginning of the data analysis to discuss and record how their personal experiences and biases could influence their interpretation of the results. All were a part of the ARU and familiar with the e-tools, literature related to WRA diagnosis, and reporting and implementation of asthma e-tools. One of the team members took notes at all research team meetings, and all members recorded notes in a memo throughout the analysis.

The workshop audio was transcribed verbatim and rechecked by a different team member. All team members reviewed the transcripts multiple times, rewatched the recorded workshops, and reviewed their notes taken during the workshops to familiarize themselves with and obtain a general and descriptive sense of the data.

All members were engaged in the coding of the data. Coding was conducted separately, followed by regular team meetings to discuss codes, overarching themes, and impressions from the data. Codes were added to a codebook that was refined and narrowed down with subsequent coding sessions. Transcripts were reviewed and recorded until they agreed that data saturation had been met.

Relationships between codes were identified using tables and mind maps to organize the codes into overarching preliminary themes. Themes were reviewed over multiple group meetings with input from all team members and refined until the key themes that defined the essence of the data were agreed upon. The key themes were named and defined, and quotations that provided sufficient evidence of the themes were selected. Any disagreement during the coding or identification of themes was discussed and resolved by the group.

Ethics Approval

The study was reviewed for ethical compliance by the Queen’s University Health Sciences and Affiliated Teaching Hospitals Research Ethics Board (approval numbers: TRAQ# 6029444 and 6019013).

Results

PAC Strategies

A total of 2 members affiliated with the Workplace Safety and Insurance Board Champions Program, a program working to
implement occupational health modules in Ontario medical schools, suggested discussing the WRASQ(L) with a Queen’s University representative. There was also a discussion of partnering with the Lung Health Foundation as they are creating an e-module for providers on WRA. The PAC noted that translation into other languages should be considered, particularly in Chinese, as asthma is prevalent in the Asian community. They also suggested using the WRASQ(L) as a validated tool for research and as a way of placing occupational information that is clinically useful and relevant into EMRs, as I member mentioned that the Ministry of Labor was working on such an initiative.

One of the members noted that the European Respiratory Society Task Force was examining validated questionnaires to be used clinically and in research for WRA surveillance. Other health care provider networks were suggested to be leveraged, such as patient advocacy through the Lung Health Foundation and certified respiratory educators through the Canadian Network for Respiratory Care. A final suggestion was to consider implementing the WRASQ(L) in pharmacy settings for patients with suspected WRA who are yet to see a physician.

**Questionnaires**

The questionnaire asking providers about their awareness of WRA was provided to those participants of the second workshop who were health care practitioners. Therefore, it was filled out by 83% (5/6) of participants. The questionnaire had a response rate of 100%. All participants (5/5, 100%) said they discussed their occupational history with patients with suspected or confirmed asthma, and most (4/5, 80%) stated that they recorded their occupational history in their EMR. One of the participants said that they asked the patient whether they wanted the detailed work history recorded or whether they just wanted an overview of it but did not specify where they placed it. Approximately 80% (4/5) of participants reported that they routinely discussed the potential relationship between workplace and asthma symptoms with patients with suspected or confirmed asthma. Approximately 20% (1/5) of participants said whether they are going to discuss depends on the age and stage of their asthma. All participants (5/5, 100%) reported inquiring about the exposures with which patients were in contact at their workplace in those with suspected and confirmed asthma. Finally, all participants except 20% (1/5) said that they discussed the management of asthma in relation to the workplace with patients with confirmed or suspected asthma.

The questionnaire that asked for WRASQ(L) feedback had a response rate of 80%. Overall, participants felt it was beneficial and could prompt a discussion between the health care provider and patient on how the workplace and exposures could affect one’s asthma, increase awareness of WRA in patients and providers, and increase awareness of exposures in the workplace. All participants strongly agreed that it was an easy way of collecting information on occupational and exposure history. Approximately 75% (3/4) of participants strongly agreed that the WRASQ(L) could improve the screening of WRA at the primary care level, speed the time to referral to a specialist, and decrease the time to diagnosis.

**Asthma e-Tool Workshops**

**Overview**

A total of 6 themes explained health care provider preferences regarding the use of e-tools, particularly the WRASQ(L), in clinical settings, with subthemes that organize the narrative. These themes can be categorized into 3 benefits, 2 key barriers or limitations, and 1 considered both a benefit and a barrier or limitation. The themes were as follows: (1) involve and address patient needs, (2) novel data collection, (3) knowledge translation, (4) time considerations, (5) functional or practical barriers, and (6) human limitations (Table 1).

<table>
<thead>
<tr>
<th>Theme</th>
<th>Benefit or barrier</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Involve and address patient needs</strong></td>
<td>Benefit</td>
<td>It is important for patients to feel involved in their care, and thus, tools should enable this. This can be done by having flexibility regarding when the tool can be used and the format of the tool by providing feedback to patients and considering their fatigue and fears.</td>
</tr>
<tr>
<td>Novel data collection</td>
<td>Benefit</td>
<td>Tools should fill a gap in data collection or provide a unique way of collecting data.</td>
</tr>
<tr>
<td>Knowledge translation</td>
<td>Benefit</td>
<td>Tools are beneficial when they translate knowledge from the specialist to the primary care provider or the provider to the patient.</td>
</tr>
<tr>
<td>Time considerations</td>
<td>Benefit and barrier</td>
<td>Any tool that saves the provider time is incredibly beneficial; however, if it takes too much time to learn, use, and implement, it is a barrier.</td>
</tr>
<tr>
<td>Functional and practical barriers</td>
<td>Barrier</td>
<td>Limitations in technology, particularly seamless integration of tools into electronic medical records and for patient use, and resources will impede the use of the tool in practice.</td>
</tr>
<tr>
<td>Human limitations</td>
<td>Barrier</td>
<td>Provider and patient attitudes and behaviors, such as mistrust of tools and personal biases and fears, and the tendency to not reuse tools by stakeholders are all human limitations to the uptake of tools.</td>
</tr>
</tbody>
</table>

**Involve and Address Patient Needs**

The participants noted that e-tools that involve or inform patients about their care are beneficial to clinical practice. Patients take pride in and give importance to being involved in their care and seeing themselves as “partners” with providers in their care.

Tools are not considered useful to the patient population if there is “no clear follow-up,” and a feedback loop to inform patients is beneficial:

*"I think the idea of the feedback loop is [a] really important one...Because many times we just collect..."*

---

Table 1. Brief description of themes.
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data and we don’t actually let you know, or to what end, or to let you give any sort of response on to what we’ve done as a result of that. So, I think that there’s potential for the applications or these tools to do that in real-time.

Flexibility in when patients use e-tools or the format in which they are administered has been frequently discussed. Questionnaire fatigue was mentioned, with concern over how fatigue can affect the authenticity or accuracy of the answers. Another concern was the mistrusted answers from patients who complete questionnaires in stressful situations as they are just trying to get the questionnaire “out of the way.”

In discussing potential solutions, a popular option from both patient and physician peer leaders was flexibility, both in the timing and format of the questionnaire or e-tool administration. The options discussed were before visits, in the waiting room, or during the visit while the provider was doing other clinical activities, ultimately wherever made the patient most comfortable:

...in the waiting room I would love to have something to fill out...It is the perfect opportunity. I think the way I would prefer it to happen would [be] to get an email a couple days before an appointment and have the opportunity to fill out but if I don’t, then I’m handed a tablet at the appointment visit to fill it out right. I think you gotta use both strategies, not one or the other.

Novel Data Collection

Tools must fill a certain gap in data collection or provide a unique aspect to data collection to be considered beneficial by providers. In the workshops, participants mentioned the underreporting and undermanagement of asthma in the population. For example, they found it difficult to document occupational history in the EMRs. A tool that fills these gaps and provides an opportunity for these data to be recorded would provide a major benefit to clinical practice.

Tools that present data in a unique manner, such as through visualizations of the data, benefit practice. The asthma educator participant emphasized that tools that can show novel trends in the data for patients are very beneficial:

I’ve had patients say it is really helpful to see how that tool is able to give me a visual on how this has improved my life...

Knowledge Translation

Tools must facilitate the translation of knowledge from specialists to generalists or from providers to patients. Participants noted this comes from a clear understanding of what the tool does and how to use it and, ultimately, how to use it to improve their care:

I think that part of it needs to be solved just in...the knowledge translation, what is this tool actually for

The providers discussed that the integration of the tools into clinical settings is an incredibly important step in the knowledge translation process. It facilitates the movement of information to the provider or patient and helps physicians and patients “manage their issues in the most optimal way.”

Time Considerations

Time was a central theme in both workshops, particularly for providers. Participants emphasized that tools with time-saving features were incredibly helpful and more likely to be used. Automated features, such as drop-down menus or a proactive reminder to use the tool, were viewed favorably by the participants. Participants emphasized that tools should be efficient and easy to use so that they do not affect their practice:

We have to make it as easy as possible; I think that’s kind of the key...otherwise people are not going to do it.

Conversely, if a tool takes too much time to learn or use, then it is a major limitation or barrier to using the tool. One of the participants noted that time constraints in the clinic could prevent them from using the tool, even if it was already implemented.

Practical and Functional Limitations

One of the main limitations discussed by the participants was practical or functional limitations, in other words, a lack of resources and technological limitations in accessing, using, and implementing e-tools. Almost all participants emphasized that tools need to be seamlessly linked or integrated into the EMR. A seamless linkage in practice and in using e-tools is considered when the provider does not have to leave their EMR or patient charts to access e-tools or other programs. It also includes the transfer of data from the tool or program back to patient charts.

Many participants said that having to leave their EMR to use a tool is a major barrier, and the interconnectedness of tools is currently lacking:

I meant the integration itself is just so important...I mean, beyond just leaving the environment you’re in, which would be a real pain and is certainly a barrier to adopting these things, but like the integration piece allows you to bring data in...But nobody’s really figured this out or I don’t know of anybody that’s figured this out...

Providers frequently noted that a lack of physical, human, technological, and financial resources are major barriers to implementation. Managing the data that comes from these tools was noted to be difficult if there were not as many resources available, causing more work for the provider, which may ultimately stop providers from using the tool.

Human Limitations

Provider Behavior

Providers’ behaviors and preconceived ideas or biases are major limitations to the use and implementation of e-tools. Fear and apprehension about how e-tools could negatively affect providers were mentioned many times:

I think on the other side there’s always this fear that the data is somehow going to be used for, you know, negotiations or if it’s in the wrong hands is going to
be used against the physician in some sort of way which, which is obviously far from the truth.

Participants corroborated this from their own experiences when they implemented their own e-tools in the form of a dashboard. They noted that stakeholders asked how the information would be used to “punish” them, and there was a “suspicion” they were sharing the data.

Convincing providers to try a new tool was another barrier. It was considered difficult to market a new tool to providers, and providers were noted as having a “defeatist attitude” that new e-tools are “not useful at all” when they do not work perfectly, meet the providers’ expectations immediately, or are slow to be implemented. Behavior change is required for providers to adopt and implement a new tool. Incentives, such as funding, and quick turnaround of information have been mentioned as ways of inciting behavior change.

Trust and Proof of Value

Trust must be established between the tool and the patient or provider. The user needs to feel that they can trust the tool and the information provided and that it will make a difference in their practice. Trust was established by determining whether the provided data were accurate. One of the participants mentioned that when discussing new e-tools or implementations with providers, “the immediate discussion goes to ‘well that’s not accurate.’” Providers prioritize and need to see clear and accurate data to adopt a new tool as this is proof that the tool will be valuable to them. If providers and patients do not see the value of the tool, then it is unlikely to be reused. Both provider and patient participants expressed that tools or apps can be forgotten if not deemed useful:

I use a lot of apps in my practice on my mobile devices and the good ones I use regularly and the ones that aren’t that great you stop using.

If patients and providers can see how it improves practice, it will establish a level of trust and change behavior. Seeing and understanding the proof of value of the tool can lead to the desired outcome of sustained use of the tool in practice. Overcoming alert fatigue, which was mentioned twice by participants, and “rewarding good outcomes and good behaviour” are the means to achieve this outcome.

Discussion

Principal Findings

We aimed to understand the benefits, feasibility, limitations of and barriers to implementing asthma e-tools in general and, specifically, the WRASQ(L), in clinical settings, as seen by both patients and providers. Through the focus groups and PAC, we gained information from both end users and specialists in the field. Our findings provide insights into the potential implementation and dissemination opportunities for WRASQ(L). Our findings suggest that the questionnaire, and e-tools in general, are considered useful in clinical settings and have the potential to greatly improve practice. The identified key barriers need to be overcome to facilitate the adoption of asthma e-tools.

Through the preworkshop survey, we found that workshop participants reported discussing relevant information with their patients who had suspected and confirmed asthma, such as symptom-workplace relationships and management and recording occupational history. These results contrast with those found in the literature, which identifies a major gap in care in primary care settings for WRA, especially in taking detailed occupational history, workplace exposure history, or discussion on how asthma might be work related [4,31]. Our results may differ because of the selection bias of the participants. Some participants had a keen interest in respiratory health and were expert users of EMRs; hence, they may ask for and record this information in their practice. The postworkshop questionnaire results were encouraging: all participants agreed that the WRASQ(L)’s implementation would be beneficial, that it could speed up the time to referrals to a specialist to ultimately decrease the delays in diagnosis, and that it was a useful tool to collect occupational history.

Our workshop concentrated on the benefits and limitations of and barriers to implementing e-tools in clinical practice. We used an inductive approach to understand the health care provider and patient perspectives on e-tools [29]. The themes pertained to involving patients in their care, creating a new type of data collection, facilitating knowledge translation, saving and not taking up too much time, and overcoming functional barriers and human limitations. The findings suggest that, overall, e-tools are considered beneficial in clinical settings but only if their implementation and use can overcome the identified barriers. The findings also provide important context and knowledge on how to best implement WRASQ(L) and ensure the future use of the tool.

Although many of the themes identified in our workshops have been reported in the literature, the WRASQ(L) addresses and expands on these themes in the context of implementing a WRA tool in primary care EMRs (Figure 2). The workshop results also established a novel theme of knowledge translation. It was established that patients take pride in their care, want to be involved in their care, and want feedback. This has been noted in the literature, particularly in studies involving patients with chronic diseases [32,33]. A benefit of the WRASQ(L) is its ability to easily collect occupational history and its many different forms. It can be filled out on paper, electronically, or via a kiosk that is accessed from a portal via a smartphone or tablet. This allows flexibility in how patients complete the WRASQ(L). If completed in the clinic, the questionnaire can be interpreted immediately, which would provide immediate feedback to the patient. These benefits address the themes of “Involve and Address Patient Needs” and “Novel Data Collection.” The WRAQS(L) addresses questionnaire fatigue as well, as it has a low respondent burden and takes, on average, <10 minutes to complete (mean 7.2, SD 3.8 minutes), which makes it a timely questionnaire to complete [28].
Time constraints have been stated as the most important barrier to taking an occupational history; therefore, this theme emulates one of the key barriers to diagnosing WRA [4,31]. Our participants showed enthusiasm for automatic features, and it has been found that successful implementation strategies previously included the use of reminders for the tool [12]. Although the WRASQ(L) does not have reminders, it has easy-to-fill options and a prompt to fill out the questionnaire in the asthma management systems to which it is seamlessly linked. The literature, and workshop findings, suggest that implementation should occur within a realistic time frame and that the clinical utility of tools is maximized when the tool is time efficient and easy to use [12,34]. The WRASQ(L) has been found to have a low respondent burden and good test-retest ability; therefore, it has been deemed easy to administer. No studies have examined the burden of using the questionnaire in clinics; however, this leads to future studies after implementation. Our participants greatly emphasized the vertical integration of tools into EMRs. The WRASQ(L) has already been successfully integrated into an asthma management system that seamlessly links to a fillable PDF file and kiosk version.

An interesting result was that providers and patients themselves could be barriers to adoption. Providers’ preconceived fears, notions, and attitudes regarding the implementation and use of new tools were very evident. Behavior, or more specifically, attitude change, is very important for implementation as it is unlikely that the tool will be implemented if the provider is not receptive to change or their concerns are not addressed [12]. Therefore, although human limitations are a general barrier to implementation reported in the literature, researchers should identify the specific human limitations that relate to the conditions they are studying, which could affect their implementation of the e-tool. Behaviors by providers and participants specific to occupational diseases are foreseeable barriers to implementing our questionnaire. Providers hesitate to diagnose and manage occupational diseases because of the burden of submitting a compensation claim [35,36]. Patients avoid discussing their health concerns in the workplace for fear of the stigma associated with injured workers; in particular, fear that coworkers or managers will think they are abusing the system or malingering [35,37]. There is a hesitancy to file claims or report health issues, as well as the fear of losing their jobs [4,35,38]. Thus, we need to address these specific concerns regarding human behaviors in work-related conditions when moving forward with our implementation. In addition, this theme showed that clear communication about the purpose of the tool is needed, and providers need to feel that they understand and trust the tool. This is established by longevity; if patients or providers continually use the tool, then this is the desired outcome. Ultimately, sustained use of the tool in clinical settings is the overall goal.

A novel theme identified by our focus groups was that it would be ideal if a tool could be a conduit for knowledge translation; that is, tools were considered beneficial when they provided knowledge exchange between providers and from providers to patients. This is particularly beneficial for an underreported disease such as WRA, and we believe that the WRASQ(L) is able to address this. The WRASQ(L)’s interpretation guide outlines the recommended steps in the care of the patient; thus, it conducts knowledge translation by bringing this expert knowledge from specialists to the primary care level and the patients. In addition, by simply using the WRASQ(L) once, patients and providers are made aware of the potential harmful exposures that could cause WRA, the relationship between
asthma symptoms and the workplace that could indicate WRA, and the importance of taking an occupational history. Thus, the creation and implementation of e-tools should prioritize an element of knowledge transfer between users and the literature for ideal and long-term implementation.

Our workshops identified how the WRASQ(L) could benefit clinical practice from the viewpoint of end users. Once limitations are addressed, the strategies from the specialists in the PAC can be used to implement the questionnaire in the field. Discussions from our PAC focused on leveraging and connecting with other health care networks and stakeholders with whom many members were affiliated or had worked with before. Ultimately, we proposed several strategies for use once the final validation of the WRASQ(L) was completed (Textbox 1).

Textbox 1. Summary of implementation and dissemination strategies.

<table>
<thead>
<tr>
<th>Implementation strategies</th>
<th>Dissemination strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Integrate into electronic medical records</td>
<td>- Develop educational material</td>
</tr>
<tr>
<td>- OntarioMD’s dashboard</td>
<td>- Workplace Safety and Insurance Board Champions Program</td>
</tr>
<tr>
<td>- Collaborate with electronic medical record vendors, Ministry of Labor, and Ministry of Health</td>
<td>- Lung Health Foundation’s e-module for providers on work-related asthma</td>
</tr>
<tr>
<td>- Design multifaceted interventions</td>
<td>- Link to websites or electronic toolkits</td>
</tr>
<tr>
<td>- Prompts and reminders</td>
<td>- Lung Health Foundation’s “current educational strategies” for providers</td>
</tr>
<tr>
<td>- Performance indicators</td>
<td>- Canadian Thoracic Society toolkit</td>
</tr>
<tr>
<td>- Audit and feedback</td>
<td>- Translate to other languages</td>
</tr>
<tr>
<td>- Target nontraditional settings</td>
<td>- Leveraging existing health care and research networks:</td>
</tr>
<tr>
<td>- Workplaces</td>
<td>- Certified respiratory educators: Canadian Network for Respiratory Care and Primary Care Asthma Program</td>
</tr>
<tr>
<td>- Pharmacies</td>
<td>- Canadian Thoracic Society Asthma Clinical Assembly</td>
</tr>
<tr>
<td>- Implement in research settings as well as clinical</td>
<td>- American Thoracic Society and European Respiratory Society Work-Related Asthma Taskforces</td>
</tr>
<tr>
<td></td>
<td>- Center for Research Expertise in Occupational Disease</td>
</tr>
<tr>
<td></td>
<td>- Conference presentations</td>
</tr>
<tr>
<td></td>
<td>- Peer-reviewed publication</td>
</tr>
</tbody>
</table>

The dissemination strategies proposed by the PAC included common actions such as conference presentations and peer-review publications; however, members also suggested implementing the WRASQ(L) as educational material and linking it to websites or e-toolkits. These strategies have the potential to have a 2-fold effect. They could not only increase the use of the WRASQ(L) by providers but could also increase awareness of WRA. This would address a major concern with WRA by addressing the paucity of strategies or tools that focus on increasing awareness and screening for potential WRA among providers [4]. The translation of the questionnaire into other languages would further contribute to this. This would allow the administration of the questionnaire to populations at a higher risk of asthma, such as many Asian communities. Furthermore, it would increase the accessibility of the questionnaire to other providers in Canada and around the world.
thus, potentially increasing the use of the questionnaire and increasing awareness of WRA in these places. Finally, the PAC members noted that other health care networks could be included more frequently in the dissemination process. Certified respiratory educators were particularly noted as a key network to leverage as they are imperative to the education of patients. In addition, focusing efforts on leveraging other research networks such as the Centre for Research Expertise in Occupational Disease would provide the opportunity for the questionnaire to be used in other research settings (a noted implementation strategy discussed in the following paragraph) and to be seen by other researchers, which has the potential to increase the use and awareness of the questionnaire.

Implementation strategies were more general than dissemination strategies but still provided guidance on how to increase the use of the questionnaire and awareness of WRA. Targeting nontraditional settings such as workplaces, pharmacies, and research settings has the potential to increase awareness of WRA in these places where it might be lacking. For example, placing the questionnaire in a workplace that has a high risk of WRA could inform workers and employers of the potential for WRA in the setting. This would not only create awareness of the issue but could also prompt employers to be aware of their workers’ conditions, mitigate risk with the provision of personal protective equipment, increase communication of the potential for WRA between employers and employees, and decrease stigma or fear of reporting WRA. Similarly, implementing the questionnaire in pharmacies and research settings would make other health care professionals such as pharmacists and other researchers more aware of WRA, despite not using the questionnaire for clinical purposes. Integration into EMRs was a concrete strategy that was proposed, and partnering with existing dashboards such as OntarioMD’s Insights4Care dashboard would allow for easy implementation. As stated, one of the members suggested that the Ministry of Labor was working on a way of including clinically useful occupational information in EMRs. Approaching bodies such as this early in their implementation process would ensure the WRASQ(L) is included as well. As implementation is a lengthy process, it is wise to explore these options so that implementation and dissemination can be timely once the questionnaire is validated.

To the best of our knowledge, this method of approaching end users through our workshops and experts via the PAC before the actual implementation of the questionnaire is novel. Obtaining this knowledge will not only allow the implementation to be timely but also create and guide a robust implementation strategy for the questionnaire to maximize its use.

Our findings address both the action cycle and knowledge creation concepts in the KTA framework. Each phase of the knowledge creation concept allows researchers to tailor their activities to the needs of their ideal stakeholders and customize their methods of dissemination [7]. The workshop provided valuable insights into how we can tailor the WRASQ(L) to satisfy the concerns of stakeholders (patients and providers). Both the PAC and workshop findings addressed the steps “Adapt Knowledge to Local Context” and “Assess Barriers and Knowledge Use” in the action cycle. By reviewing current KTA knowledge and initiatives with the PAC and discussing gaps in management in the workshop, we adapted current knowledge to our context, which is the improvement of asthma management with e-tools. Many barriers were assessed by both groups. This will allow us to move confidently into the “Select, Tailor and Implement Interventions” phase to implement our concrete strategies while noting the barriers we may face.

A limitation of this study is that it does not include a theoretical framework for assessing the determinants of successful implementation of the questionnaire; however, we believe that the specific tool and context in which we aim to implement the tool benefited from an inductive approach. There is some concern that the use of frameworks can influence deductive analysis, bias researchers, and unconsciously force themes discovered into preconceived categories [39,40]. This was a potential concern because of the context of our study and our tool. WRA is a subtype of asthma that is unfamiliar to many patients and providers [4,5], and we aimed to understand the use of a tool for this specific disease if implemented in EMRs in primary care. In addition, we are at a very preliminary stage in the implementation process, and to the best of our knowledge, a similar study has not been completed previously for WRA screening tools. Thus, an open-ended approach allowed us to gather as much information as possible from stakeholders about the benefits of and barriers to implementing the tool in this context. The identified barriers and themes, along with a theoretical framework, could guide a robust and efficient implementation strategy once the validation is complete.

Our methods and findings allow the research team to approach these ideas and address potential limitations and barriers early to ensure efficient and timely implementation of WRASQ(L). These methods may be applied to other studies that validate e-tools, particularly studies that consider the involvement of end users and experts to discuss implementation strategies before the completion of the validation.

Limitations

This study has several limitations. The small sample size and lack of use of the theoretical framework in this study may have reduced the generalizability of the results. Selection bias was present in our participants, as 33% (2/6) of participants with a keen interest in respiratory health (a family physician and an asthma educator) were invited. This decision was made to address what we felt was a serious limitation in the peer leaders selected by OntarioMD, as they lacked practical primary care expertise in asthma. A total of 3 workshop participants were familiar with the WRASQ(L) and ARU e-tools. Despite this, we felt that their contribution to the focus groups was beneficial, as they brought practical primary care asthma expertise into the discussion. Of the 3 participants, 2 (67%) had no experience using the WRASQ(L) in clinical settings, nor had they been asked whether they would use the tool in their practice. One of the participants who had used the questionnaire before in clinical settings was considered an important contributor as they could provide a unique perspective of how patients responded to the tool. All 3 participants were expert EMR users; thus, their insight was valuable. The use of a third-party moderator for the workshops mitigated bias by ensuring that all participants had
an equal chance of contributing to the discussion. Finally, only one-half of a workshop focused on the WRASQ(L), making it challenging to identify a clear overarching implementation strategy. This was offset by the PAC, whose sole purpose was to discuss the implementation and dissemination of the questionnaire; however, the PAC members were not implementation specialists. It may be beneficial to conduct another workshop for only the questionnaire with a larger sample size.

Conclusions
By addressing both the knowledge action and knowledge creation phases in the KTA framework, we identified key strategies to support the implementation of the WRASQ(L). Participants perceived the high utility of this WRA screening questionnaire in clinical settings and that it addressed many themes identified in our workshops relating to the implementation of e-tools in primary care EMRs. The workshop results and PAC recommendations will guide future dissemination and implementation initiatives and may be generalizable to other asthma e-tools.

Dissemination strategies will include incorporating the questionnaire in educational material, linking the questionnaire to websites or e-toolkits, translating it into other languages, and leveraging health care and research networks. Implementation strategies will include the integration of the WRASQ(L) into EMRs; designing multifaceted interventions; and targeting nontraditional settings such as workplaces, pharmacies, and research settings. The theme or barrier of human limitations may require more time and effort to overcome once the implementation of the questionnaire begins.
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Abstract

Background: Monitoring vital signs such as oximetry, blood pressure, and heart rate is important to follow the evolution of patients. Smartwatches are a revolution in medicine allowing the collection of such data in a continuous and organic way. However, it is still a challenge to make this information available to health care professionals to make decisions during clinical follow-up.

Objective: This study aims to build a digital solution that displays vital sign data from smartwatches, collected remotely, continuously, reliably, and from multiple users, with trigger warnings when abnormal results are identified.

Methods: This is a single-center prospective study following the guidelines “Evaluating digital health products” from the UK Health Security Agency. A digital platform with 3 different applications was created to capture and display data from the mobile phones of volunteers with smartwatches. We selected 80 volunteers who were followed for 24 weeks each, and the synchronization interval between the smartwatch and digital solution was recorded for each vital sign collected.

Results: In 14 weeks of project progress, we managed to recruit 80 volunteers, with 68 already registered in the digital solution. More than 2.8 million records have already been collected, without system downtime. Less than 5% of continuous heart rate measurements (bpm) were synchronized within 2 hours. However, approximately 70% were synchronized in less than 24 hours, and 90% were synchronized in less than 119 hours.

Conclusions: The digital solution is working properly in its role of displaying data collected from smartwatches. Vital sign values are being monitored by the research team as part of the monitoring of volunteers. Although the digital solution proved unsuitable for monitoring urgent events, it is more than suitable for use in outpatient clinical use. This digital solution, which is based on cloud technology, can be applied in the future for telemonitoring in regions lacking health care professionals. Accuracy and reliability studies still need to be performed at the end of the 24-week follow-up.

(JMIR Form Res 2022;6(9):e40468) doi:10.2196/40468
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Introduction

Background

Since the World Health Organization declared the novel coronavirus a pandemic on March 11, 2020 [1], with more than 470 million cases of infection and more than 6 million deaths confirmed [2], digital transformation of health care worldwide has accelerated [3-5].

In this scenario where the most frequent comorbidities are hypertension (55%), coronary artery disease and stroke (32%),...
and diabetes (31%) [6], monitoring vital signs such as oximetry, blood pressure, and heart rate can be of paramount importance to monitor the evolution of patients infected by COVID-19.

Thus, wearable devices, such as smartwatches, are key actors in revolutionizing medicine through mobile health (mHealth) and eHealth, allowing continuous and longitudinal health monitoring outside of health care facilities [7].

Due to the ease of use of smartwatches—initially aimed at consumers concerned about their own health—several studies have shown interest in their application for remote monitoring [8] and as a tool for telemonitoring and early detection of respiratory symptoms [9,10], heart disease [11-14], and remote physical therapy [15].

Smartwatches can record clinical data in a way that feels organic and unobtrusive to the user, enabling the construction of a database that will facilitate, with the aid of artificial intelligence, the recognition of biomarkers capable of expanding the mechanisms of prediction, prevention, and health event intervention.

There are reports in the literature discussing smartwatch data collection [16], with the most recent already suggesting the possibility of early detection of COVID-19 [9,10] and atrial fibrillation [12-14]. However, for wearable devices to be really usable in a clinical setting, a digital platform that is easily accessible to health professionals is necessary.

Motivation

Aiming to enable the future of telemonitoring, early detection, and remote therapies, there is a need for a digital web platform capable of collecting data from smartwatches continuously and effectively.

Aim

This study aimed to build a digital solution that displays vital sign data from smartwatches, collected remotely, continuously, reliably, without the need on manual input, and from multiple users, triggering warnings when abnormal results are identified.

Methods

The digital solution was developed to support an entire clinical study involving remote monitoring of patients. Its role is to guarantee anonymity, completeness, and reliability of the data collected, as well as to consolidate different sources of information input.

Ethical Considerations

This project was submitted to the Ethics and Research Committee of the Hospital das Clínicas da Faculdade de Medicina of University of São Paulo (HCFMUSP; CAAE: 51711921.3.0000.0068 and Opinion number: 4,975,512).

Study Type

This is a single-center prospective study following the guidelines “Evaluating digital health products” from the UK Health Security Agency [17], with local adaptations for the Brazilian population and project context, still in the design and test phases of a digital product.

A descriptive study, “Analysis of routinely collected data” [18], was conducted using data collected from the digital solution to a website platform by the team of executing researchers.

Data Transfer

There are several ways to collect data from a smartwatch to a digital platform, as described by de Arriba-Pérez et al [19]. To ensure the validity and protection of the volunteer’s sensitive data [20], we developed an application to be used in parallel with the manufacturer’s app.

In this paper, only data used for clinical follow-up of volunteers were selected, namely blood pressure, oxygen saturation, heart rate, and sleep quality information (Table 1).

<table>
<thead>
<tr>
<th>Data</th>
<th>Collection</th>
<th>Present at digital solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steps</td>
<td>Automatically</td>
<td>No</td>
</tr>
<tr>
<td>Flights of stairs</td>
<td>Automatically</td>
<td>No</td>
</tr>
<tr>
<td>Exercise time</td>
<td>Automatically</td>
<td>No</td>
</tr>
<tr>
<td>Sleep quality</td>
<td>Automatically</td>
<td>Yes</td>
</tr>
<tr>
<td>Heart rate</td>
<td>Automatically</td>
<td>Yes</td>
</tr>
<tr>
<td>Oxygen saturation during sleep</td>
<td>Automatically</td>
<td>No</td>
</tr>
<tr>
<td>Oxygen saturation</td>
<td>User action</td>
<td>Yes</td>
</tr>
<tr>
<td>Blood pressure</td>
<td>User action</td>
<td>Yes</td>
</tr>
<tr>
<td>Weight</td>
<td>User action</td>
<td>No</td>
</tr>
<tr>
<td>Height</td>
<td>User action</td>
<td>No</td>
</tr>
<tr>
<td>Quantity and type of liquid ingested</td>
<td>User action</td>
<td>No</td>
</tr>
<tr>
<td>Quantity and type of food ingested</td>
<td>User action</td>
<td>No</td>
</tr>
</tbody>
</table>
**Data Flow**

Vital sign data are captured by the smartwatch during its use by the volunteer. The smartwatch then synchronizes with the volunteer’s smartphone, and the data are transferred to the manufacturers’ health apps.

A custom application, called LIKA-App, reads the data from those health apps and transfers the data to a cloud server. A cloud data collector installed on the internal server of HCFMUSP downloads the data from the cloud server.

A second, complementary digital solution, LIKA-Web, makes the acquired data available for analysis and allows alerts to be set up through a user-friendly interface.

The data flow is shown in Figure 1.

In addition to those collected by the smartwatch, data obtained by gold standard devices will also be persisted in the project’s internal server database. These data will be entered manually in the Research Electronic Data Capture (REDCap) [21] system and later imported and incorporated into the study’s database. A diagram to visualize the integration between REDCap and the LIKA-Web solution can be found in Figure 2.

**Figure 1.** Data flow from smartwatches. HCFMUSP: Hospital das Clínicas da Faculdade de Medicina of University of São Paulo.

**Figure 2.** Data flow from Research Electronic Data Capture (REDCap).
**Digital Solutions**

**LIKA-App**
This app is a digital solution installed on volunteers’ smartphones that captures specific health information from the wearable device and synchronizes it with the study’s data cloud (WEB-ADMIN server). This application runs on Android smartphones and was developed and improved by the manufacturer to accommodate the requirements of this study.

**WEB-ADMIN**
This is the module responsible for receiving data obtained from the LIKA-App and storing it in the study’s data cloud for later use by the LIKA-Web. It also tracks the date and time of the latest synchronization of each participating volunteer’s smartwatch. This module provides the REST APIs [22] consumed by LIKA-App and a structured database (PostgreSQL).

**LIKA-Web**
LIKA-Web is the module responsible for supporting the remote monitoring project. It is a digital solution capable of retrieving information from different data sources for each volunteer. A user-friendly interface allows the team of researchers and clinicians to follow the day-to-day activities of the clinical study, as well as receiving alerts about vital signs and synchronization information.

To allow fast development and good reliability, LIKA-Web was built using Java Spring Boot framework (back-end) and Bootstrap/HTML/JQuery (front-end), with a MySQL database.

**Data Sync**
The synchronization of data between the manufacturer’s health app and the LIKA-App takes place either under a deliberate request by the user, at any time, or automatically, once a day, but only while the app is active on the user’s phone. This synchronization is dependent on internet connectivity.

Once the LIKA-App retrieves information from the manufacturer’s application, these data are available to be synchronized with LIKA-Web, which takes place automatically via WEB-ADMIN every hour or under deliberate request by the Web Administrator at any time.

**Functionality**
The platform offers the functionality described in the following paragraphs.

User registration grants users access to the LIKA-Web system.

During volunteer registration, for privacy protection, the volunteer’s name is not registered in our internal system (LIKA-Web). Instead, a unique user identifier is created and registered in the LIKA-App mobile app.

Volunteer risk alerts are triggered to warn the health care team based on the data received from the volunteers.

Data sync alerts identify volunteers who have not synced their smartwatch data in the last 72 hours.

The latest data log is an interface that logs the latest data obtained from each volunteer, along with the date and hour.

The data display interface displays the vital sign data obtained from the smartwatches.

**Wearable and Gold Standard Device**
Each volunteer was provided with a smartwatch (Samsung Galaxy 4). The gold standard devices used in this study are a noninvasive blood pressure monitor, (G-TECH model GP400 [ANVISA registration nº 80275319016] with 2 AAA batteries) and a pulse oximeter (AFK YK009 [ANVISA registration 81995169005]) for noncontinuous monitoring.

A smartphone (Samsung A52) was provided to volunteers who did not have a Samsung mobile phone.

**Data Settings**
Among the HCFMUSP collaborators, 80 volunteers were selected to use the smartwatch over 24 weeks, with daily visits by research monitors.

The following data were collected from the smartwatch by the LIKA-App: heart rate, oxygen saturation, blood pressure, sleep count, and sleep intensity.

Heart rate is configured to be collected continuously in 1-minute intervals. The smartwatch sends the value in bpm to the LIKA digital solution.

Oxygen saturation can be collected manually by the user or continuously during sleep.

Blood pressure is collected upon user request, and the smartwatch needs to be calibrated with a gold standard blood pressure device once every 28 days.

Sleep count is a feature that marks the beginning and end of the volunteer’s sleep period. Sleep intensity data record the beginning and end of each sleep phase [23]. Both types of sleep data are automatically collected by the smartwatch without the need for user intervention.

For each of these values, the digital platform also collects the date and time of their record by the smartwatch, as well as the date and time when the digital platform synchronized and received the data.

Furthermore, every day, for 24 weeks, a research monitor meets with the volunteers and simultaneously collects oxygen saturation and blood pressure data from both the volunteer’s smartwatch and gold standard devices. Those values, along with date and beginning and end times (as displayed by the smartwatch), are registered on a paper form and later transcribed to REDCap, in order to analyze the reliability and agreement between the gold standard and smartwatch data.

For the purpose of this study, the automatic synchronization interval between LIKA-Web and LIKA-App is set to every 1 hour.

**Digital Platform Reliability Analysis**
To determine the reliability of the data captured by the LIKA platform (as seen in Figure 1) at the end of the study, the data
collected from the smartwatch and manually recorded in REDCap will be compared with those directly captured by WEB-ADMIN.

An active search will be carried out by combining data manually annotated in REDCap, by day, time, and volunteer, within the internal server database.

The comparison flow is in Figure 3.

**Figure 3.** Comparison of the flow of data collected by the digital platform with those recorded in Research Electronic Data Capture (REDCap), on the paper form, and by smartwatch.

### Alert System Measurement

The following triggers were defined for the blood pressure alerts, based on the manufacturer’s recommendations [24]: systolic blood pressure ≤70 mm Hg or >180 mm Hg and diastolic blood pressure ≤40 mm Hg or >120 mm Hg.

Every time one of these events is triggered by the digital platform, the value, date, hour, and volunteer’s identifier are displayed on the dashboard.

With the intention of monitoring the use of the smartwatch by the volunteers, alerts regarding oxygen saturation and heartbeat per minute were also implemented on the digital platform.

Considering the normal oxygen levels in a pulse oximeter usually range from 95% to 100% and hypoxemia is an oxygen saturation of less than 90% [25], the digital platform was set up to alert when the value reaches below 88%.

Similarly, considering that the diagnosis of sinus bradycardia requires an electrocardiogram showing a normal sinus rhythm at a rate lower than 60 bpm [26], the digital platform was set up to alert when the heart rate falls below 40 bpm.

### Results

Running without interruption since February 25, 2022, a total of 68 volunteers were already being monitored by the
LIKA-Web platform as of May 28, 2022 (Table 2), with 3 dropouts in the first week of the study. Among the dropouts, a lack of time to attend the daily face-to-face data collection visits was the leading reason for abandoning the study. Data from these 3 dropout volunteers (465 records) were excluded from the analysis.

A total of 2,772,766 records were captured: 2,645,286 for continuous heart rate, 7423 for oxygen saturation, 4742 for blood pressure, 3599 for sleep count (marks the beginning and end of sleep), and 111,716 for sleep intensity (marks the beginning and end of each phase of sleep).

There were 9 users with continuous heart bpm data synchronization issues, 1 with oxygen saturation data issues, and 10 with blood pressure data synchronization issues (Table 3).

We noticed that many heart rate synchronization issues were due to the smartwatch battery management configuration: The smartwatches provided to the volunteers were configured in the continuous acquisition mode; however, as soon as the smartwatch entered battery saving mode, the configuration reverted back to only 1 measurement every 10 minutes. To address this problem, the research team advised volunteers not to use the battery saving mode on their devices.

Regarding the oxygen saturation issues, there was a synchronization problem with a single, newly recruited volunteer, and the research team was working to identify the reason.

Finally, for the blood pressure synchronization issues, we verified that the cause was a sharing permission between Samsung Monitor and Samsung Health App. The devices were configured with all permissions when the smartwatches were handed out to the volunteers; however, for unconfirmed reasons (likely system updates), the permission configurations were lost. To solve this problem, the research team reconfigured the data sharing permission as soon as the problem was identified by our data sync alert system.

Based on the collected data, descriptive statistics were performed across all the records obtained (Table 4). The overall results for heart rate and oxygen saturation show a distribution (between the 25th and 75th percentiles) within the expected normative values, indicating that there were no persistent abnormal readings from our volunteers.

### Table 2. Total of users by weeks of the project.

<table>
<thead>
<tr>
<th>Week number</th>
<th>New users, n</th>
<th>Number of users who dropped out, n</th>
<th>Total users, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>0</td>
<td>17</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>0</td>
<td>22</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>0</td>
<td>31</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0</td>
<td>37</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>1</td>
<td>40</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>1</td>
<td>48</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>1</td>
<td>49</td>
</tr>
<tr>
<td>10</td>
<td>7</td>
<td>0</td>
<td>56</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>0</td>
<td>59</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>0</td>
<td>61</td>
</tr>
<tr>
<td>13</td>
<td>6</td>
<td>0</td>
<td>67</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>0</td>
<td>68</td>
</tr>
</tbody>
</table>

### Table 3. Total data records by type and per user (N=2,772,766).

<table>
<thead>
<tr>
<th>Data type</th>
<th>Records, n</th>
<th>Total users, n</th>
<th>Users with no synchronization, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous heart rate (bpm)</td>
<td>2,645,286</td>
<td>68</td>
<td>9</td>
</tr>
<tr>
<td>Oxygen saturation</td>
<td>7423</td>
<td>68</td>
<td>1</td>
</tr>
<tr>
<td>Blood pressure</td>
<td>4742</td>
<td>68</td>
<td>10</td>
</tr>
<tr>
<td>Sleep</td>
<td>3599</td>
<td>68</td>
<td>0</td>
</tr>
<tr>
<td>Sleep intensity</td>
<td>111,716</td>
<td>68</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 4. Descriptive statistics of all the collected vital signs.

<table>
<thead>
<tr>
<th>Data type</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Heart rate (bpm)</td>
<td>78.29(13.63)</td>
</tr>
<tr>
<td>Oxygen saturation (%)</td>
<td>94.37(3.47)</td>
</tr>
<tr>
<td>Blood pressure (mm Hg)</td>
<td></td>
</tr>
<tr>
<td>Systolic</td>
<td>126.78(15.06)</td>
</tr>
<tr>
<td>Diastolic</td>
<td>82.45(12.16)</td>
</tr>
</tbody>
</table>

Similarly, the blood pressure results present a distribution mostly inside the range expected for resting blood pressure. Individual averages of heart rate for each patient also present a normative distribution, with lower (Q1), median (Q2), and upper (Q3) quartile values of 74.57 bpm, 78.24 bpm, and 82.66 bpm, respectively. The distribution of the individual means for oxygen saturation is also compatible with the normative range but shifted to slightly lower values: 93.67%, 94.64%, and 95.24% (Q1, Q2, and Q3, respectively).

The same observations were made for individual averages for systolic (Q1: 116.69 mm Hg; Q2: 120.50 mm Hg; Q3: 129.06 mm Hg) and diastolic (Q1: 76.16 mm Hg; Q2: 82.16 mm Hg; Q3: 89.63 mm Hg) blood pressures.

Data regarding sleep intensity were also analyzed. The smartwatch records sleep intensity at 4 different levels: still awake, light sleep, deep sleep, and rapid eye movement (REM).

The total sleep time recorded was verified, and the percentage of this total spent at each sleep intensity was calculated. The results are shown in Table 5, where it can be seen that more than one-half (590,433/1,046,195, 56.43%) of the recorded sleep time was spent in light sleep, and only about 20% (213,716/1,046,195, 20.43%) was spent in REM sleep. Yet, despite this, we found that all volunteers managed to achieve REM sleep at least once.

Still, regardless of the distributions in Table 3, a few vital sign records fell outside the range of normative values, and, to monitor those, the alert system within our framework was used. In all, 421 alerts were generated (Table 6).

Table 5. Time spent in each sleep stage across all recorded minutes (1,046,195 minutes).

<table>
<thead>
<tr>
<th>Sleep phase</th>
<th>Overall recorded minutes (% of total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Awake</td>
<td>122,898 (11.75)</td>
</tr>
<tr>
<td>Light sleep</td>
<td>590,433 (56.43)</td>
</tr>
<tr>
<td>Deep sleep</td>
<td>119,148 (11.39)</td>
</tr>
<tr>
<td>REM&lt;sup&gt;a&lt;/sup&gt; sleep</td>
<td>213,716 (20.43)</td>
</tr>
</tbody>
</table>

<sup>a</sup>REM: rapid eye movement.
Table 6. Type and number of alerts and number of volunteers who triggered each alert.

<table>
<thead>
<tr>
<th>Type of alert</th>
<th>Number of alerts (n=421)</th>
<th>Number of volunteers (n=45)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum diastolic blood pressure (≥180 mm Hg)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Minimum diastolic blood pressure (≤70 mm Hg)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Maximum systolic blood pressure (≥120 mm Hg)</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Minimum systolic blood pressure (≤40 mm Hg)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Low oxygen saturation (&lt;88%)</td>
<td>414</td>
<td>43</td>
</tr>
<tr>
<td>Low heart rate (&lt;40 bpm)</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 7. Number of volunteers with synchronization (sync) errors.

<table>
<thead>
<tr>
<th>Volunteers</th>
<th>Sync OK (n=59), n</th>
<th>Sync error (n=9), n</th>
<th>cBPM records (n=2,645,286), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>With own smartphone</td>
<td>30</td>
<td>4</td>
<td>1,349,706</td>
</tr>
<tr>
<td>With study’s smartphone</td>
<td>29</td>
<td>5</td>
<td>1,295,580</td>
</tr>
</tbody>
</table>

^cBPM: continuous beats per minute.

Table 8. Synchronization time according to the smartphone used.

<table>
<thead>
<tr>
<th>Sync time</th>
<th>Study’s smartphone (n=1,295,580)</th>
<th>Volunteer’s smartphone (n=1,349,706)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number synced, n (%)</td>
<td>Accumulated %</td>
</tr>
<tr>
<td>&lt;1 hour</td>
<td>5051 (0.39)</td>
<td>0.39</td>
</tr>
<tr>
<td>1-2 hours</td>
<td>59,892 (4.62)</td>
<td>5.01</td>
</tr>
<tr>
<td>3-6 hours</td>
<td>193,524 (14.94)</td>
<td>19.95</td>
</tr>
<tr>
<td>6-12 hours</td>
<td>278,549 (21.50)</td>
<td>41.45</td>
</tr>
<tr>
<td>13-24 hours</td>
<td>349,405 (26.97)</td>
<td>68.42</td>
</tr>
<tr>
<td>1-2 days</td>
<td>143,495 (11.08)</td>
<td>79.49</td>
</tr>
<tr>
<td>3-7 days</td>
<td>154,646 (11.94)</td>
<td>91.43</td>
</tr>
<tr>
<td>7-14 days</td>
<td>78,115 (6.03)</td>
<td>97.46</td>
</tr>
<tr>
<td>&gt;14 days</td>
<td>32,903 (2.54)</td>
<td>100</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The LIKA-Web platform has been stable and is ready to fulfill its role of receiving data from mobile devices.

In the 14 weeks of follow-up as of the writing of this manuscript, we had not had any interruption of its service, and it is being actively used to monitor the health of the volunteers as well as to verify if they performed the daily synchronization with the platform.

In the first week of recruitment, the equipment was delivered to the volunteers on the day of their consultation, which incurred a lot of difficulty with the setup time. It took more than 90 minutes just to charge the smartwatch, pair it with the mobile phone, and install the apps.

From the second week onwards, equipment delivery was scheduled before the consultations, with a pairing and installation guide, which greatly reduced the time of those consultations.

More than 2.8 million records were received by the platform, and the expectation is to reach more than 20 million data records by the end of the project on October 23, 2022.

Reliability studies on data transmission will be carried out as reported in the Methods section, and other studies will also make use of this large mass of data.

As the volunteers were also grouped by disease (COVID-19) status and demographic characteristics, we expect to enable analyses regarding the evolution of COVID-19 and accuracy of the smartwatch with respect to the gold standard equipment, among other possibilities that we are following on a daily basis.

During the follow-up medical appointments during our study, through the digital platform, it was possible to identify a pattern of asymptomatic bradycardia in one of the volunteers, for whom the only symptom was tiredness.

So far, 2 volunteers without previous positive results for COVID-19 were infected by the virus during the study, staying in home isolation and accompanied by the digital platform.

All these data, added to the participants’ individual characteristics and clinical follow-up, will be evaluated and
analyzed at the end of the study, thanks to the digital platform that makes the collected data available for continuous monitoring, at a distance, without the need for the intervention of a health professional.

Compared with similar recent studies by Quer et al [9] and Mishra et al [10] that approached the detection of COVID-19 through the use of heart rate, steps, and sleep data, the digital solution in this study also provides researchers and clinicians data about oxygenation during sleep [27], in an organic and continuous way, in addition to data on blood pressure and oxygenation, upon volunteer request.

Furthermore, as very well detailed by Vijayan et al [28], smartwatches have very broad applicability in the health care field. Since the LIKA digital solution was developed together with the manufacturer, it is ready to receive and provide, for clinical use, data from other features not included in this version of the study, as is the case for electrocardiogram for atrial fibrillation monitoring reported in the studies by Nasarre et al [11], Bumgarner et al [12], and Perez et al [13].

For the purpose of clinical use, with no intervention to encourage volunteers to sync the data and automatic synchronization between the digital platform (LIKA-Web) and digital solution on the mobile phone (LIKA-App) set to every 1 hour, the total time delay in synchronization was under 1 hour for less than 0.5% of the records and under 2 hours for only 5% of the records (Table 8).

These results indicate that this solution is not suitable for monitoring critical events, which makes the alert system unsuitable for urgent clinical use.

However, almost 70% of the data are synchronized within 24 hours (Table 8), and less than 10% of the data are synchronized in more than 7 days (Table 8), indicating that the digital solution is more than adequate to be used as a nonurgent health care tool.

Given the LIKA platform was developed with scalability in mind, it is suitable to be used in multicenter, large-scale, and long-term follow-up studies, and it can provide researchers and clinicians with a powerful tool to monitor their patients.

In addition, as the digital solution LIKA is entirely in Brazilian Portuguese and based on cloud technology, it is ready to be accessed in any region of a continental country like Brazil, a region that still lacks studies in this area. Regions in need of medical assistance and located in hard-to-reach areas, such as Amazonas, will be able to take advantage of this technology, as suggested in recent studies carried out by HCFMUSP [29]. Those regions may greatly benefit from a system that enables patient follow-up remotely, such as the one proposed here.

**Limitations**

This work is a preliminary report of an ongoing study.

Data are still insufficient for analysis of reliability and accuracy of smartwatches. However, the platform has proven itself ready for data collection on a large scale, and the vital sign values have been used by the medical team in return visits to guide health assessment.

Without in-depth analysis, some records with human error in the data transcription to paper form or to REDCap were identified and confirmed; that is, the data on the digital platform are identical to those recorded on the smartwatches but different from those inputted on the paper form and in REDCap.

Furthermore, this paper reports only part of the project “Predictive monitoring in person-centered care using smartwatches.” Methodologies about the division of the groups of volunteers, clinical follow-up setting, clinical scale used to evaluate COVID-19 patients, and user satisfaction surveys are not part of this preliminary report, as they are not relevant to the operating results of the digital platform.

**Cost**

In all, US $39,053.98 (BRL to US $ conversion of 5.80 obtained on December 31, 2021) were spent on smartwatches, gold standard devices, and mobile phones in this project (Table 9).

**Conclusions**

The LIKA-Web platform is working correctly in its role of presenting data collected from smartwatches worn by research volunteers on a continuous basis, without the need for human action, to research monitors and clinicians.

Vital sign values are being monitored by the research team as part of monitoring the health of volunteers.

Reliability studies on the digital platform still need to be carried out at the end of the follow-up scheduled for October 23, 2022.

**Future Perspectives**

At end of this study, the accuracy and precision of the collected data will be analyzed.

Once it is concluded that the data collected are reliable and have high accuracy, a larger study with volunteers across the country is planned, taking advantage of the structure already built for LIKA-Web.

A new digital solution is planned for development, with which volunteers will not only be able to access their vital signs data

<table>
<thead>
<tr>
<th>Device</th>
<th>Quantity, n</th>
<th>Investment (US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samsung Galaxy 4 smartwatch</td>
<td>84</td>
<td>19,828.73</td>
</tr>
<tr>
<td>Noninvasive blood pressure monitor</td>
<td>92</td>
<td>1866.57</td>
</tr>
<tr>
<td>Pulse oximeter for noncontinuous monitoring</td>
<td>92</td>
<td>1130.24</td>
</tr>
<tr>
<td>Samsung Galaxy A52 smartphone</td>
<td>45</td>
<td>16,222.44</td>
</tr>
</tbody>
</table>

Table 9. Total investment on devices and equipment.

https://formative.jmir.org/2022/9/e40468
but also grant permission to their caregivers, so they can also monitor their health.

In the near future, with the LIKA-Web platform, it will be possible to carry out remote monitoring of an entire community, supporting existing primary care programs and generating alerts of altered vital signs, in order to support health care professionals.
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Abstract

Background: Early morning behaviors between waking up and beginning daily work can develop into productive habits. However, sleep inertia limits the level of human ability immediately after waking, lowering a person’s motivation and available time for productive morning behavior.

Objective: This study explores a design for morning behavior change using a wake-up task, a simple assignment the user needs to finish before alarm dismissal. Specifically, we set two research objectives: (1) exploring key factors that relate to morning behavior performance, including the use of wake-up tasks in an alarm app and (2) understanding the general practice of affecting morning behavior change by implementing wake-up tasks.

Methods: We designed and implemented an apparatus that provides wake-up task alarms and facilities for squat exercises. We recruited 36 participants to perform squat exercises in the early morning using the wake-up tasks for 2 weeks. First, we conducted a generalized estimating equation (GEE) analysis for the first research objective. Next, we conducted a thematic analysis of the postsurvey answers to identify key themes about morning behavior change with the wake-up tasks for the second objective.

Results: The use of wake-up tasks was significantly associated with both the completion of the target behavior (math task: \( P=.005 \); picture task: \( P<.001 \)) and the elapsed time (picture task: \( P=.08 \)); the time to alarm dismissal was significantly related to the elapsed time to completion (\( P<.001 \)). Moreover, the theory of planned behavior (TPB) variables, common factors for behavior change, were significant, but their magnitudes and directions differed slightly from the other domains. Furthermore, the survey results reveal how the participants used the wake-up tasks and why they were effective for morning behavior performance.

Conclusions: The results reveal the effectiveness of wake-up tasks in accomplishing the target morning behavior and address key factors for morning behavior change, such as (1) waking up on time, (2) escaping from sleep inertia, and (3) quickly starting the desired target behavior.

(JMIR Form Res 2022;6(9):e39497) doi:10.2196/39497
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Introduction

Background

There has been rising interest in spending early morning time productively, with a view that early morning behaviors between waking up and the starting of daily work can develop into productive habits (called miracle morning) [1,2]. These habits improve health and quality of life [3]. For example, morning exercise is effective in increasing physical performance, such as muscular strength [4], anaerobic power [5], and endurance [6], while improving blood sugar [7] and hormone levels [8]. Moreover, early morning emotions can influence feelings throughout the day [9].

Many researchers have studied human behavior change [10]. For example, a conscious goal can induce the anticipated behavior [11]. Locke and Latham [12] discovered a linear relationship in which the appropriate difficulty of the goal produces a high level of effort and performance. Fogg [13,14] explained the initiation of the target behavior by 3 factors (motivation, ability, and trigger) and presented the behavior grid, which categorizes behavior change into 35 cases according to behavior type and maintenance degree. Prochaska et al [15,16] described 6 phases of behavior change (precontemplation, contemplation, preparation, action, maintenance, and termination). Such theories can provide valuable insights for developing intervention methods but are often insufficient to explain specific behavior changes in a health domain [17,18].

Under these behavior theories, studies have sought to develop computational supports for behavior change and persuasion [19-21]. Oinas-Kukkonen et al [21] classified persuasive system principles into 4 categories (primary task, dialog, system credibility, and social support). For example, tunneling can facilitate the target behavior by allowing the process to proceed without interruption. Fogg [19] proposed social cues for the persuasive system as a social actor. Oulasvirta et al [22] investigated smartphone usage from the perspective of habit formation. Consolvo et al [23] studied behavior change components by designing a mobile app that uses social supports to foster healthy behavior. There have also been studies on the impact of mobile tools on behavior change. For example, ReVibe [24] uses contextual information automatically collected from phones or sensors to improve momentary ecological assessments. FoodPrint [25] is a photo-based food diary that helps patients and health experts exchange knowledge and focus on collaboration goals. Costa et al [26] proposed a method for regulating emotions through haptic feedback with a smartwatch.

However, it is necessary to consider contextually unique characteristics for morning behavior change that differ from the prior studies in general contexts. For example, physical and cognitive performance decreased in the sleep inertia state. This is especially true of a person’s decision-making ability [27,28] and indicates that prior behavior change mechanisms may not work effectively in the morning. Thus, this study focuses on morning behavior change and attempts to understand design implications considering the contextual characteristics of morning hours. We especially note that sleep inertia [29], which refers to the phenomenon that occurs after waking up in which people’s abilities are significantly lower than those under their normal condition, characterizes early morning behavior. Several studies have investigated physical and mental states when experiencing sleep inertia to understand the contextual characteristics of sleep inertia [28,30,31]. For example, it takes more time for someone experiencing sleep inertia to perform arithmetic calculations [32,33] and recognize objects [34,35]. Although sleep inertia usually vanishes naturally within some minutes of waking, its duration varies depending on the individual and context [34,35].

Efficiently completing target morning behaviors at a predictable time is essential because a prescheduled daily routine begins sooner (eg, going to work). Therefore, sleep inertia would be a critical factor in a person’s morning behavior performance. Various studies aimed to determine how to escape sleep inertia quickly and effectively [36]. For example, McFarlane et al [37-39] explored auditory factors, such as alarm sounds, to decrease the influence of sleep inertia, and Hilditch et al [40] attempted to induce arousal using light of specific frequencies. Additionally, physical activity has been addressed as the primary countermeasure to sleep inertia. For example, Kaplan et al [41] proposed a method to reduce the sleep inertia duration and severity by performing a series of physical activity routines. Kovac et al [42] also measured the degree of sleepiness after the experimental participants performed the postwaking cycle and sprint.

Our study aligns with these studies in terms of helping escape sleep inertia. Although these studies focused on developing methods to escape from sleep inertia quickly and effectively, our study aims to help users maintain specific behaviors against sleep inertia, leading to morning behavior changes by associating them with a mobile alarm.

Objectives

This study proposes a mechanism for morning behavior change based on wake-up tasks in a mobile alarm. A wake-up task is a simple assignment that the user needs to finish first to dismiss a ringing alarm, such as taking a picture of a particular object or solving math problems. Its effectiveness in waking up on time has been analyzed [43,44]. In this study, we designed and implemented a mobile alarm app based on a wake-up task to facilitate a target behavior in the morning. We also conducted formative research to understand morning behavior change by wake-up tasks, considering the following objectives: (1) exploring key factors that relate to morning behavior performance, including the use of wake-up tasks and (2) understanding the general practice of effecting morning behavior change by implementing wake-up tasks.

Methods

Apparatus

Design Requirements

We conducted a preliminary survey to understand the practice and intention of early morning behaviors. Our survey included several open-ended questions organized into 3 sections. The
first section includes 2 open-ended questions about respondents’ usual morning behaviors and intentions toward productive morning behavior. The second section asks respondents to describe their previous efforts and strategies for productive morning behaviors. Finally, the survey asked all respondents to evaluate their past morning behavior and describe any difficulties they encountered. The survey was conducted through the internet and posted on social networking services in South Korea. The survey was answered by 40 participants (age: mean 30.32, SD 3.87 years), of which 17 were men (age: mean 31.64, SD 4.16 years) and 23 were women (age: mean 29.34, SD 3.04 years). The respondents were compensated with an electronic voucher worth approximately US $4. We conducted a thematic analysis following the guideline proposed by Braun and Clarke [45]. The transcripts of the responses were reread by 2 researchers, and they generated initial codes. Next, they examined the similarity between codes to define the final themes. The survey respondents are denoted by R1-R40.

First, the results show usual morning behaviors immediately after waking up. For example, 60% (24/40) of the respondents said they usually check their smartphones after waking up. Specifically, among respondents who said they usually check their smartphones, 41.6% (10/24) use social networking service or messenger apps, another 41.6% (10/24) check the time, and 16.6% (4/24) read the news on the internet. Other respondents (16/40, 40%) also reported other activities, including drinking water, going to the bathroom, making the bed, and stretching.

Furthermore, 87.5% (35/40) of respondents commented that they wish to perform more productive behaviors in the morning. For example, 1 respondent said, “I can do simple exercise at least. I think it will be good for my health” (R10). Another respondent mentioned, “I think I can start the day in a good mood if I am more productive in that hours” (R25). Some respondents also addressed the benefits of using early morning time for productive purposes. For example, a participant stated, “Taking time to do something in the evening is difficult. But, in the morning, as long as I get up early, I can have extra time to do meaningful behavior, such as stretching” (R12). On the other hand, 5 respondents showed negative attitudes, mainly because they had been too busy in the morning. For example, a participant stated, “I’m too busy getting ready for work, so I don’t have much time to do productive activities” (R32).

Additionally, 75% (30/40) of the respondents had previously tried productive morning behavior. Targeted morning behaviors were mostly related to physical activity, such as stretching or simple exercising (eg, squats). Other activities like reading, writing, studying, meditation, and praying were also mentioned. These respondents explained their strategies for maintaining their desired behavior and getting up earlier is the most common strategy. Respondents also said they tended to put considerable effort into remembering the target behavior, such as forcing themselves to perform the behavior in a group setting. Next, several respondents said they had attempted to find suitable behaviors for the available morning time and had modified the goal based on the situation and performance. For example, some respondents thoroughly planned their morning time to ensure that the target behavior finished in time, whereas others attempted to find simple stretching exercises.

However, maintaining the target behavior every morning was challenging. Most responses were related to a lower level of awakening, with 82.5% (33/40) of respondents stating they often woke up late or stayed half-asleep excessively. There were also other awakening-related comments, such as demotivation. For example, “When I got up in the morning, I did not want to do anything and hesitated to start exercising, although I planned it” (R4).

**Design Implications: Winding Up and Nudging by Wake-Up Tasks**

Most failures affecting the targeted morning behavior are related to the characteristics of morning hours, such as limited time and respondents’ lowered ability due to sleep inertia. Therefore, 2 requirements for morning behavior support are proposed. First, it is critical to ensure that the user wakes up on time and recovers to the normal state as soon as possible. Second, it is necessary to create a bridge between waking up and starting the target behavior to prevent forgetting to perform it and avoid distractions.

This study proposes a new mechanism for morning behavior change by implementing a wake-up task, as shown in Figure 1. The wake-up task means a user must perform a simple task to dismiss a ringing alarm (eg, taking a picture or solving math problems) [44]. Completing a wake-up task can help users recover their normal ability quickly and have sufficient time for the target behavior. Specifically, the proposed mechanism works in two stages: (1) winding up to escape from sleep inertia by performing a wake-up task and (2) nudging to induce the target behavior after completion.

![Figure 1. Proposed mechanism for morning behavior change by wake-up tasking.](https://formative.jmir.org/2022/9/e39497)
**Implementation**

We implemented an alarm app that provides task-based alarm dismissal, as shown in Figure 2. The app provides three alarm dismissal methods: a conventional method as a baseline (ie, pressing a button) and two wake-up tasks (taking a picture and solving math problems). These are denoted as non_task, picture_task, and math_task, respectively. In this study, a squat exercise was selected as a target behavior. This is because simple exercising was the most preferred morning behavior, according to the preliminary study. Furthermore, doing squats is relatively easy and does not require additional equipment. The app functions as follows:

First, the app provides standard alarm functions, such as controlling the alarm sound, switching the alarm to vibrate mode, and selecting a ringtone from built-in sound sources. Notably, the user must choose an alarm dismissal method from among non_task, math_task, and picture_task. Furthermore, picture_task and math_task are representative tasks that require physical and cognitive abilities, respectively. For setting the picture_task, the user must input a reference image for later authentication. The app encourages users to select an image taken far away from their bed as the reference image. For the math_task, the user specifies the number of problems and the difficulty level. There are 6 levels of difficulty. The number of digits a user needs to calculate increases as the difficulty increases, and multiplication operations are included from level 4. The user needs to solve 3 problems by default but is allowed to change the number.

Next, when the alarm goes off, the user must complete the task required by each dismissal method; this is the winding-up stage to help escape from sleep inertia. non_task is a conventional dismissal method in many alarm apps. With non_task, the user can dismiss an alarm by simply pressing the dismissal button. math_task requires performing arithmetic calculations for the alarm dismissal, and the alarm will keep ringing until the user correctly answers the problems. With picture_task, the user must take the same picture as the registered reference image. The app determines whether the input and reference images are the same based on their image features (ie, color, shape) extracted by Android OpenCV [46]. After dismissing the alarm, the nudging stage begins with a dialog popup asking whether the user will start the target behavior immediately. If the user accepts it, the app displays functions to help the user perform the required squat exercises.

**Figure 2.** Screenshots of the study apparatus.

Finally, the user begins to perform the target behavior with support functions provided by the app. The users can view their performance records for the last 7 days. During the squat exercise, the app also counts the number of squat reps performed by the user and displays them on the smartphone screen. When the user performs a squat by grabbing the smartphone and looking at the screen, the app recognizes the up-and-down motion using the internal inertial measurement unit sensor values for the past 2 seconds. We built a simple deep learning model based on long short-term memory units using TensorFlow, and the trained model was converted into the TensorFlow-Lite format, which enables it to run on a mobile device. When the user finishes the exercise by pressing the “complete” button, the app asks the user to input the exact number of the reps to correct the miscounted cases. The main experiment with 36 participants discovered no significant difference between the automatically counted number of squats and the number the user inputted (auto: mean 13.5, SD 6.8; manual: mean 14.6, SD 4.4). Their Pearson correlation coefficient, =0.636, and the mean absolute error (MAE) was 2.65, indicating 2 or 3 miscounted reps. This tendency became stronger when 3 users who had consistently reported frequent miscounts from the beginning (possibly due to device or operating system issues) were excluded (MAE=1.99, =0.717).

**Participants**

A between-group study asked users to try to do squat exercises with the apparatus in the early morning for 2 weeks. The target behavior for this study was performing 15 squats 10 minutes after the target time was set for the morning alarm. We employed generalized estimating equation (GEE) modeling in this study to measure continuous and repetitive behavioral changes. We investigated previous studies that used the GEE model as a statistical method and confirmed the sample size of this study by referring to the experimental configuration of previous studies [47-49]. Therefore, we recruited 36 participants (21 males and 15 females) who can use mobile alarms and perform squats every morning through social networking service posting. The average age of these users was 27.5 years (SD 7.68 years), and they were mostly office workers (20/36, 55.6%) and students (16/36, 44.4%). We denote these participants by P1-P36.
Procedure

First, the participants were asked to respond to a presurvey. The presurvey asked about their demographics and usual wake-up time on a weekday. Notably, the survey included the theory of planned behavior (TPB) [50], which consists of 20 items on a 7-point Likert scale to assess traditional behavior factors (ie, intention, attitude, subjective norm, and control). Next, participants were divided into 3 groups by assigning individuals to 1 of the dismissal methods (non_task: 12, picture_task: 12, and math_task: 12). We confirmed that all variables measured by the presurvey (ie, age, gender, and TPB score) did not significantly differ among the groups. The detailed results of the presurvey are described in Multimedia Appendix 1.

Next, the 2-week experiment began, with each participant instructed to set a morning alarm using the implemented app with the assigned dismissal method. Participants were encouraged to set their alarms 5 minutes earlier to improve morning behavior. Each alarm was individually checked to ensure that it worked as intended; all users were using the dismissal method, and they performed their squat exercises with the app’s counter. Finally, participants were asked to perform 15 squats every weekday morning for 2 weeks voluntarily. We emphasized that they could skip or reject the behavior of their choosing, and we assured them that they would receive the same compensation regardless of their performance.

A postsurvey was conducted once the experiment was completed to understand detailed contexts about early morning behavior with wake-up tasks. This survey first inquired about their general usage and experience of the app, including helpful functions and failure cases. The next section of the survey questioned their alarm settings and measured the workloads of dismissing an alarm early in the morning by the NASA-Task Load Index (NASA-TLX) questionnaire [51]. We used the original NASA-TLX questionnaire in a graphic form that consists of rating bars [51]. The rating bar provides effective assistance for experimental respondents to understand and respond to the questionnaire intuitively, so we judged that the influence of linguistic factors on the experimental results was insignificant. Finally, the survey asked users to explain changes in their daily lives after the experiment.

Analysis Methods

Quantifying Morning Behavior Performance

Behavior performance was quantified from two perspectives: (1) success rate and (2) time elapsed for users to start their first squat in a successful trial. The target behavior of the day was (1) success rate and (2) time elapsed for users to start their first squat in a successful trial (ET_dismiss2success).

Exploring Factors Affecting Morning Behavior Performance

Next, a GEE [52] analysis was performed to determine whether and how the wake-up task and alarm usage affected morning behavior performance. This study used repeated measures (eg, success, elapsed time) for the same participant. Therefore, the GEE method, widely used to handle repetitive measurements or for clustering data, was adopted [53,54]. The GEE analysis is also suitable for this study (compared with other repeated-measures analyses, including repeated-measures ANOVA) because it can use more than 2 diverse predictors. TPB behavior factors could explain behavior change better by cooperating with the alarm and wake-up task usage. Specifically, 2 dependent variables related to the performance were used, namely early_success and ET_ring2success. According to the variable type, a binomial GEE model was developed using the logit link function for early_success and another with Gaussian estimation for ET_ring2success. In total, there were 9 independent variables. The 3 groups representing the dismissal methods were represented by 2 dummy variables (eg, picture_task=1 and others=0; math_task=1 and others=0). Two variables related to alarm usage were considered: the time the alarm fires (ringing_time) and ET_ring2dismiss. Then, four subscales in the TPB questionnaire were used: (1) intention (TPB_intention), (2) attitude (TPB_attitude), (3) subjective norm (TPB_subjective_norm), and (4) control (TPB_control). Finally, we used the elapsed days (ET_days) as the last independent variable to handle repeatedly measured data.

Analyzing the Practice of Early Morning Behavior With Wake-Up Tasks

Finally, we aimed to understand the practice of early morning behavior with wake-up tasks based on the app’s usage logs and postsurvey responses. We conducted both quantitative and qualitative analyses. First, the NASA-TLX score on wake-up tasks was aggregated by following its original guideline [51], which determines weights for workload dimensions and calculates their weighted average. We conducted a 1-way ANOVA test to compare the NASA-TLX scores among the 3 groups, and a Tukey Honestly Significant Difference test was performed as the posthoc test. Second, similar to the preliminary study, 2 researchers collaboratively performed thematic analysis on postsurvey responses.

Ethical Considerations

All subjects participated voluntarily and received US $43 each as compensation. All the study data are deidentified. This study has received an exemption from the Institutional Review Board of the Hanyang University (HYUIRB-202205-011).
Results

User Statistics

Success Rate

Figure 3 depicts the success rate. The picture_task group achieved the highest early_success rate (94.2%), followed by the math_task group (87.5%). This indicates that these user groups maintained the target behavior almost every weekday for 2 weeks. However, the participants in the non_task group, which used the conventional dismissal method, finished their daily squats mission only 75.8% of the time during the same period. A similar tendency occurred when adding successes to the quantity. The picture_task group (97.5%) and math_task group (94.2%) showed a success rate higher than 90% when the time limit was ignored.

The non_task group’s success rate also increased with successes, but it remained the lowest (80.8%). As shown in Figure 4, we could not find a clear tendency over time for all groups. However, the non_task (SD 11.64) group showed a relatively higher variability in the daily success rate than the picture_task (SD 6.72) group and the math_task (SD 6.01) group.

Figure 3. Average success rate. SD: standard deviation.

Figure 4. Daily success rates.

Elapsed Time to Start the First Squat in a Successful Trial

Figure 5 illustrates the timeline from alarm ringing to when the users started their first squat in a successful trial for each user group. Note that the figure presents only the trials in which the user successfully performed squats at least 15 times. We discovered that the picture_task group had the shortest time to success after the alarm rang (84.4 seconds). The math_task group (268.6 seconds) came in second, followed by the non_task group (334.4 seconds). The math_task and picture_task groups took 19-45 seconds longer than the non_task group to dismiss their alarms. This is probably because the user was required to move to a specified location to capture the preregistered image or perform the given arithmetic operations.

Nevertheless, the elapsed time to start the first squat in a successful trial tended to be much shorter in the math_task and
picture_task groups than in the non_task group. In particular, the picture_task group started squats in a very short time of 7.7 seconds after dismissing the alarm. On the other hand, the non_task group’s ET_dismiss2success time is relatively longer than that of the other groups, indicating that the non_task group often delayed the target behavior after dismissing the alarm.

**Figure 5.** Average elapsed seconds to begin (in successful trials).

---

**Outcome 1: Factors Affecting Morning Behavior Performance**

Figure 6 shows the descriptive statistics of 8 variables. On average, 86% of the participants completed the daily target behavior successfully. The average elapsed time to start the first squat in a successful trial was approximately 4.5 minutes. Both intention and attitude scores were greater than 5 out of 7, indicating that participants tended to be interested in (and had a positive attitude toward) doing squats in the early morning. Participants also seemed to have confidence in doing squats in the early morning. The TPB_subjective_norm score was relatively lower than the others, suggesting that the participants tended not to feel external pressures or expectations about this behavior. Finally, according to ringing_time and ET_ring2dismiss, participants mostly set the wake-up alarm to go off at around 7 AM and spent 2.2 minutes on average, dismissing the alarm after it rang.

Table 1 displays each independent variable’s coefficient in the GEE analysis results. First, we discovered that the alarm dismissal method significantly affected the achievement of early_success. The picture_task was significantly related to the success of morning behavior compared with the non_task (odds ratio [OR] 47.1, 95% CI 2.154-5.554). Similarly, the odds of the math_task group were 3.99 times higher than that of the non_task group (95% CI 0.423-2.347). We also discovered that the odds of success increased more as the user dismissed the alarm earlier (OR 0.652, 95% CI −0.685 to −0.172).

**Figure 6.** Statistics of the variables for generalized estimation equation analysis.
### Table 1. Results of the generalized estimating equation analysis.

<table>
<thead>
<tr>
<th>Variables</th>
<th>early_success</th>
<th>ET_ring2success</th>
<th>95% CI</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Wake-up task</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>math_task</td>
<td>1.384</td>
<td>0.491</td>
<td>0.005</td>
<td>0.423 to 2.347</td>
</tr>
<tr>
<td>picture_task</td>
<td>3.854</td>
<td>0.868</td>
<td>&lt;.001</td>
<td>2.154 to 5.554</td>
</tr>
<tr>
<td>non_task (reference category)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Alarm usage</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ringing_time</td>
<td>-0.104</td>
<td>0.229</td>
<td>.65</td>
<td>-0.553 to 0.344</td>
</tr>
<tr>
<td>ET_ring2dismiss</td>
<td>-0.428</td>
<td>0.131</td>
<td>.001</td>
<td>-0.685 to -0.172</td>
</tr>
<tr>
<td><strong>Theory of planned behavior (TPB)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TPB_intention</td>
<td>0.605</td>
<td>0.321</td>
<td>.06</td>
<td>-0.024 to 1.234</td>
</tr>
<tr>
<td>TPB_attitude</td>
<td>0.408</td>
<td>0.566</td>
<td>.47</td>
<td>-0.702 to 1.518</td>
</tr>
<tr>
<td>TPB_subjective_norm</td>
<td>-1.126</td>
<td>0.393</td>
<td>.004</td>
<td>-1.898 to -0.356</td>
</tr>
<tr>
<td>TPB_control</td>
<td>-0.218</td>
<td>0.388</td>
<td>.57</td>
<td>-0.979 to 0.542</td>
</tr>
<tr>
<td><strong>Days</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ET_days</td>
<td>-0.013</td>
<td>0.051</td>
<td>.80</td>
<td>-0.114 to 0.087</td>
</tr>
</tbody>
</table>

^N/A: not applicable.

Next, as shown in Table 1, there were significant factors influencing the elapsed time to success. The subjective norm in TPB was significantly and positively correlated with the elapsed time, indicating that those who feel less pressured tend to begin their squat exercises more quickly. The elapsed time to success tended to be significantly shorter, as the user dismissed the alarm earlier. Furthermore, a marginally significant relationship between picture_task and the elapsed time to success was found, indicating that the user tended to finish the target behavior more quickly when using the picture_task. There was no significant relationship between the other variables and the elapsed time to success.

**Outcome 2: General Practice of Morning Behavior Change by Wake-Up Tasks**

**Quantitative Analysis Results**

As shown in Figure 7, the total TLX scores of all 3 groups were under 50, indicating an insignificant psychological burden by all methods. The non_task group’s workload was the lowest, followed by the picture_task group and math_task group. We found that the difference in the scores was closely significant and large among the 3 groups’ TLX scores (F_{2,33}=3.106, P=.06, and =0.158), and the posthoc testing results reveal that there was the significant difference between the non_task group and the picture_task group (adjusted P=.048 and d=1.164). For the 6 subscales, the performance was the highest for all 3 groups, possibly because this study’s tasks involved waking up on time in the morning, which may have satisfied the participants. We also discovered that the type of wake-up tasks appeared to be related to each subscale. For example, the math_task group users tended to perceive a relatively higher mental demand. On the other hand, the picture_task group felt that their task was physically demanding and frustrating.

**Figure 7.** Workloads of alarm dismissal methods (NASA-Task Load Index).
**Qualitative Analysis Results**

**Morning Behavior Supports**

The participants in this study indicated that they appreciated app functions that supported morning behaviors. First, waking up on time with wake-up tasks was cited as helpful. For example, 1 participant commented, “Sometimes I just turn off the alarm and lie down again. But, solving a math problem after the alarm fires helped me wake-up easily” (P34). Another participant, who was a part of the picture_task group, said, “I had to get up and adjust the position and angle of the target object. I think this makes me wake-up surely, and it became easier to do squats” (P15). Furthermore, most failure cases were related to waking up late. For example, 1 participant mentioned, “I turned off the alarm and just tried to sleep a little more. But when I woke up later, over 20 min had passed” (P7). Second, more than half of the participants (22/36, 61.1%) mentioned the nudging dialog as a useful app function that supported their successful behavior change. It reminded and motivated them to perform the target behavior, with 1 participant saying, “I often forgot about squats when I just had woke up. But, the dialog message motivated me to start squats each time” (P18). Similarly, another participant said, “Even when I finished taking a picture, I sometimes wanted to reject to do squats. But, I felt motivated after seeing the dialog message, and then that button led me to do squats” (P16). Finally, having the app automatically count the squat reps was cited as helpful by users. One participant said, “It was convenient that the app counts the number of squats, and I didn’t need to pay much attention to count it” (P36). Some participants also mentioned that visualizing daily performance encouraged them to keep doing the squats. For example, 1 participant commented, “I was motivated to do harder when I saw the date that I didn’t complete the squats” (P27).

**Alarm Setting**

We investigated the participants’ alarm setting and their perceived workload. All participants set their alarms for around 7 AM and rarely changed the alarm time. Most participants set the alarm as usual or 5-10 minutes earlier. A participant said, “I woke up a little earlier to perform the task and squats so that I could keep the same routine as before, such as having breakfast and going to work on time” (P26). Some participants reported the need to change the alarm time due to a schedule change, but this was not frequent. Next, we analyzed the math_task group’s usage. Considering individual differences in arithmetic operations, we initially allowed participants with the math_task setting to adjust the difficulty level and the number of problems. In the math_task group, 75% (9/12) of the users performed 2 to 3 arithmetic operations that involved adding and subtracting 2 or more numbers of 2 digits. The others preferred more difficult arithmetic operations (ie, multiplication) or more problems. One participant said, “The example problems were too easy for me, so I increased the difficulty level.” The picture_task group users usually selected their reference image from between 3 and 5 meters outside their bedroom, such as in their living room or bathroom. The most preferred object for the reference image was a wash basin.

**Positive Changes in Daily Life**

First, several participants noted an improvement in their awakening level. For example, a participant said, “I have felt more awake in the morning than usual” (P19). Other participants reported a significant reduction in their half-asleep state in bed. One said, “I was able to spend less time lying down and dawdling in a bed” (P29). Second, some participants commented that the app helped them maintain a regular and productive daily routine. These responses were mostly related to waking up on time. By waking up regularly at a target time, participants felt they had more time to spare in the morning and that their daily routines were more consistent. A participant said, “I liked I could get more time for getting ready for work or taking care of children when I regularly woke up early” (P25). Another participant stated, “Usually, I woke up irregularly according to the schedule on that day. But I could live a more consistent life in the past two weeks” (P32). Finally, some participants provided meaningful comments saying that they started their day in a more positive mood. One participant stated, “I felt refreshed in the morning as I started a day with a simple exercise” (P35).

**Discussion**

**Principal Results**

**Effectiveness of Wake-Up Tasks for Morning Behavior Change**

The results of this study indicate that wake-up tasks can help users effectively use available morning time and maintain their target behavior. Wake-up tasks were significantly and positively associated with target behavior success in the GEE analysis results. The wake-up task groups’ elapsed times to success tended not to be much longer than those of the non_task groups, even though they resulted in a 30-40 second delay in alarm dismissal. When wake-up tasks were completed, the morning time saved relieved the burden of performing the targeted morning behavior, especially for those who had busy mornings (see the comment by R32 for reference). Additionally, participants appreciated the key components of the alarm app developed for this study (ie, alarm, wake-up tasking, and nudging dialog). The mobile alarm helped participants wake up timeously, and the wake-up task after that brought about a winding-up effect by bothering them. Finally, the nudging dialog within the app seemed helpful in getting participants to start their squat exercise routine quickly.

These results are consistent with Fogg’s MAP (motivation, ability, and prompt) theory [13]. The MAP theory outlines 3 factors (motivation, ability, and prompts) to explain behavioral results. In the morning hours, the motivation and ability for the target behavior are likely lower than usual, which can disrupt the behavior’s initiation. Thus, the mobile alarm with wake-up tasks can play a role as an effective prompt for morning behavior by efficiently recovering the normal state of motivation and ability through awakening, warming up, and motivating the user.

Furthermore, our results show a practical use case of inconvenient interaction [55] (or uncomfortable interaction...
Although most human-computer interaction studies focus on increasing efficiency, some previous studies addressed the need for and the value of inconvenient and uncomfortable interaction. Specifically, Rekimoto and Tsujita [55] suggested that inconvenient design can work in the domain of behavior change. For example, the refrigerator that does not open until the user smiles and the inconvenient microwave that requires the user to perform physical exercises during operation are examples of inconvenient interaction [55]. Unique usage contexts of wake-up tasking are closely related to the principles of inconvenient interaction. Even though the user likely feels inconvenienced by wake-up tasks, these tasks provide immediate and long-term benefits (eg, regular daily routine, positive mood, and physical health) that motivate the user to maintain the behavior.

Wake-Up Task Types
This study discovered several differences between the 2 wake-up tasks. First, users using the math_task tended to take a shorter time to dismiss an alarm than those using the picture_task. Similar observations on alarm usage with 2 wake-up tasks were reported in an earlier study based on task-based alarm app usage logs [44]. However, the time between dismissing an alarm and performing the squats tended to be much shorter in the picture_task than in the math_task group. Similarly, in the GEE analysis, the picture_task group showed a marginally significant relationship with the elapsed time to start behavior, but the math_task group did not. Finally, there were several differences in the workload demands of the 2 tasks. The total workload for the picture_task group was slightly higher than that of the math_task group. Furthermore, although the picture_task group experienced more physical demand and frustration, the math_task group experienced a more demanding mental workload.

These results likely indicate that tasks to elicit behavior change should be designed according to the direction of the anticipated change. Inserting another task between behaviors can be designed in both ways: preventing a particular behavior or preparing for the next. For example, some studies used interruption tasks for behavior change, such as typing digits to limit smartphone use [38], but wake-up tasking prepares the user for more productive morning behavior. The task function and mechanism can differ depending on the behavior goal. Furthermore, the task’s workload amount and type can be essential for task-based behavior change. In this study, the target behavior was a form of physical activity, and participants likely had to move to a location where they could do the required squat exercises. Therefore, the target behavior would be more suitable for those completing a picture_task, which mainly demands a physical workload and similarly moves the users to another place (as they need to capture a target picture). Further studies are necessary to identify the relationship between wake-up tasks and specific target behaviors for a more detailed understanding. It would also be extremely helpful if other types of wake-up tasks (eg, solving a puzzle) and morning behaviors (eg, reading an article) were studied further.

Factors Influencing Early Morning Behavior
We also found that common elements for general behavior change (ie, TPB variables) were significantly related to the target behavior success in the morning. For example, TPB_intention was closely significantly and positively associated with early success, and the increase in TPB_subjective_norm was significantly related to decreased behavior performance. However, the results address the need to consider the contextual characteristics of the morning hours because these general variables tended to contribute differently to morning contexts. For example, the magnitude of TPB_intent is smaller than that of the other factors (ie, task usage and alarm usage). Moreover, the correlation direction of TPB_subjective_norm differed from those obtained in other contexts, such as recycling [59] or electronic learning [60]. Therefore, this study is in line with earlier studies that addressed the necessity of considering the contexts of the target behavior [61].

Sleep inertia characterizes the early morning hours. Moreover, people do not usually have much spare time in the early morning because their daily routine begins soon. Therefore, delayed waking up and starting of the target behavior can make users run out of available time and are likely to demotivate them. This study addresses three factors for successful morning behavior change: (1) waking up on time, (2) escaping from sleep inertia, and (3) quickly starting the desired target behavior.

First, it is essential to wake up on time to maintain the anticipated behavior in the early morning. The qualitative study revealed that when the target behavior failed, it was usually due to the user having overslept (see the comment by P7 for reference). Furthermore, most participants with wake-up tasks commented that the tasks helped make them wake up on time and begin the target behavior (see the comment by P15 and P34 for reference). Second, getting ready for the target morning behavior is necessary to escape sleep inertia. The GEE analysis results indicate that the performance of morning behavior decreased as the elapsed time to dismiss became longer, possibly due to oversleeping or a delay in waking up. Even though the participants woke up on time and dismissed their alarms, some remained half-asleep in bed and failed to do the desired target behavior (squats). Waking up late or sleep inertia can negatively affect the success of the target behavior. Finally, having a quick start is another key to performing the target behavior in the morning. The non_task group users tended to dismiss their alarms quickly, but it took a long time to start the target behavior after dismissing the alarm. As a result, the total elapsed time to the target behavior was not too different from that of the other task groups (even marginally lower than the picture_task group). It also had a significantly lower success rate than the other task groups.

Such factors influencing morning behavior can be further extended into a morning routine. Some previous studies for behavior change examined a chain of subsequent behaviors [62,63], and designing behavior can effectively induce other behavior changes [64,65]. Based on this study’s findings, which focused on the beginning of the early morning, we anticipate that designing subsequent morning behaviors as a morning
routine may aid in completing productive morning hours, referred to as the miracle morning [1].

**Limitations**

This study should be viewed critically because it was conducted at a single site in South Korea for 2 weeks.

This study also used a single target behavior type, squat exercises. In future research, other target behaviors can be studied. For example, reading, regarded as a cognitive activity, could be a good candidate for future morning behavior research. We also received responses from participants who were telecommuting due to COVID-19. However, this is not believed to have significantly influenced the study results because the experiment was conducted in situ by allowing all the participants to set and use alarms at their will.

**Conclusions**

Although many people have a positive intention for productive morning behavior, contextual characteristics, such as sleep inertia, make it difficult. This study presents a mechanism for morning behavior change using wake-up tasks in a mobile alarm. Wake-up tasks provide winding-up and nudging effects to help escape from sleep inertia quickly and start the target behavior without subsequent delays. This study’s quantitative and qualitative results confirmed the effectiveness of wake-up tasks in consistently completing the target behavior in the early morning. As a result, this wake-up task mechanism can contribute to extending the existing behavior change research to consider the morning hour context by shedding light on morning hour behaviors.
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Abstract

Background: HIV status disclosure is an important decision with barriers specific to young men who have sex with men (YMSM), who have the highest rates of new HIV infections in the United States. Behavioral and social determinants of the difficulty to disclose can include fear of rejection, stigma, loss of financial stability, and lack of communication skills. Once able to disclose, a person may have increased access to social support and improved informed risk reduction conversations and medication adherence. Despite the known challenges and advantages of disclosure, there are few effective tools supporting this behavior.

Objective: To address this gap in disclosure interventions, the Tough Talks (TT) app, an mHealth intervention using artificial intelligence (AI)–facilitated role-playing scenarios, was developed for YMSM. This paper reports stages of development of the integrated app and results of the usability testing.

Methods: Building on the successful development and testing of a stand-alone interactive dialogue feature in phases 1-3, we conducted additional formative research to further refine and enhance the disclosure scenarios and develop and situate them within the context of a comprehensive intervention app to support disclosure. We assessed the new iteration for acceptability and relevance in a usability study with 8 YMSM with HIV. Participants completed a presurvey, app modules, and a semistructured qualitative interview.

Results: TT content and activities were based on social cognitive theory and disclosure process model framework and expanded to a 4-module curriculum. The AI-facilitated scenarios used dialogue from an utterance database developed using language crowdsourced through a comic book contest. In usability testing, YMSM reported high satisfaction with TT, with 98% (31/33) of activities receiving positive ratings. Participants found the AI-facilitated scenarios and activities to be representative and relevant to their lived experiences, although they noted difficulty having nuanced disclosure conversations with the AI.

Conclusions: TT was an engaging and practical intervention for self-disclosure among YMSM with HIV. Facilitating informed disclosure decisions has the potential to impact engagement in sexual risk behaviors and HIV care. More information is needed about the ideal environment, technical assistance, and clinical support for an mHealth disclosure intervention. TT is being tested as a scalable intervention in a multisite randomized controlled trial to address outstanding questions on accessibility and effect on viral suppression.

Trial Registration: ClinicalTrials.gov NCT03414372; https://clinicaltrials.gov/ct2/show/NCT03414372
In summary, the formative research consisted of the first 3 focus groups (n=58) describing past disclosure experiences, and refined in phases 1 to 3 as previously presented [17]. The formative work included feedback from YMSM to ensure the content, context, and function of the app was relevant and acceptable. The process and results of designing this integrated, theory-based intervention are described by phases (Figure 1). Since the outcomes of each phase influence the development and methods of subsequent phases, an integrated description is presented. A stand-alone interactive dialogue feature was created and refined in phases 1 to 3 as previously presented [17]. Formative research in phase 1 began with participants from the 4 focus groups (n=58) describing past disclosure experiences, discussing disclosure strategies (barriers and facilitators) and working in pairs to develop real-life disclosure scenario conversations, and assisting in creating a stand-alone interactive dialogue feature. In phase 2, the dialogue feature was further refined through 3 rounds of usability testing with YMSM with HIV (n=32), and in phase 3, the feature was tested for preliminary efficacy with 11 new YMSM with HIV. The TT prototype at the end of phase 3 included an SCT-informed virtual dialogue feature to guide YMSM through HIV status disclosure conversations. This paper describes methods to supplement the dialogue feature with activities and educational content in response to participant feedback from earlier phases and align more closely with the SCT framework [20]. Specifically, development of the fully integrated app-based intervention and usability testing are described in phases 4 and 5, respectively.

**Methods**

**Overall**

TT was created through a collaboration between the Behavior and Technology Lab (BATLab) at the University of North Carolina at Chapel Hill (UNC-CH) and Virtually Better, Inc. (VBI). The interdisciplinary group drew upon expertise in a spectrum of fields from HIV prevention and clinical psychology to computer science and product development. Each stage of the formative work included feedback from YMSM to ensure the content, context, and function of the app was relevant and acceptable.

HIV status disclosure is an important and often challenging personal decision for youth with HIV. Self-disclosure, or the sharing of personal information such as one’s HIV status, with others can be an integral part of social interaction [1]. Barriers to disclosure for youth with HIV include fear of rejection, stigma, and loss of financial stability [2,3]. Moreover, youth with HIV may lack the skills needed to effectively communicate with others regarding their status [2,3]. Studies conducted with men who have sex with men (MSM) in the United States have shown that 30% to 40% of persons living with HIV inconsistently disclose their status to sex partners, with higher odds of condomless anal intercourse (CAI) and increased number of partners among those who do not disclose [4-6]. Compelling disclosure-support interventions for youth with HIV should be grounded in their experiences of disclosure and address the barriers they face.

Status disclosure among youth with HIV is influenced by multiple factors, including the relationship to the person to whom they disclose, length of time since receiving an HIV diagnosis, and means of HIV acquisition (eg, behavioral vs perinatal transmission) [2,3]. Youth with HIV who disclose are more likely to engage in safer sex practices and report better social support [7,8]. Further, disclosure has been shown to impact subsequent mental health benefits and may improve engagement in HIV care and medication adherence [2,9]. Given the low rate of antiretroviral therapy (ART) adherence among youth with HIV contrasted with the benefits of consistent viral suppression including reduced rate of transmission to sex partners, HIV status disclosure may play an integral role in ongoing efforts to end the HIV epidemic [10-12].

With new HIV infections in the United States disproportionately affecting young MSM (YMSM), it is paramount that efforts to improve disclosure self-efficacy prioritize this at-risk group [13-15]. Despite the public health and personal benefits of disclosure, there is currently a lack of effective interventions; a 2019 systematic review identified 1455 publications with disclosure interventions, 8 that met the inclusion criteria, of which only 5 were efficacious in promoting disclosure to sex partners [16].

Tough Talks (TT), a mobile health (mHealth) app-based intervention using artificial intelligence (AI)-facilitated role-playing scenarios for YMSM with HIV, was developed in 2019 to meet this need. The content developed for TT is based on social cognitive theory (SCT), and the formative research for the initial prototype has been previously described [17,18]. In summary, the formative research consisted of the first 3 phases of development that produced and tested 3 AI-facilitated role-playing scenarios for YMSM to practice HIV status disclosure [17]. Pilot testing with 11 youth with HIV showed high acceptability for the scenarios; however, user feedback indicated the need for additional disclosure-focused content to support the AI-facilitated role-plays [17].

Here we describe the final phases of development and testing to create the fully developed, multicomponent TT. This includes the participant-recommended additional content, namely the SCT-based modular curriculum and crowdsourced expansion of disclosure scenarios, along with a paradata (ie, user intervention analytics) [18,19] reporting system that tracks user activities completed, number of log-ins, time spent, etc, and an administrator portal to move TT toward final clinical testing.
Figure 1. Tough Talks timeline: development of Tough Talks app, phases 1-5.

Phase 4 Activities

Additional AI-facilitated role-playing scenarios were developed to include more complex disclosure conversations and allow users to practice disclosing to a simulated sex partner. Authentic and realistic disclosure dialogues for these activities were sought using online crowdsourcing in the form of a comic book contest [21]. The online submission platform included 8 comic book panels that included dialogue prompts to initiate a disclosure dialogue. Panels with no introductory text were also included to encourage original submissions. Text from the situations in these panels are included in Table 1. The online comic book contest was conducted between November 2017 to February 2018 and advertised on social media (eg, Facebook, Grindr). The website provided specific submission instructions, including entry eligibility (eg, must include intelligible dialogue) and a brief tutorial on the submission process. Multiple entries were allowed and encouraged. Eligible participants were aged 16 to 29 years, born male and identify as male, and having had anal sex with another man or intended to in last 12 months. Submissions were judged by the BATLab study team and members of the youth advisory board on a scale of 1 to 5 (5 being the best) on the content of the conversations within the following 3 domains: relatability, uniqueness, and relevance of the dialogue for the final TT disclosure scenarios.

Table 1. Online comic book contest disclosure scenario prompts.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Introduction text to the disclosure situation</th>
</tr>
</thead>
<tbody>
<tr>
<td>WTF\textsuperscript{a} text</td>
<td>You’ve hooked up with this guy a couple times, usually when you see him out. It’s very casual. You receive a text from him. “Hey. My friend just told me you’re poz. WTF. Why didn’t you tell me???”</td>
</tr>
<tr>
<td>Catching feelings</td>
<td>You’re meeting up with a partner you have been dating for a few weeks. You two have not yet had sex, but you both want to. You really like him but are nervous that he won’t want to continue with you if he knows you are HIV positive.</td>
</tr>
<tr>
<td>Snooping</td>
<td>You’re in bed cuddling with a guy you just hooked up with. He gets up to go the bathroom and walks out holding a bottle of your HIV meds.</td>
</tr>
<tr>
<td>FWB\textsuperscript{b} to Bae?</td>
<td>You’ve been hooking up with a partner randomly for about 2 months. You both start developing feelings for each other and hanging out more. You haven’t talked about each other’s status but you want to.</td>
</tr>
<tr>
<td>Protected?</td>
<td>You meet up with a partner you have been dating for a few weeks. You had protected sex with them a few nights ago. You two have not talked about status.</td>
</tr>
<tr>
<td>Club hook-up</td>
<td>You’re making out with a guy in the club and he pulls you toward the bathroom.</td>
</tr>
<tr>
<td>But I don’t like condoms</td>
<td>You’re about to hook up with a partner you just met after going back to his place. You realize you don’t have a condom and ask him for one. He says, “I don’t like condoms.”</td>
</tr>
<tr>
<td>Slide into those DMs\textsuperscript{c}</td>
<td>You met a guy on Instagram and have been texting for about a month. It’s always really flirty, and you’ve started to really like him. You guys haven’t talked about HIV status.</td>
</tr>
</tbody>
</table>

\textsuperscript{a}WTF: What the fuck.
\textsuperscript{b}FWB: friends with benefits.
\textsuperscript{c}DM: Direct Message.
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Results
Overall
Module content and activities (Table 2) are grounded in the constructs of SCT and informed by the results of phases 1 to 3 [17]. Content addresses internalized HIV stigma, fear of disclosing one’s status, fear of rejection, feelings of being overwhelmed, pressure to educate others about HIV, and past negative experiences with disclosure. Cognitive factors, specifically knowledge, expectations, and attitudes surrounding disclosure, are explored through videos, educational activities, and quizzes. We also added disclosure legal requirements by state, easy to understand information about HIV, tips for how to talk to others about HIV, and safer sex facts. Environmental factors (ie, intersectional stigma, regional context, social norms) are addressed through play-through choose-your-own-adventure style narratives, and activities focused on disclosure context and timing. Behavioral factors to increase disclosure skills and self-efficacy are addressed with activities that include decisional balances around disclosure costs and benefits, sexual communication tips, and coping mechanisms for disclosing including through emotional regulation. These activities aligned with formative data in which participants described weighing the costs and benefits of disclosing their HIV status to intimate partners, friends, and family. For some, the social support made it worth it, while others learned how to accept the range the outcomes including those from people who were not as open or informed.
Table 2. Social cognitive theory–informed activities included in modules.

<table>
<thead>
<tr>
<th>Cognitive factors</th>
<th>Environmental factors</th>
<th>Behavioral factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge</td>
<td>Expectations</td>
<td>Attitudes</td>
</tr>
<tr>
<td>Social norms</td>
<td>Access in community</td>
<td>Influence on others</td>
</tr>
<tr>
<td>Skills</td>
<td>Practice</td>
<td>Self-efficacy</td>
</tr>
</tbody>
</table>

0.1. Introduction and goals

1.0. CYOA*: It’s like coming out...again

1.1. Disclosure and state laws

1.2. What is disclosure?

1.3. Who needs to know?

1.4. I am (blank)

1.5. What would you do?

1.6. Virtual disclosure practice

2.0. CYOA: The dating game...with a twist

2.1. Your past experiences

2.2. To disclose or not to disclose?

2.3. Is now the time to do it?

2.4. Right time, right place

3.0. CYOA: He likes me...he likes me not

3.1. Breaking the ice (subtly)

3.2. Tell it over text

3.3. Conversation starters

3.4. The cat’s out of the bag

4.0. CYOA: How did you find out?

4.1. Q&A: HIV edition

4.2. What are you willing to answer?

4.3. How would you answer?

4.4. What am I most afraid of?

4.5. Get out while you can

4.7. Reflections 2

---

*aCYOA: choose your own adventure.

*bQ&A: questions and answers.

**Expanded AI Scenarios: Comic Book Contest and Refinement of Utterance Database**

A total of 76 eligible and consented participants created accounts on the contest website; 21 completed comics were submitted during the contest, including 16 daily winners, 4 weekly winners, and 1 grand prize winner (Figure 2). We incorporated the comics’ relevant context, situations, and language into the module activities (eg, “Tell it over text”) and the AI-facilitated role-playing disclosure scenarios. This created a richer selection of responses for the utterance database (“Honestly, I haven’t been checked in a year. I know I always take the safe route, but there have been some slip ups” as a response to a TT user’s question about HIV status or testing), the collection of responses the AI system could use as the virtual character based on user conversation. The responses identified as reactions to disclosure were classified as being positive, negative, or neutral so the virtual character (ie, avatar) could be programmed and properly respond with a full range of reactions to the app user’s status disclosure.
Development of an Integrated App-Based Intervention

The final intervention consists of 4 modules containing 24 activities and 8 AI-facilitated role-playing scenarios. Each module builds on the previous one in terms of disclosure knowledge, decision-making, and practice. All modules (Understanding disclosure, Should I disclose?, How do I disclose?, Preparing for the outcome) begin with a choose-your-own-adventure style game featuring a young man living with HIV navigating how to disclose to family, friends, and romantic and sexual partners (Table 1). Modules also include 4 to 5 informational/skill-building activities, goal setting, and reflection activities. Modules also include an embedded AI-facilitated role-playing scenario with 2 variable partner reaction outcomes (positive, neutral, negative) (Table 3). Positive reactions were those where the avatar was explicitly supportive, neutral reactions were those in which the avatar was neither explicitly supportive nor unsupportive, and negative reactions were those in which the avatar was explicitly unsupportive.
Table 3. Artificial intelligence–facilitated role-play scenarios and partner reaction outcomes.

<table>
<thead>
<tr>
<th>Module</th>
<th>Scenario</th>
<th>Have they previously had sex?</th>
<th>First reaction outcome</th>
<th>Second reaction outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>You met a guy on Instagram and have been texting for about a month. It’s always really flirty, and you’ve started to really like him. You guys haven’t talked about HIV status.</td>
<td>No</td>
<td>Positive</td>
<td>Neutral</td>
</tr>
<tr>
<td>2</td>
<td>You’re about to hook up with a partner you just met after going back to his place. You realize you don’t have a condom and ask him for one. He says, “I don’t like condoms.”</td>
<td>No</td>
<td>Neutral</td>
<td>Negative</td>
</tr>
<tr>
<td>3</td>
<td>You meet up with a partner that you have been dating for a few weeks. You had protected anal sex with him using condoms a few nights ago. You two have not talked about status.</td>
<td>Yes</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>4</td>
<td>You’ve been hooking up with a partner randomly for about 2 months. You have had condomless sex. You both start developing feelings for each other and hanging out more. You haven’t talked about each other’s status, but you want to.</td>
<td>Yes, condomless</td>
<td>Positive (on PrEP)</td>
<td>Neutral</td>
</tr>
</tbody>
</table>

aPrEP: preexposure prophylaxis.

App Backend Database: Enhancing the Avatar Responses and Capturing Intervention Paradata

The SCT-based activities and disclosure scenarios collected from the comic book contest were integrated into TT by VBI. Members of the research team completed internal usability testing of TT, with particular attention to coding the AI to properly select an appropriate avatar response based on the conversation’s tone and context. In the fully automated system, the natural language processing system [17] chooses a response it determines fits best for the simulated sex partner based on the scenario and TT user input. To address limitations to the AI program we identified such as its ability to understand complex sentences from the TT user, we developed and tested a semiautomated, “wizard-of-oz”–driven system in which the AI program provided suggested responses to a staff member through the administrator portal but allowed the staff member to either accept this suggestion or use another one to respond as the simulated character to the TT user. Of note, all the possible responses in the semiautomated version were the same as those contained in the automated version (eg, the staff member could not craft their own response). VBI created a backend database to track intervention paradata consisting of all participant activity conducted within the app (eg, length of time app was used, modules and activities completed, disclosure scenario chat logs). For the study team, VBI created an administrator portal for TT where the research administrator could view the coded user ID, date/time of last activity, and the cumulative number of activities completed. This backend feature captures the intervention paradata and allows research administrators to monitor TT use.

Usability Testing of Fully Developed Intervention

Once the prototype was fully developed, a usability assessment of TT was conducted in North Carolina from July to October 2018. Eligibility criteria included being born male and identifying as male, being aged 16 to 29 years, self-reporting living with HIV, and being fluent in English, and having had at least one episode of CAI with another man or transgender woman in the past 6 months. Recruitment was primarily through flyers and referrals from local HIV clinics. Study team members conducted usability sessions in private rooms at community- and clinic-based study sites. Each session lasted 60 to 90 minutes. Participants completed a presurvey (Multimedia Appendix 1), reviewed TT modules, and participated in semistructured qualitative interviews. The presurvey included questions on demographics, disclosure experience (ever disclosed to a sexual partner, anal or vaginal sex without disclosure in past 12 months), use of technology, and experience with AI-facilitated games/interventions (“Do you have any AI-related experience? This can be through online virtual worlds, games, etc.”). Participants each reviewed 2 of the 4 modules. Participants were given a workbook that included 2 questions about every activity (liked activity and activity length) as well as a notes section for every activity.

Following the administration of the modules, participants completed a semistructured interview to rate TT on visual appeal, acceptability, ease of use, and user experience. In these interviews, participants were asked to assess the relevance and accuracy of the conversations as compared to their prior disclosure experiences (or anticipated experiences), emotional impact of using the program, how and where they could see themselves using the program, perceived usefulness of the program, and suggestions for improvements. Usability interview sessions were audiorecorded. Participants received $50 for participation. Results of the survey and quantitative workbook responses were reviewed and analyzed in Excel (Microsoft Corp) for demographics and responses held by a majority of the participants. Thematic analysis of usability qualitative interview was conducted through multiple phases of reading and coding by study team members experienced in public health qualitative data analysis. Given the size of the cohort, qualitative data analysis software was not used for coding; we opted instead for a collaborative process of extracting the themes from interviews and workbooks.

Participant Characteristics

A total of 8 YMSM living with HIV were enrolled (Table 4); mean age was 27.6 years, and all identified as Black. Mean time since HIV diagnosis was 4.6 years (range 5 months to 12 years). All participants were in-care, virally suppressed, and self-reported ≥90% ART adherence in the last month. All
reported anal sex in the last 3 months, 88% (7/8) of the YMSM reported CAI, and half (4/8, 50%) reported an STI in the last 6 months. Of the YMSM, 62% (6/8) believed people are rejected when they disclose; 88% (7/8) reported disclosing their status to a sex partner. Among those reporting CAI, 57% (4/8) of the YMSM disclosed to some partners, 29% (2/8) disclosed to all partners, and 14% (1/8) did not disclose to partners.

<table>
<thead>
<tr>
<th>Table 4. Participant characteristics (n=8).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Value</strong></td>
</tr>
<tr>
<td>Age (years), mean</td>
</tr>
<tr>
<td>Race/ethnicity, n (%)</td>
</tr>
<tr>
<td>Black or African American, non-Hispanic</td>
</tr>
<tr>
<td>Time since HIV diagnosis (years)</td>
</tr>
<tr>
<td>Average</td>
</tr>
<tr>
<td>Minimum</td>
</tr>
<tr>
<td>Maximum</td>
</tr>
<tr>
<td>Health care, n (%)</td>
</tr>
<tr>
<td>Virally suppressed, n (%)</td>
</tr>
<tr>
<td>Self-reported ART(^a) adherence ≥90%, n (%)</td>
</tr>
<tr>
<td>Anal intercourse, n (%)</td>
</tr>
<tr>
<td>Past 3 months</td>
</tr>
<tr>
<td>Condomless anal intercourse</td>
</tr>
<tr>
<td>STI(^b) in the last 6 months</td>
</tr>
<tr>
<td>Rejected/stigma with disclosure, n (%)</td>
</tr>
<tr>
<td>Disclosure to sex partner, n (%)</td>
</tr>
<tr>
<td>Disclosure among CAI(^c) (n=7), n (%)</td>
</tr>
<tr>
<td>Disclosed to some partners</td>
</tr>
<tr>
<td>Disclosed to all partners</td>
</tr>
<tr>
<td>Did not disclose to partners</td>
</tr>
</tbody>
</table>

\(^a\)ART: antiretroviral therapy.  
\(^b\)STI: sexually transmitted infection.  
\(^c\)CAI: condomless anal intercourse.  

**Usability Feedback**

All participants reported high satisfaction with TT, with 93% (31/33) of activities rated positively. There was general ease with using TT and learning new information. The most common feedback on individual activities centered on activity length, specifically that the activities were too long. Participants reported that information provided in TT was useful and new to them. They requested more activities that incorporated information on disclosing to family, dating, and additional information pertaining to HIV and state disclosure laws.

Participants offered feedback on specific components of the intervention. They particularly enjoyed the choose-your-own-adventure style games since they related to the character’s journey. Many mentioned that they had similar situations with their siblings or could see themselves having those conversations with friends. Many noted that they would repeat those activities if they had the chance. There were positive comments regarding the overall design and graphics.

Participants had mixed reactions and opinions about the AI-facilitated role-playing scenarios. While most participants found them to be the most interesting part of the app, specifically citing that they were “useful and realistic,” 3 YMSM reported that receiving negative responses from the avatar could be emotionally difficult at times. One participant specifically commented that the intervention should provide more emotional support after the simulated sex partner reacts negatively to their disclosure. Two participants noted the AI-facilitated role-playing scenarios had noticeable bugs (eg, slowness or confusing simulated sex partner responses) but still found the activity useful.

The usability study participants had to type out the conversation with the simulated sex partner as opposed to being able to speak out loud. Many participants noted that this, among other factors, took away from the realistic nature of the disclosure conversation practice.

One participant appreciated the overall tone of TT and how it focused on giving back their identity and “reinforces being
yourself and that HIV doesn’t affect you.” Many participants noted that they would have found TT useful when they were first diagnosed instead of having to build their own skills to learn to disclose their status. They explained the challenges of disclosing to family, peers, and partners. One participant described the constant stress, even if at a low level, of not disclosing. Some of the fears of disclosure included partner rejection, family judgement, and physical violence.

Implications of the Usability Study to Further Intervention Design

Changes to the design and content of the app based on participant feedback were implemented before launching the randomized controlled trial (RCT).

Specific changes are noted in Table 5. We updated the titles and order of the activities and modules to make the sections feel less school-like or childish. Features, including buttons for forgotten passwords and returning to the home screen, were modified to make TT more user-friendly. Many activities were reduced in length (e.g., from around 5 minutes to 2-3 minutes) based on participant feedback. The final time for each module was reduced from 60 minutes to 45 minutes, and the overall TT intervention was shortened from 4 hours to 3 hours.

The most significant modifications proposed were to the AI technology. Speech recognition was added freeing participants from having to type responses. A chat log history box was added to the bottom of the screen to allow the user to review the disclosure discussion (Figure 3). Changes were made to address emotional concerns: (1) coach dialogue was enhanced to help guide users through the scenario; (2) reflection activities were added to postdisclosure scenarios to help users process information received during the scenario, and (3) access to virtual and in-person support as needed, including local and online resources for sexual and mental health and staff and clinic contact information, was confirmed.
### Table 5. Changes to activities based on user feedback.

<table>
<thead>
<tr>
<th>Module and activity</th>
<th>Title</th>
<th>Activity</th>
<th>Integrated feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Introduction</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>Your coach</td>
<td>Meet the coach</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>Welcome!</td>
<td>Coach explains what to expect in app</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>Let’s set some goals!</td>
<td>Set both short-term and long-term goals</td>
<td>Split goals into separate sections</td>
</tr>
<tr>
<td><strong>Module 1: Understanding disclosure</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>It’s like coming out... again</td>
<td>CYOA(^a) deciding if/how to disclose to a sister</td>
<td>Added animation to text boxes</td>
</tr>
<tr>
<td>1.1</td>
<td>What is disclosure?</td>
<td>Animated video explaining disclosure</td>
<td>Split into separate shorter videos</td>
</tr>
<tr>
<td>1.2</td>
<td>Disclosure and state laws</td>
<td>Differences in state laws about disclosure</td>
<td>Updated to include all 50 states</td>
</tr>
<tr>
<td>1.3</td>
<td>Who needs to know?</td>
<td>Quiz about who people need to disclose to</td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>I am (blank)...</td>
<td>Fill-in-the-blank about role of HIV stigma</td>
<td>Updated to be more age appropriate</td>
</tr>
<tr>
<td>1.5</td>
<td>What would you do?</td>
<td>Give advice to a friend about disclosure</td>
<td>Improved texting simulation</td>
</tr>
<tr>
<td>1.6</td>
<td>Virtual disclosure practice</td>
<td>Role-play status disclosure to a virtual partner</td>
<td></td>
</tr>
<tr>
<td><strong>Module 2: Should I disclose?</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>The dating game...with a twist</td>
<td>CYOA about disclosing status on dating apps</td>
<td>Added animation to text boxes</td>
</tr>
<tr>
<td>2.1</td>
<td>Your past experiences</td>
<td>Reflect on previous disclosure experiences</td>
<td>Added colors to improve user experience</td>
</tr>
<tr>
<td>2.2</td>
<td>To disclose or not disclose?</td>
<td>Sort positive and negative outcomes of disclosure</td>
<td>Shortened activity and clarified language</td>
</tr>
<tr>
<td>2.3</td>
<td>Is now the time to do it?</td>
<td>Animated video about disclosure circumstances</td>
<td>Video added from previous section</td>
</tr>
<tr>
<td>2.4</td>
<td>Right time, right place</td>
<td>Pros and cons of different settings to disclose</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>Virtual disclosure practice</td>
<td>Role-play status disclosure to a virtual partner</td>
<td></td>
</tr>
<tr>
<td>2.6</td>
<td>Reflection</td>
<td>First impressions and revisit initial goals</td>
<td></td>
</tr>
<tr>
<td><strong>Module 3: How do I disclose?</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>He likes me...he likes me not</td>
<td>CYOA about dating a coworker</td>
<td>Added animation to text boxes</td>
</tr>
<tr>
<td>3.1</td>
<td>Breaking the ice subtly</td>
<td>Animated video with tips for subtle disclosure</td>
<td></td>
</tr>
<tr>
<td>3.2</td>
<td>Tell it over text</td>
<td>Examples of disclosure conversations via text</td>
<td>Improved texting simulation</td>
</tr>
<tr>
<td>3.3</td>
<td>Conversation starters—bracket challenge</td>
<td>Choose favorite disclosure conversation starters</td>
<td>Improved visual user experience</td>
</tr>
<tr>
<td>3.4</td>
<td>The cat’s out of the bag</td>
<td>Consider how to respond to person finding out status</td>
<td>Added text entry box to be interactive</td>
</tr>
<tr>
<td>3.5</td>
<td>Virtual disclosure practice</td>
<td>Role-play status disclosure to a virtual partner</td>
<td></td>
</tr>
<tr>
<td><strong>Module 4: Preparing for the outcome</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>How did you find out?</td>
<td>CYOA when a friend inadvertently finds out</td>
<td>Added animation to text boxes</td>
</tr>
<tr>
<td>4.1</td>
<td>Q&amp;A(^b): HIV edition</td>
<td>Answers to FAQs(^c) about HIV postdisclosure</td>
<td>Improved visual user experience</td>
</tr>
<tr>
<td>4.2</td>
<td>What are you willing to answer?</td>
<td>Self-reflection on what you’ll personally answer</td>
<td>Added “other” text entry option</td>
</tr>
<tr>
<td>4.3</td>
<td>How would you answer?</td>
<td>Fill-in-the-blank comic-style conversation activity</td>
<td></td>
</tr>
<tr>
<td>4.4</td>
<td>What am I most afraid of?</td>
<td>Recognize fears surrounding disclosure</td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>Get out while you can</td>
<td>Tips if disclosure goes badly</td>
<td></td>
</tr>
<tr>
<td>4.6</td>
<td>Virtual disclosure practice</td>
<td>Role-play status disclosure to a virtual partner</td>
<td></td>
</tr>
<tr>
<td>4.7</td>
<td>Reflection</td>
<td>Final check-in and revisit goals</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)CYOA: choose your own adventure.  
\(^b\)Q&A: questions and answers  
\(^c\)FAQ: frequently asked questions.
**Discussion**

**Principal Findings**

TT, a behavioral intervention to practice HIV status disclosure, was developed over multiple phases of research and participant testing. Building on the successful development and testing of a virtual simulation prototype that demonstrated AI-driven scenarios were both feasible and acceptable to YMSM to practice HIV status disclosure with sex partners (phases 1 to 3) [17], we transformed the virtual prototype into a modular disclosure curriculum contained within an interventional mobile health app tested with 8 YMSM living with HIV (phases 4 and 5). Throughout the development process, the perspectives of YMSM were used to create a relevant and engaging intervention. Usability testing found that the intervention was both feasible and acceptable among members of the priority population, who reported learning new information after engaging in the TT activities.

Participants in the early phases of the intervention development confirmed the barriers and potential benefits of HIV status disclosure that have been discussed in previous literature [22,23]. However, they also identified personal priorities for disclosure decisions and outcomes specific to their age, race, relationship status, time since HIV diagnosis, and region. Participant feedback directed the development of the 4-module curriculum that includes general HIV information and communication skill-building activities. The main emphasis throughout the modular curriculum is practicing disclosure decisions, which gives users the ability to think through possible scenarios and create a personal strategy to approach disclosure opportunities. This is intended to reduce the uncertainty and anxiety experienced prior to disclosing one’s status. The RCT will determine whether it is more helpful to complete these modules at the user’s own pace or in an environment where they can have technical or emotional support with the app. It will also address the timing of intervention, including whether the app is particularly useful for those recently diagnosed with HIV. This will help to guide the implementation of the app in the clinical setting in terms of timing and staffing.

AI has been successfully implemented in behavioral interventions for other chronic diseases [24,25], and the initial phases of TT confirmed its effectiveness for YMSM with HIV [17]. However, the emotional and psychological complexity of status disclosure requires additional development of the automated, interactive system used in TT. The crowdsourced disclosure scenarios from the comic book contest supplied additional content to the utterance database. This training data from the target population will enhance the simulated sex partner’s dialogue capacity. The RCT will include a comparison of the acceptability and effectiveness of the AI (fully automated)– and wizard-of-oz (semiautomated)–supported dialogue platform.

**Limitations**

Although participants reported that the virtual scenarios were reminiscent of their own disclosure experiences, texting input took away from the realistic nature of the conversation. Thus, the app was modified to enable the simulated sex partners to respond to spoken disclosure. Virtual reality interventions have been used for treating anxiety and other psychological conditions...
[26], and previous studies have shown the emotional release of disclosing [27]. Subanalyses in the RCT will assess the potential therapeutic benefit of stating one’s HIV status aloud. There were limitations to the comic book consent and usability study. The crowdsourcing method for the comic book allowed our team to reach a wider audience, but the participants did not indicate their HIV status. The usability study had a small sample from one geographic location, and all identified as Black or African American, which limits the generalizability of the findings. We plan to enroll a more diverse cohort for the RCT that includes a large proportion of people of color since HIV disproportionately affects populations with systemic health disparities. The usability study participants were recruited from a clinical setting, so many already had established care. These factors were taken into consideration in designing eligibility criteria for the RCT, which is the next phase for testing TT.

Conclusion
Disclosure is not a one-time event, but a complex series of personal decisions and actions that will play out over the lifetime of youth with HIV. Despite advances in HIV care, HIV disclosure interventions that provide skills and information for YMSM living with HIV to make their own disclosure decisions are still needed regardless of time since diagnosis, viral suppression, or past disclosure experiences. TT was found to be an engaging and practical intervention for self-disclosure among YMSM living with HIV. Facilitating informed disclosure decisions has the potential to impact engagement in sexual risk behaviors and ART adherence. More information is needed about the ideal environment (eg, at home, in clinic) and technical and staff support required for implementation of an mHealth disclosure intervention. To that end, TT will be tested for effectiveness in a multisite RCT.
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Abstract

Background: Health coaching is an emerging intervention that has been shown to improve clinical and patient-relevant outcomes for type 2 diabetes. Advances in artificial intelligence may provide an avenue for developing a more personalized, adaptive, and cost-effective approach to diabetes health coaching.

Objective: We aim to apply Q-learning, a widely used reinforcement learning algorithm, to a diabetes health-coaching data set to develop a model for recommending an optimal coaching intervention at each decision point that is tailored to a patient’s accumulated history.

Methods: In this pilot study, we fit a two-stage reinforcement learning model on 177 patients from the intervention arm of a community-based randomized controlled trial conducted in Canada. The policy produced by the reinforcement learning model can recommend a coaching intervention at each decision point that is tailored to a patient’s accumulated history and is expected to maximize the composite clinical outcome of hemoglobin A1c reduction and quality of life improvement (normalized to $[0, 1]$, with a higher score being better). Our data, models, and source code are publicly available.

Results: Among the 177 patients, the coaching intervention recommended by our policy mirrored the observed diabetes health coach’s interventions in 17.5% (n=31) of the patients in stage 1 and 14.1% (n=25) of the patients in stage 2. Where there was agreement in both stages, the average cumulative composite outcome (0.839, 95% CI 0.460-1.220) was better than those for whom the optimal policy agreed with the diabetes health coach in only one stage (0.791, 95% CI 0.747-0.836) or differed in both stages (0.755, 95% CI 0.728-0.781). Additionally, the average cumulative composite outcome predicted for the policy’s recommendations was significantly better than that of the observed diabetes health coach’s recommendations ($t_{n-1}$=10.040; $P<.001$).

Conclusions: Applying reinforcement learning to diabetes health coaching could allow for both the automation of health coaching and an improvement in health outcomes produced by this type of intervention.

(JMIR Form Res 2022;6(9):e37838) doi:10.2196/37838

https://formative.jmir.org/2022/9/e37838
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Introduction

Chronic diseases are a major health care challenge globally and domestically, being the leading cause of death and disability worldwide as of 2021 [1,2] and accounting for 89% of all deaths in Canada [3]. As of 2011, type 2 diabetes (T2D) affects more than 2.5 million people in Canada specifically and costs the health care system over CAD $6.7 billion (US $5.1 billion) to treat annually [4].

Health coaching is quickly emerging as a new approach to partner with patients to optimize their self-management through lifestyle changes [5]. Diabetes health coaching has both educational and behavioral components, which include goal-setting, self-care knowledge, and frequent follow-up appointments [6]. Coaching has been shown to improve health outcomes [7-9] and treatment adherence [10,11]. However, the widespread adoption of diabetes health coaching may be limited by constraints on health human resources. Artificial intelligence incorporated into a digital health platform could automate some routine health-coaching tasks to improve the scalability of coaching interventions. Moreover, artificial intelligence may be able to leverage data from a patient’s history that is not routinely used in clinical practice to optimize coaching recommendations.

Recent work in artificial intelligence and medicine [12] suggests that individual patient data can be leveraged to assist the decision-making process of diabetes health coaching and suggests incremental adjustments of interventions tailored to the patient’s changing needs and health status. Reinforcement learning is commonly used for estimating an optimal set of actions (called a “policy”) for this type of sequential decision-making problem [13,14]. Reinforcement learning works by iteratively choosing actions and, then in turn, is rewarded based on the outcomes of those actions. This is done for every set of patient characteristics at every time step in a data set. The algorithm “learns” the best action to take at every time step by maximizing the value of the rewards over all time steps for each patient (Figure 1).

Several studies have applied reinforcement learning for diabetes management, with most focused on controlling blood glucose levels [15,16]. Vrabie et al [17] used reinforcement learning to obtain optimal adaptive control algorithms for dynamical systems using mathematical models. Ngo et al [18,19] applied reinforcement learning for the optimal control of blood glucose in patients with type 1 diabetes and proposed a reinforcement learning algorithm for automatically calculating the basal and bolus insulin doses for patients with diabetes using a simulation on a blood glucose model.

Relatively few studies have used reinforcement learning for diabetes health coaching [20-22]. Yom-Tov et al [20] developed a reinforcement learning–powered system that used personalized messages to improve T2D patients’ compliance with their physical activity regimens. Lauffenburger et al [22] have developed a reinforcement learning–powered system to personalize SMS text messages to promote medication adherence. This existing reinforcement learning research for diabetes health coaching focuses on improving coaching within a single domain (only physical activities or only medication adherence). Our study is the first to use reinforcement learning to recommend comprehensive coaching strategies that can include all domains of coaching (physical activity, medication adherence, diet modification, etc) that are tailored based on patients’ changing clinical status and ongoing performance.

In this study, we applied Q-learning (Multimedia Appendix 1), a widely used reinforcement learning algorithm, to a diabetes health-coaching data set to develop a model for recommending an optimal coaching intervention at each decision point that is tailored to a patient’s accumulated history.
**Methods**

**Data Overview**

The data set used in this study was collected in a community-based randomized controlled trial conducted in Ontario, Canada [23]. Patients in the trial were 18 years or older, diagnosed with T2D (any duration), and had a hemoglobin A\textsubscript{1c} (HbA\textsubscript{1c}) level >7.5% within 6 months prior to randomization. All patients were able to read and write in English, and had access to a telephone. Those excluded were pregnant women, had debilitating coexisting conditions (i.e., mental illness or impaired cognition), or had underlying medical conditions that may have provided misleading HbA\textsubscript{1c} levels. A total of 365 patients were randomized using a 1:1 ratio into the intervention (diabetes health coaching) or control (usual care) groups. All patients in the intervention arm of the trial were included in the current analysis.

Patients in the intervention arm received both standard care and an additional diabetes health-coaching intervention. Standard care included receiving access to usual diabetes education (individual or group) provided by nurses or dietitians, typically every 3 to 6 months, along with community resources. In addition, the intervention group received diabetes health coaching delivered by a registered nurse or certified diabetes educator that emphasized small positive habits customized to one’s environment, ability, and motivation. The topic or agenda of each telephone call was determined by the participant or was agreed upon in the previous coaching session. All patients in the intervention arm had access to diabetes health coaching for 1 year.

For each patient, the data set contained demographic data, including age, gender, ethnicity, diabetes duration, and comorbidities; clinical characteristics, including BMI, weight, and most recent HbA\textsubscript{1c}; health care resource use information, including hospital admissions, emergency room visits, specialist visits, and other health care visits (e.g., nurse visits); and quality of life (QoL) measures. Demographic data and health care resource use were collected using self-reported questionnaires, and clinical characteristics were assessed at study visits or through medical records. QoL was measured using three scales, including the Audit of Diabetes-Dependent Quality of Life (ADDQoL) scale [24], the Diabetes Self-Care Activities (DSCA) scale [25], and the EQ-5D scale [26]. All the measures were collected at baseline and at the 6-month and 12-month follow-ups. A coaching intervention use form was used to document the diabetes health coaching received by each patient over the course of the trial. A patient could visit the diabetes health coach multiple times during the trial and could receive one or multiple coaching recommendations at each visit: dietary modification, exercise modification, behavioral modification, medication adherence, medication adjustment, glucose monitoring, psychological support or counseling, case management/monitoring, and system navigation.

We have made the data set used in this study publicly available [27].

**Ethical Approval**

The trial from which our data set was derived was approved by the Hamilton Integrated Research Ethics Board (approval/file number: 14-416). Written informed consent was obtained from all participants (inability to provide informed consent was an exclusion criteria for the trial) and included permission for a secondary analysis without additional consent. The trial was registered at ClinicalTrials.gov (NCT02128815) [28]. All data for the trial was deidentified. Participants were provided a small honorarium of CAD $20 (US $15.25) per visit for over three visits (thus, a total of CAD $60 [US $45.75]) for participation in the trial.

**Problem Formulation for the Reinforcement Learning Model**

Reinforcement learning is an approach to machine learning inspired by how animals and humans can learn new tasks through receiving rewards for desirable behavior. For example,
Dogs are often taught to perform tricks by giving them treats after performing well. In reinforcement learning, an algorithm (referred to as an “agent”) learns an optimal policy through trial and error within a simulated environment. During the learning process, the agent will make decisions based on inputs from the environment and then will receive rewards if those decisions resulted in a desirable outcome. Over many iterations, the agent eventually learns an optimal strategy (referred to as a “policy”) that allows it to consistently maximize rewards.

In this study, our goal was to use reinforcement learning to learn an optimal policy for recommending diabetes coaching interventions at each clinical decision point, using a patient’s accumulated history as inputs. We rewarded the agent based on a composite outcome of HbA₁c reduction and QoL improvement (measured using the EQ-5D summary index, which was chosen based on expert clinical input). We set both weights to 0.5 to reflect equal importance and additionally scaled both HbA₁c reduction and QoL improvements to the range of [0, 1] before calculating the weighted average. For example, 1 patient had an HbA₁c of 7.0 and an EQ-5D summary index of 0.457 at baseline, and then at the 6-month follow-up, their HbA₁c decreased to 6.8 and their EQ-5D summary index increased to 0.533. We calculated their reduction in HbA₁c as 0.835 (2.86% reduction before min-max scaling) and their increase in QoL as 0.504 (16.5% improvement before min-max scaling). The weighted average was calculated as 0.5 * 0.835 + 0.5 * 0.504, which is 0.670. The reinforcement learning agent was rewarded based on the cumulative composite outcome, which we calculated by adding together the composite outcome as recorded at both the 6-month and 12-month follow-ups.

To prepare the simulated environment necessary for reinforcement learning, we first identified the patient characteristics, decision points, and intervention options from the data set. Patient characteristics included demographic data, clinical characteristics, health care resource use information, and self-reported QoL measured by the ADDQoL and DSCA scales. Since we had access to patient characteristics and the outcome of interest measured at baseline, the 6 month follow-up, and the 12-month follow-up, we formalized the sequence of data as a 2-stage estimation problem, with the 2 decision points being the initial visit and the 6-month follow-up.

In reinforcement learning, the available options for interventions are called the “action space.” Action spaces that are too complex can cause challenges with the learning process, so it is standard practice in reinforcement learning to “shape” the action space by constraining the available options in some way—often by combining very similar actions [29]. For our study, we grouped 9 distinct diabetes coaching recommendations into 3 categories based on expert clinical input. Specifically, dietary modification, exercise modification, and behavioral modification were grouped into the category of behavior modification and education; medication adherence, medication adjustment, glucose monitoring, case management/monitoring, and system navigation were grouped into the category of case management and monitoring; and psychological support and counseling were combined into the category of psychological support. To be classified as one of these 3 categories, a patient needed to have at least twice as many recommendations in 1 category compared to the others—otherwise they were classified as a fourth category: general coaching.

In addition to shaping the action space based on the focus of the interventions, we also categorized interventions based on intensity. We categorized intensity by calculating the total number of coaching recommendations received by each patient in a stage to obtain the median of the total number of coaching recommendations among all patients. High-intensity coaching was categorized as being greater than the median number of coaching recommendations during a time interval, and low-intensity coaching was categorized as fewer than the median. The dimensions of focus and intensity resulted in an action space with 8 possible actions (Figure 2).

Figure 2. An example of a single patient in the data set.
Optimal Policy Estimation and Validation

Following problem formulation, we fit a reinforcement learning model to “learn” which interventions tend to produce the best outcome for each set of patient characteristics. The Q-learning algorithm formulates this as a prediction problem, with patient characteristics and coaching actions as model inputs used to predict the cumulative composite outcome, which we use as the reward function. This prediction model is then used to select the optimal action for a given set of patient characteristics by estimating the rewards for all possible actions from the action space and selecting the one estimated to produce the greatest reward. While any regression modeling technique can be used for this type of prediction problem, we selected histogram-based gradient boosting classification trees [30], as they are better suited to modeling large numbers of patient characteristics with complex interactions than techniques like linear regression.

Given the relatively small sample size available for this pilot, we were able to use a leave-one-out cross-validation (LOOCV) approach [31] for model development and validation. This approach trains a model on all available patients but 1, then uses the remaining patient for model validation. This process is then repeated for every possible split of the data, resulting in 177 iterations of train/test for our data set. This hypothesis was tested using a paired t test.

The potential clinical effectiveness of our model was evaluated using two approaches. The first approach compared the model predicted cumulative composite outcome with the actual observed outcome (the observed result of the interventions provided by the diabetes health coaches). We hypothesized that our model’s predicted outcome would be higher than the observed outcome.

The second approach assessed the relationship between the cumulative composite outcome and the proportion of agreement between our model and the diabetes health coach. We hypothesized that higher levels of agreement between our model and coach recommendations would be associated with better observed outcomes and that lower levels of agreement would be associated with worse outcomes.

The level of agreement between the reinforcement learning model and the observed diabetes health coach’s interventions was not used to evaluate the performance of our model. This is because reinforcement learning assumes that there is room for improvement over observed behavior. Thus the goal is to learn a different better policy than what was observed, rather than simply mirroring what was done by the coaches.

We have made the source code and trained models developed for this study publicly available [27].

Results

A total of 177 patients in the intervention arm of the community-based randomized controlled trial were included in the analysis. Distributions of the patient characteristics used as model inputs at baseline and the 6-month and 12-month follow-ups are summarized in Table 1. P values are reported to illustrate the degree of change for each characteristic between time points.

The median of the total number of coaching recommendations received in stage 1 and stage 2 was 8. Following the prespecified criteria for defining intervention options, we obtained the following intervention options (Table 2).

Among the 177 patients, LOOCV results showed that the average cumulative composite outcome expected by the reinforcement learning model (0.811) was significantly higher than the observed outcome (0.767; t_{n-1}=10.040; P<.001).

LOOCV results also showed that our model mirrored the observed diabetes health coach’s interventions in 17.5% (n=31) of the patients in stage 1 and in 14.1% (n=25) of the patients in stage 2. Among the patients for whom our model agreed with the diabetes health coach in both stages, the average cumulative composite outcome (0.839, 95% CI 0.460-1.220) was better than those for whom our model agreed with the diabetes health coach in only one stage (0.791, 95% CI 0.747-0.836) or differed in both stages (0.755, 95% CI 0.728-0.781).
Table 1. Patient characteristics used as model inputs with SDs and percentages at baseline, the 6-month follow-up, and the 12-month follow-up (N=177).

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Baseline</th>
<th>6-month follow-up</th>
<th>12-month follow-up</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>57.4 (11.3)</td>
<td>57.4 (11.3)</td>
<td>57.4 (11.3)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>94 (53.1)</td>
<td>94 (53.1)</td>
<td>94 (53.1)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>83 (46.9)</td>
<td>83 (46.9)</td>
<td>83 (46.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>141 (79.7)</td>
<td>141 (79.7)</td>
<td>141 (79.7)</td>
<td></td>
</tr>
<tr>
<td>Latin American</td>
<td>10 (5.6)</td>
<td>10 (5.6)</td>
<td>10 (5.6)</td>
<td></td>
</tr>
<tr>
<td>South Asian</td>
<td>10 (5.6)</td>
<td>10 (5.6)</td>
<td>10 (5.6)</td>
<td></td>
</tr>
<tr>
<td>Aboriginal</td>
<td>3 (1.7)</td>
<td>3 (1.7)</td>
<td>3 (1.7)</td>
<td></td>
</tr>
<tr>
<td>Filipino</td>
<td>3 (1.7)</td>
<td>3 (1.7)</td>
<td>3 (1.7)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>2 (1.1)</td>
<td>2 (1.1)</td>
<td>2 (1.1)</td>
<td></td>
</tr>
<tr>
<td>Southeast Asian</td>
<td>2 (1.1)</td>
<td>2 (1.1)</td>
<td>2 (1.1)</td>
<td></td>
</tr>
<tr>
<td>Arab</td>
<td>1 (0.6)</td>
<td>1 (0.6)</td>
<td>1 (0.6)</td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>1 (0.6)</td>
<td>1 (0.6)</td>
<td>1 (0.6)</td>
<td></td>
</tr>
<tr>
<td>West Asian</td>
<td>1 (0.6)</td>
<td>1 (0.6)</td>
<td>1 (0.6)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>3 (1.7)</td>
<td>3 (1.7)</td>
<td>3 (1.7)</td>
<td></td>
</tr>
<tr>
<td><strong>BMI, mean (SD)</strong></td>
<td>34.5 (6.9)</td>
<td>34.1 (7.2)</td>
<td>33.6 (6.9)</td>
<td>.51</td>
</tr>
<tr>
<td><strong>Duration of diabetes (years), mean (SD)</strong></td>
<td>9.4 (9.1)</td>
<td>9.9 (9.1)</td>
<td>10.4 (9.1)</td>
<td>.60</td>
</tr>
<tr>
<td><strong>Hemoglobin A1c, mean (SD)</strong></td>
<td>9.1 (1.7)</td>
<td>7.6 (1.2)</td>
<td>7.3 (1.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Family physician visits, mean (SD)</strong></td>
<td>3.0 (2.9)</td>
<td>2.4 (2.3)</td>
<td>2.2 (1.9)</td>
<td>.003</td>
</tr>
<tr>
<td><strong>Family physician visits related to diabetes, mean (SD)</strong></td>
<td>1.7 (1.6)</td>
<td>1.6 (1.6)</td>
<td>1.4 (0.9)</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Visits with health professional, n (%)</strong></td>
<td>45 (25.4)</td>
<td>55 (31.1)</td>
<td>80 (45.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Emergency room and hospital admissions, n (%)</strong></td>
<td>156 (88.1)</td>
<td>160 (90.4)</td>
<td>116 (65.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Chronic disease management program, n (%)</strong></td>
<td>164 (92.7)</td>
<td>173 (97.7)</td>
<td>126 (71.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Behavioral stage, n (%)</strong></td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Action</td>
<td>103 (58.2)</td>
<td>128 (72.3)</td>
<td>104 (58.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Contemplation</td>
<td>15 (8.5)</td>
<td>6 (3.4)</td>
<td>3 (1.7)</td>
<td></td>
</tr>
<tr>
<td>I am not sure</td>
<td>2 (1.1)</td>
<td>1 (0.6)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Maintenance</td>
<td>0 (0.0)</td>
<td>24 (13.6)</td>
<td>52 (29.4)</td>
<td></td>
</tr>
<tr>
<td>Precontemplation</td>
<td>7 (4.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Preparation</td>
<td>50 (28.2)</td>
<td>18 (10.2)</td>
<td>18 (10.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Diabetes treatment, n (%)</strong></td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diet</td>
<td>85 (48.0)</td>
<td>70 (39.5)</td>
<td>43 (24.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Oral therapy</td>
<td>163 (92.1)</td>
<td>166 (93.8)</td>
<td>165 (93.2)</td>
<td>.82</td>
</tr>
<tr>
<td>Insulin</td>
<td>70 (39.5)</td>
<td>77 (43.5)</td>
<td>76 (42.9)</td>
<td>.72</td>
</tr>
<tr>
<td>Other</td>
<td>3 (1.7)</td>
<td>2 (1.1)</td>
<td>0 (0.0)</td>
<td>.24</td>
</tr>
<tr>
<td><strong>EQ-5D summary index, mean (SD)</strong></td>
<td>0.8 (0.2)</td>
<td>0.8 (0.1)</td>
<td>0.8 (0.1)</td>
<td>.06</td>
</tr>
<tr>
<td><strong>ADDQoL(^b) summary score, mean (SD)</strong></td>
<td>−1.5 (1.3)</td>
<td>−1.4 (1.1)</td>
<td>−1.3 (0.7)</td>
<td>.10</td>
</tr>
<tr>
<td><strong>Diabetes Self-Care Activities scale</strong></td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General diet, mean (SD)</td>
<td>4.5 (2.8)</td>
<td>5.6 (2.3)</td>
<td>6.1 (1.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Specific diet, mean (SD)</td>
<td>5.1 (1.6)</td>
<td>5.4 (1.3)</td>
<td>5.6 (1.1)</td>
<td>.003</td>
</tr>
</tbody>
</table>
### Table 2. Intervention options.

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Coaching recommendations (stage 1), n</th>
<th>Coaching recommendations (stage 2), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-intensity general coaching</td>
<td>45</td>
<td>18</td>
</tr>
<tr>
<td>High-intensity coaching on case management and monitoring</td>
<td>34</td>
<td>18</td>
</tr>
<tr>
<td>High-intensity coaching on behavior modification and education</td>
<td>29</td>
<td>10</td>
</tr>
<tr>
<td>Low-intensity general coaching</td>
<td>23</td>
<td>64</td>
</tr>
<tr>
<td>Low-intensity coaching on case management and monitoring</td>
<td>30</td>
<td>42</td>
</tr>
<tr>
<td>Low-intensity coaching on behavior modification and education</td>
<td>16</td>
<td>25</td>
</tr>
</tbody>
</table>

### Discussion

The study took a novel approach of developing artificial intelligence using diabetes health-coaching data to better fit the needs of diabetes management and to achieve better health outcomes. Using historical observational data from a community-based randomized controlled trial, we developed a reinforcement learning model that can automate the task of personalized adaptive diabetes health coaching and demonstrates the potential to outperform human diabetes health coaches in maximizing a composite outcome of HbA1c reduction and QoL improvement. Our approach is also able to leverage data that is often overlooked, such as self-reported behavioral data, which allows us to generate personalized adaptive interventions for each patient using comprehensive health data.

The model-based decision-making process is fully automated, which requires less involvement from health care professional resources. In practice, our model could be integrated into existing diabetes health-coaching programs to dynamically suggest personalized adaptive coaching interventions, either as a decision-making support tool for the diabetes health coaches or combined with a patient-facing mobile app to directly support patients with diabetes, which has the potential to reduce the cost and expand the reach of diabetes health coaching [32,33].
This study has several limitations. The internal working of the reinforcement learning model is difficult to interpret, and as a result, the model appears as a black box to health care professionals and patients, which may present a barrier to adoption in some clinical settings [34]. Due to the relatively small sample size, the data source for this study lacks heterogeneity, which may result in insufficient generalizability of the estimated optimal policy, despite its satisfactory performance on the study population. We plan to address this limitation in future work, which will seek to include a larger and more diverse group of patients. The aggregation of detailed diabetes health-coaching data into discrete intervention options may have led to a loss of fidelity, which in turn may translate into less optimal intervention recommendations. Future work in this area may look to more advanced statistical methods to fully use the fine-grained original coaching information to produce a better performance. Finally, diabetes health coach’s interventions can potentially have different consequences on patients due to the human factors (e.g., patients’ adherence to coaching) that cannot be fully simulated, which may lead to lower performance in real-world clinical practice. Future work should investigate quantifying these human factors and including them in the reinforcement learning model.

This pilot study presents a novel application of artificial intelligence in diabetes management and demonstrated that applying reinforcement learning to diabetes health-coaching data has the potential to automate coaching and yield substantial improvement in health outcomes. Future research will include applying the reinforcement learning approach to larger diabetes health-coaching data sets and exploring the feasibility and acceptability of diabetes health coaching supported by artificial intelligence.
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Abstract

Background: Surgery can sometimes be the best solution for chronic musculoskeletal pain, but presurgical preparation and postsurgical rehabilitation are often required to achieve the maximum benefits. A digital musculoskeletal surgical care program was developed to support the population of patients undergoing total knee arthroplasty.

Objective: We aimed to demonstrate safety, engagement, and acceptability and explore clinical outcomes, health care use, and satisfaction among participants of a digital musculoskeletal surgical care program who were undergoing total knee arthroplasty.

Methods: A retrospective, observational feasibility study comparing digital musculoskeletal surgical care program participants to a comparison group was conducted. The intervention group registered for a digital musculoskeletal surgical care program, which included health coaches, physical therapists, and tailored exercises and educational articles to provide preoperative and postoperative support to patients who had recently undergone total knee arthroplasty. Comparison group members received standard-of-care treatment. Engagement (number of exercise therapy sessions and educational articles accessed per week) and acceptability (Net Promoter Score) were examined among intervention group participants. Descriptive statistics for postoperative outcomes, including safety (postoperative complications), clinical improvement (pain, function, anxiety, and depression), and health care use and experiences (length of hospital stay, surgery satisfaction, and physical therapy adherence), were reported for both groups. Differences among postoperative results were compared by using the independent samples 2-tailed \(t\) test or Mann-Whitney test for categorical outcomes.

Results: Of the 53 participants (intervention group: \(n=22\); comparison group: \(n=31\)) who were included in this study, 35 (66%) were female and 25 (47%) were aged from 45 to 60 years. On average, the intervention group completed 23 exercise sessions, read 2.7 educational articles, sent 45.5 texts to their health coaches, and were actively engaged for 6 weeks after their operation. Among 21 participants, 14 (67%) self-reported as promoters on the Net Promoter Score scale. Intervention group members reported fewer postoperative complications (6/22, 27%) than the comparison group (15/31, 48%), and they experienced better outcomes with regard to function (Knee Injury and Osteoarthritis Outcome Score—intervention group: mean 23.0; comparison group: mean 32.5), depression (Patient Health Questionnaire 2-Item—intervention group: mean 0.4; comparison group: mean 1.6), anxiety (General Anxiety Disorder 2-Item—intervention group: mean 0.6; comparison group: mean 1.5), and impressions of change (Patient Global Impression of Change—intervention group: median 7.0; comparison group: median 6.0). Intervention group participants also reported less health care use, better adherence to their physical therapy exercises, and higher surgery satisfaction.
Conclusions: Our digital musculoskeletal surgical care program shows promising levels of engagement and acceptability among those who recently underwent total knee arthroplasty. The surgical care program may also help with improving postsurgical complications and clinical outcomes and lowering health care use.

(JMIR Form Res 2022;6(9):e40703) doi:10.2196/40703
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Introduction

Chronic musculoskeletal pain is a leading cause of disability and increased health care costs in the United States, affecting over 50 million people and resulting in an estimated total lost productivity cost of US $296 million per year [1]. Evidence-based clinical guidelines typically recommend performing nonsurgical interventions before performing invasive procedures for people with chronic musculoskeletal pain [2]. However, these treatments are not always effective for everyone, and when these treatments are inadequate, surgery can be recommended [3]. For example, total knee arthroplasties have proven to be successful in improving pain, mobility, and quality of life for many with chronic knee pain [4,5]. However, despite substantial improvements in surgical techniques and treatments, approximately 20% of patients report dissatisfaction following total knee arthroplasty [5,6]. The causes of dissatisfaction appear to be multifactorial; unmet expectations, the inability to engage in postoperative rehabilitation, and limited pain relief can affect satisfaction after total knee arthroplasty [6,7].

For surgery outcomes to be successful, it is important for patients to adhere to both preoperative rehabilitation and postoperative rehabilitation [5,8-11]. However, almost half of adults do not engage in and adhere to postoperative rehabilitation [12]. This is due to gaps in social support, poorly managed expectations, and a lack of education regarding the benefits of postoperative rehabilitation [7,13]. Furthermore, despite the benefits of receiving social support after total knee arthroplasty [14], not all patients have the social support they need.

In order to address care gaps and their subsequent impacts on both care quality and clinical outcomes, we developed a digital surgical care program consisting of medical, social, and educational support (Figure 1). The digital musculoskeletal surgical care program’s goal was to support and help patients throughout the preoperative and postoperative stages of surgery. The program included surgical health coaches and certified physical therapists who worked with participants to help them prepare for and recover from surgery, answer questions, and customize participants’ plans of care. In addition, the program also included customized exercise therapy sessions that followed the protocols created by participants’ surgeons and aimed to strengthen and rehabilitate participants. The participants also received tailored education articles on lifestyle management and recovery tips that helped prepare them for the preoperative and postoperative phases of surgery. All materials and services were accessed through the digital musculoskeletal surgical care program app.

The preoperative phase of the surgical care program started up to 8 weeks prior to surgery. Participants worked with health coaches to achieve goals that supported the best surgical outcomes, such as reducing presurgery anxiety or creating healthier eating habits for recovery. Participants also worked with physical therapists to strengthen muscles that supported their new joints to allow for optimal recovery. The postoperative phase lasted for 12 weeks after surgery. During this time, participants received support and accountability training for achieving their recovery goals, as per their rehabilitation plans.

Figure 1. The digital musculoskeletal surgical care program provides users with a tailored program containing medical, social, and educational support.

PT: physical therapist.
The program was complemented by the plans that were recommended and directed by participants’ surgeons. As such, participants still attended their recommended in-person physical therapy sessions. Participants informed their care program health coaches of their in-person physical therapy exercises, and information on these exercises was loaded into the app to assist with tracking progress.

The goal of this study was to determine the feasibility of our novel surgical care program. The primary objective was to demonstrate safety, engagement, and acceptability among the participants of the surgical care program. The secondary objectives included exploring postoperative clinical improvement and comparing the health care use and experiences of surgical care program participants against those of a comparison group.

Patients who need orthopedic surgery typically benefit from the social support provided through caregivers or family members, but not everyone is able to receive assistance. Therefore, our digital surgical care program aims to provide the needed social support and improve care quality and clinical outcomes both before and after the surgery process. The results from this study will contribute to developing larger-scale studies that will provide evidence that this digital surgical care program effectively addresses care gaps.

Methods

Study Design

A retrospective, observational feasibility study comparing digital musculoskeletal surgical care program participants (herein, the intervention group) to a comparison group was conducted.

Study Participants

Participants who were eligible for the intervention were identified based on our inclusion and exclusion criteria and the information they provided in the app. The inclusion criteria were patients who had a smartphone, patients who created an account for the digital musculoskeletal surgical care program, patients who completed the app questionnaire at least 4 weeks prior to starting the surgical care program, patients who enrolled in the knee surgical care program, patients who underwent knee replacement surgery 6 or more weeks before survey data collection, and English-speaking patients.

Comparison group participants were recruited through a proprietary research panel maintained by Momentive. The panel includes over 100 million people who are invited to take part in surveys. We screened panelists by age and included those who had not previously participated in Hinge Health programs and underwent knee replacement surgery between June and December 2021.

Ethics Approval

This study (reference number: 20160949) was reviewed and approved by the WIRB-Copernicus Group Institutional Review Board (Office for Human Research Protections and Food and Drug Administration Institutional Review Board registration number: IRB00000533). Intervention group participants acknowledged and provided research consent. The institutional review board deemed the comparison group participants exempt from providing informed consent.

Variables

Overview of Outcomes

For the primary objective of this feasibility study, we examined engagement, acceptability, and safety outcomes to demonstrate that it was possible to implement the program and this study. We also explored proximal and distal outcomes that we hypothesized would be influenced by the program. These included clinical outcomes (pain, function, depression, and anxiety), health care use (length of hospital stay and physical therapy adherence), and health care experiences (surgery satisfaction). This study collected data on outcomes regarding engagement and acceptability from the intervention group. Data on safety, clinical improvement, and health care use and experience outcomes were collected from both the intervention group and the comparison group.

Engagement and Acceptability

To assess the intervention group’s engagement, data on the number of app-based exercise therapy sessions and educational articles accessed per week were collected through the app. Acceptability was measured through the Net Promoter Scores (NPSs) that participants provided for the following question: “On a scale of 0-10, how likely is it that you would recommend the surgical program to a friend or colleague” (0=not likely; 10=very likely)? NPSs ranging from 0 to 6 were labeled as detractors, NPSs of 7 to 8 were labeled as passives, and NPSs of 9 to 10 were labeled as promoters.

Safety

Safety was based on self-reported postsurgical complications, which included wound infections requiring antibiotics or surgery, blood clots or deep vein thrombosis, stiffness requiring manipulation under anesthesia, falls, surgery on the same knee for other reasons, and general soreness.

Clinical Improvement

The clinical outcomes included pain improvement, function, anxiety, and depression. Patient Global Impression of Change (PGIC) scores were measured for both groups through the following question: “Compared to before the surgery, how would you rate your knee pain now” (1=much worse; 7=much improved)? Function was measured through the Knee Injury and Osteoarthritis Outcome Score—Physical Function Short Form (KOOS-PS; 0=no difficulty; 100=extreme difficulty). Anxiety and depression were measured through the General Anxiety Disorder 2-Item (GAD-2) and Patient Health Questionnaire 2-Item (PHQ-2), respectively.

Health Care Use and Experiences

We measured the length of stay in the hospital after surgery based on the following question: “How many nights did you spend in the hospital or surgery facility after your surgery?” Surgery satisfaction was measured based on the following question: “Overall, how satisfied were you with the results of your knee replacement surgery” (0=very dissatisfied; 3=very satisfied)? Physical therapy adherence was measured through...
the following question: “How often did you perform home exercise sessions as recommended by your in-person physical therapist” (0=never; 5=always)?

**Data Sources**

The web-based program registration process provided baseline demographic data for the intervention group. Surveys that evaluated postoperative outcomes were emailed to both the intervention group and the comparison group. Intervention group respondents received gift cards worth US $30 upon the completion of the survey.

**Statistical Methods**

Because this was a feasibility study, no formal sample size calculations were conducted. Summary statistics were estimated for the baseline demographic characteristics of the intervention group. Descriptive statistics for the postoperative outcomes of both the intervention group and the comparison group were reported, including means with SDs and medians with IQRs.

**Results**

**Sample Characteristics**

Altogether, 53 participants completed the study (intervention group: n=22; comparison group: n=31). Table 1 shows the demographics and the months of surgery for both groups. Apart from age (intervention group participants were significantly older than comparison group participants; P<.001), no differences between the two groups were detected at baseline. The majority of the sample was aged from 45 to 60 years (25/53, 47%), was female (35/53, 66%), and received surgery in September (11/53, 21%) and October (11/53, 21%).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention group (n=22), n (%)</th>
<th>Comparison group (n=31), n (%)</th>
<th>All participants (N=53), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001(^a)</td>
</tr>
<tr>
<td>30-44</td>
<td>0 (0)</td>
<td>4 (13)</td>
<td>4 (8)</td>
<td></td>
</tr>
<tr>
<td>45-60</td>
<td>5 (23)</td>
<td>20 (65)</td>
<td>25 (47)</td>
<td></td>
</tr>
<tr>
<td>&gt;60</td>
<td>17 (77)</td>
<td>7 (23)</td>
<td>24 (45)</td>
<td></td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td>.57(^b)</td>
</tr>
<tr>
<td>Male</td>
<td>6 (27)</td>
<td>12 (39)</td>
<td>18 (34)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>16 (73)</td>
<td>19 (61)</td>
<td>35 (66)</td>
<td></td>
</tr>
<tr>
<td><strong>Month of surgery(^c)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.99(^n)</td>
</tr>
<tr>
<td>June</td>
<td>1 (5)</td>
<td>2 (7)</td>
<td>3 (6)</td>
<td></td>
</tr>
<tr>
<td>July</td>
<td>3 (14)</td>
<td>5 (16)</td>
<td>8 (15)</td>
<td></td>
</tr>
<tr>
<td>August</td>
<td>2 (9)</td>
<td>4 (13)</td>
<td>6 (11)</td>
<td></td>
</tr>
<tr>
<td>September</td>
<td>4 (18)</td>
<td>7 (23)</td>
<td>11 (21)</td>
<td></td>
</tr>
<tr>
<td>October</td>
<td>5 (23)</td>
<td>6 (19)</td>
<td>11 (21)</td>
<td></td>
</tr>
<tr>
<td>November</td>
<td>4 (18)</td>
<td>3 (10)</td>
<td>7 (13)</td>
<td></td>
</tr>
<tr>
<td>December</td>
<td>3 (14)</td>
<td>4 (13)</td>
<td>7 (13)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Fisher exact test.

\(^b\)Chi-square test with continuity correction.

\(^c\)Months of surgery are from 2021.

**Engagement and Acceptability (Intervention Only)**

On average, intervention group participants completed 23 (SD 34.8) exercise therapy sessions, read 2.7 (SD 5.3) educational articles, sent 45.5 (SD 51.7) text messages to their health coaches, and were actively engaged for 6 (SD 6.7) weeks after their operation. Among 21 program participants, 14 (67%) were promoters on the NPS.

**Safety**

The percentage of participants who reported postsurgical complications was higher in the comparison group versus the intervention group by 21%. The reported complications among comparison group members were stiffness (4/15, 27%), surgery on the same knee for other reasons (4/15, 27%), blood clots or deep vein thrombosis (4/15, 27%), wound infections requiring antibiotics (2/15, 13%), general soreness (2/15, 13%), infections requiring surgery (1/15, 7%), and falls (1/15, 7%). The complications among the intervention group were stiffness (4/6, 67%) and vasculitis (ie, a latex allergy; 1/6, 17%). Manipulation for addressing stiffness was recommended for a patient, but the treatment was deferred (1/6, 17%).
Clinical Improvement
The intervention group reported better knee pain after their surgery compared to that reported by the comparison group (PGIC score: mean 7.0 vs mean 6.0; \( P = .06 \)). The intervention group reported better function scores (KOOS-PS: mean 23.0 vs mean 32.5; \( P = .049 \)) than those reported by the comparison group. Intervention group members also reported lower anxiety (GAD-2 score: mean 0.6 vs mean 1.5; \( P = .01 \)) and depression (PHQ-2 score: mean 0.4 vs mean 1.6; \( P = .004 \)) scores than those reported by the comparison group.

Health Care Use and Experiences
The median length of hospital stay was 1 (IQR 0) night for the intervention group and 1 (IQR 1) night for the comparison group. There was a significant difference (\( W = 275; \ P = .009 \)) in the lengths of hospital stay between the intervention group and the comparison group. Additionally, the intervention group showed better adherence to the exercises that were recommended by their physical therapists (\( P = .06 \)) and reported higher satisfaction with their surgery experience (\( P = .06 \)). Table 2 shows the postoperative outcomes of the intervention and comparison groups.

### Table 2. Postoperative outcomes.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Intervention group (n=22)</th>
<th>Comparison group (n=31)</th>
<th>All participants (N=53)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety (postsurgical complications), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.12(^a)</td>
</tr>
<tr>
<td>No complications</td>
<td>16 (73)</td>
<td>16 (52)</td>
<td>32 (60)</td>
<td></td>
</tr>
<tr>
<td>Complications</td>
<td>6 (27)</td>
<td>15 (48)</td>
<td>21 (40)</td>
<td></td>
</tr>
<tr>
<td>Clinical outcomes</td>
<td></td>
<td></td>
<td></td>
<td>.06(^b)</td>
</tr>
<tr>
<td>Patient Global Impression of Change score, median (IQR)</td>
<td>7.0 (1.0)</td>
<td>6.0 (2.0)</td>
<td>7.0 (1.0)</td>
<td></td>
</tr>
<tr>
<td>Knee Injury and Osteoarthritis Outcome Score–Physical Function Short Form, mean (SD)</td>
<td>23.0 (17.4)</td>
<td>32.5 (15.9)</td>
<td>28.6 (17.0)</td>
<td>.049(^c)</td>
</tr>
<tr>
<td>General Anxiety Disorder 2-Item score, mean (SD)</td>
<td>0.6 (1.3)</td>
<td>1.5 (1.6)</td>
<td>1.1 (1.5)</td>
<td>.01(^b)</td>
</tr>
<tr>
<td>Patient Health Questionnaire 2-Item score, mean (SD)</td>
<td>0.4 (1.1)</td>
<td>1.6 (1.8)</td>
<td>1.1 (1.7)</td>
<td>.004(^b)</td>
</tr>
<tr>
<td>Health care use and experiences</td>
<td></td>
<td></td>
<td></td>
<td>.009(^b)</td>
</tr>
<tr>
<td>Length of hospital stay (number of nights), median (IQR)</td>
<td>1.0 (0)</td>
<td>1.0 (1.0)</td>
<td>1.0 (0)</td>
<td></td>
</tr>
<tr>
<td>Physical therapy adherence score, median (IQR)</td>
<td>4.0 (2.0)</td>
<td>3.0 (2.5)</td>
<td>3.0 (3.0)</td>
<td>.06(^b)</td>
</tr>
<tr>
<td>Surgery satisfaction score, median (IQR)</td>
<td>3.0 (1.0)</td>
<td>2.0 (1.0)</td>
<td>2.0 (1.0)</td>
<td>.08(^b)</td>
</tr>
</tbody>
</table>

\(^a\)Chi-square test.
\(^b\)Mann-Whitney \( U \) test.
\(^c\)Independent samples \( t \) test.

Discussion

Principal Results
This study aimed to assess the feasibility of a novel, digital surgical care program for total knee arthroplasty by (1) examining patient engagement, acceptability, and safety and (2) exploring clinical improvements as well as health care use and experiences. First, we posit that a program that offers clinical, educational, and social support is viable and that it would be well received by persons planning to undergo a total knee arthroplasty. We found that on average, the intervention group remained active in the program by engaging in 23 exercise sessions, reading 2.7 educational articles, and sending 45.5 text messages to their coaches. Satisfaction among the intervention group was high, as two-thirds of participants (14/21, 67%) were NPS promoters.

We also demonstrated that the intervention was safe. The most frequently reported complication from the intervention group was stiffness, which can be expected postoperatively. Manipulation under anesthesia for stiffness was recommended for a patient by the surgeon but was deferred by the patient. The remaining complication (a latex allergy) was unrelated to the surgery itself. The intervention group also experienced fewer adverse events and complications than those experienced by the comparison group. One possible explanation is that the intervention helped participants adhere to postsurgical exercise regimens and avoid complications. Another explanation is the presence of unmeasured confounding variables. For example, intervention group members may have received a higher quality of in-person care compared to the care that the comparison group received.

The results of this study will be used in two formative projects. In the first project, we will use the lessons learned in this study to refine and improve the program. For example, we learned more about the nature of the complications experienced by both the intervention group and the comparison group. We may prepare additional tools and resources for participants about how to identify complications, when to contact providers for help, and how to best recover from complications. In the second project, we will use the estimates from this preliminary study...
to develop a larger observational study that is powered to detect statistically significant differences between an intervention group and comparison group. Furthermore, implementing the surgical care program at scale will allow us to further evaluate intervention effectiveness in a more generalizable setting.

**Comparison With Prior Work**

We provide preliminary evidence that an intervention that offers clinical and social support is associated with better clinical outcomes, including better impressions of change, function, anxiety, and depression scores after surgery. These results are consistent with those of a qualitative study that found that patients who had a positive total knee arthroplasty experience often reported having adequate social and clinical support [15]. These results are also consistent with those of studies reporting that social support has a positive impact on pain, function, mental health, and patient satisfaction among patients who have undergone joint replacement surgery [14-16]. A meta-analysis found that the presence of social support had a beneficial effect on total Western Ontario and McMaster Universities Arthritis Index scores (mean difference: 2.88, 95% CI 1.30-4.46), which are used to measure pain, functional limitations, and stiffness. The same meta-analysis also found social support to be positively associated with improvements in knee pain and function (total Oxford Knee Scores—mean difference: 0.29, 95% CI 0.12-0.45) [14]. We speculate that improvements in clinical outcomes could be the result of having a care team that consists of health coaches, physical therapists, and physicians who support patients and offer medical advice throughout recovery. Our study also explored health care use and experiences and showed shorter lengths of hospital stay, better physical therapy adherence, and higher levels of satisfaction in the intervention group. Similarly, studies have reported that inadequate social support and unmet expectations result in higher rates of dissatisfaction, poorer adherence to outpatient therapy, and poorer outcomes [5-7,10]. In a prospective study of 1703 participants that examined satisfaction after total knee arthroplasty, unmet expectations was one of the strongest predictors of dissatisfaction in a comparison between dissatisfied and satisfied participants (49% vs 6%) [5].

**Strengths and Limitations**

The strengths of this study include evaluating multiple outcomes to demonstrate program feasibility, including engagement, acceptability, safety, clinical, and health care use and experience outcomes. This study also included a comparison group for comparing postoperative outcomes.

This study however also presents limitations. As with most retrospective studies, there is a risk of bias associated with data that are collected prior to the start of a study. This study compared the postoperative outcomes of the intervention and comparison groups. A future, larger-scale observational study that compares both preoperative outcomes and postoperative outcomes with those of a comparison group, as well as surgeries in other pathways (eg, total hip arthroplasty), can provide more insight into the effectiveness of a digital musculoskeletal surgical care program. Lastly, this study was designed to demonstrate feasibility with a small set of early surgical care program members and a convenience sample comparison group. As such, there are differences between the two groups that may have influenced our exploratory clinical outcomes. The preliminary findings of this study are encouraging, and they will be used as the basis for the next steps in program development, that is, in research where we will adjust for potential confounding factors.

**Conclusions**

Our digital musculoskeletal surgical care program, which provides social support, medical advice, and education to those who have recently undergone total knee arthroplasty, is feasible and acceptable. We demonstrated engagement, satisfaction, and safety among the participants of the program. Additionally, compared to the comparison group, this study showed preliminary evidence of improved clinical outcomes, lower health care use, and higher satisfaction among intervention group participants. Based on the results of this feasibility study, a larger-scale observational study can build on the findings of this study to further evaluate the effectiveness of the surgical care program.
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Abstract

Background: Hispanic men have disproportionate rates of overweight and obesity compared with other racial and ethnic subpopulations. However, few weight loss interventions have been developed specifically for this high-risk group. Furthermore, the use of mobile health (mHealth) technologies to support lifestyle behavior changes in weight loss interventions for Hispanic men is largely untested.

Objective: This single-arm pilot study examined the feasibility and acceptability of integrating mHealth technology into a 12-week gender- and culturally sensitive weight loss intervention (GCSWLI) for Hispanic men with overweight and obesity.

Methods: A total of 18 Hispanic men (mean age 38, SD 10.9 years; mean BMI 34.3, SD 5.5 kg/m²; 10/18, 56% Spanish monolingual) received a GCSWLI, including weekly in-person individual sessions, a daily calorie goal, and prescription of ≥225 minutes of moderate-intensity physical activity per week. mHealth technology support included tailored SMS text messaging, behavior self-monitoring support using Fitbit Charge 2, and weight tracking using a Fitbit Aria Wi-Fi Smart Scale. Changes in weight from baseline to 12 weeks were estimated using a paired 2-tailed t test. Descriptive analyses characterized the use of Fitbit and smart scales. Semistructured interviews were conducted immediately after intervention to assess the participants’ weight loss experiences and perspectives on mHealth technologies.

Results: Of 18 participants, 16 (89%) completed the 12-week assessments; the overall attrition rate was 11.1%. The mean weight loss at week 12 was −4.7 kg (95% CI 7.1 to −2.4 kg; P<.001). Participants wore the Fitbit 71.58% (962/1344) of the intervention days and logged their body weight using the smart scale (410/1344, 30.51% of the intervention days). Participants identified barriers to the use of the technology, such as lack of technological literacy and unreliable internet access for the smart scale.

Conclusions: Although clinically significant weight loss was achieved by integrating mHealth technology into the GCSWLI, adherence to the prescribed use of technology was modest. Addressing barriers to the use of such technologies identified in our work may help to refine an mHealth intervention approach for Hispanic men.

Trial Registration: ClinicalTrials.gov NCT02783521; https://clinicaltrials.gov/ct2/show/NCT02783521
Introduction

Background

Hispanics, one of the largest and fastest growing racial and ethnic subpopulations in the United States, comprise 17% of the total US population and are projected to reach 28% by 2060 [1]. In parallel with population growth, the prevalence of obesity continues to increase. Hispanic men, in particular, have the highest age-adjusted prevalence of obesity (BMI ≥ 30 kg/m²; 45.7%) when compared with non-Hispanic Black (41.1%) and Hispanic men (44.7%) [2]. Consequently, the incidence of obesity-related diseases such as type 2 diabetes mellitus and nonalcoholic fatty liver disease, which are associated with obesity, is the highest among Hispanic men [3,4]. Thus, it is surprising that despite the growing prevalence of obesity and obesity-related diseases in Hispanic men, weight loss interventions to reduce their body weight are understudied.

Lifestyle interventions have proven to be an effective strategy for implementing chronic disease prevention approaches that are responsive to weight loss [5]. Mobile health (mHealth) technologies, including the use of mobile phones, tablet computers, mobile apps, and wearable devices such as smart watches, are increasingly being used to promote dietary and physical activity behaviors within lifestyle interventions [6,7]. mHealth diminishes access to care barriers for hard-to-reach populations, increases data collection efficiency and accuracy, and provides health care professionals with a means to communicate with participants more frequently in clinical and nonclinical settings [8,9]. Although interventions using mHealth technologies generally have positive results, the methodological standards of evaluated studies are often low [9].

Hispanics are receptive to using mHealth technologies for preventive care services. In particular, SMS text messages have been used as an effective tool for engaging Hispanic participants in research studies [8-11]. A randomized clinical trial by Rosas et al [12,13] demonstrated the effective use of Fitbit devices among Hispanic participants with overweight or obesity, particularly when complemented by a culturally responsive lifestyle intervention. More recently, Rosas [14] found that Hispanic men who chose to attend web-based videoconference sessions lost significantly more weight when compared with a group who chose to watch prerecorded videos on the web. This finding suggests that providing options to accommodate the preferences of Hispanic men for intervention delivery methods can increase engagement in lifestyle interventions [14]. However, the use of mHealth technologies to support lifestyle behavior changes in weight loss interventions for Hispanic men remains largely untested.

Objectives

Given the rapid growth of the Hispanic population in the United States and the disproportionate burden of preventable chronic diseases faced by this population, effective and sustainable interventions are urgently required. In this context, engaging Hispanic men with mHealth technology that is linguistically and culturally competent, while also meeting their health needs within chronic disease prevention, may be a potential solution. Earlier formative work by our investigative team showed that an mHealth-supported intervention, in combination with face-to-face counseling, may improve engagement and adherence to behavior change recommendations, particularly for physical activity [15-17]. Here, we report the findings from a single-arm pre-post pilot study that examined the feasibility and acceptability of integrating mHealth technology into a 12-week gender- and culturally sensitive weight loss intervention (GCSWLI) targeting Hispanic men with overweight and obesity. We focused on men because they have been shown to be less likely to participate in lifestyle interventions than women [18,19]. In this regard, men, particularly in the Hispanic population, are understudied.

Methods

Study Design and Participants

Study participants were part of the ANIMO (a Spanish term for motivation or encouragement) pilot study (ClinicalTrials.gov NCT02783521), a 24-week randomized controlled trial that tested the effects of in-person GCSWLI on body weight in Hispanic males (n=25) compared with a waitlist control (WLC) group (n=25) [20,21]. Full details of the ANIMO study design, protocol for the gender- and culturally supported intervention, and outcome findings for the GCSWLI have been published elsewhere [20,21]. Briefly, 98% of the men were of Mexican-origin descent, 58% reported Spanish as their preferred language at home, and 50% were born outside the United States [20,21]. On completion of the initial 12-week GCSWLI, the WLC participants were eligible to receive the mHealth-supported GCSWLI for 12 weeks (Figure 1). To maintain eligibility, men (1) were to be aged 18 to 64 years; (2) had to have a BMI of 25 to 50 kg/m² [22]; (3) had to self-identify as Hispanic; (4) had to have the ability to provide informed consent and complete a health risk assessment before participation; and (5) had to be able to speak, read, and write English or Spanish. Semistructured interviews were conducted after completion of the 12-week intervention to assess participants’ weight loss experiences and perspectives on the potential use of mHealth technologies in future intervention efforts.
Ethics Approval

All study activities were conducted at the University of Arizona Collaboratory for Metabolic Disease Prevention and Treatment in Tucson, Arizona. Eligible participants were invited to the Collaboratory, where complete details of the study were given in the participant’s preferred language (English or Spanish), and informed consent was obtained. This study was approved by the University of Arizona Institutional Review Board (approval 604536275).

Description of GCSWLI

Participants met with a trained bilingual, bicultural Hispanic male lifestyle coach in person (one to one) for 30 to 45 minutes once a week for 12 weeks. During these individual counseling sessions, lifestyle coaches assisted participants in setting a daily calorie goal and physical activity goals (progressing to ≥225 minutes of moderate-intensity physical activity per week) and reminded participants to self-monitor in written diaries. The GCSWLI was developed based on the Diabetes Prevention Program lifestyle intervention [23]. Written materials were grounded in social cognitive theory [24] and problem-solving theory [25] and included behavior change techniques shown to be successful in weight loss interventions (eg, self-monitoring, goal setting, and self-efficacy) [26]. Materials were adapted for low literacy (fifth grade reading level) and tailored for gender and cultural factors based on formative work [15-17] and a framework developed by Bernal and Sáez-Santiago [27]. Specifically, we adapted the intervention for gender by including information related to gender role strains (the role of the man in the household) in written materials and discussed how role strains influence health behaviors [20]. This is relevant given that Hispanic culture tends to have traditional and strictly defined gender roles, which may cause differential intervention effects for men and women [28]. To support progress toward goals, participants were required to bring their completed written diaries to counseling sessions. Challenges to meeting diet and physical activity goals were discussed, and lifestyle coaches worked with participants to identify and overcome perceived barriers (eg, strenuous work schedules) to engage in healthy behaviors.

mHealth Intervention Components

At the conclusion of the 12-week GCSWLI study, specific mHealth components were added to the in-person GCSWLI curriculum used with WLC control participants. Specifically, the use of Fitbit Charge 2, a consumer-wearable physical activity tracker, and a Fitbit Aria Wi-Fi Smart Scale for body weight were included to complement self-monitoring using written diaries. In the first in-person session, all participants were instructed on how to use the Fitbit tools to reduce any barriers related to the introduction of mHealth technology. This included logging into their personal Fitbit dashboard, where the lifestyle coach stored and monitored the data weekly. It was recommended that participants wear the Fitbit Charge 2 during all waking hours and weigh themselves daily using the Aria smart scale. The Fitbit data were downloaded during weekly in-person sessions and discussed with the participants by the lifestyle coach. A total of 2 weekly SMS text messages were sent to participants throughout the following week by a lifestyle coach, tailored to the participants’ needs based on observations from the Fitbit tools and self-reported barriers during the weekly in-person sessions. All intervention strategies from the original GCSWLI curriculum were maintained to ensure that participants had the opportunity to lose weight, independent of mHealth use.
Quantitative Outcome Measures

Clinical assessments included anthropometrics, cardiometabolic measures, and self-reported diet and physical activity behaviors at baseline and 12 weeks. Acculturation was measured at baseline, and treatment satisfaction was measured at the completion of the study.

Anthropometrics and Cardiometabolic Measures

Height (cm) was measured using a wall-mounted stadiometer, and weight (kg) was measured using a calibrated digital scale (Seca 876). Waist circumference (cm) was measured using a Gulick tape measure, and body composition was measured using whole-body dual-energy x-ray absorptiometry (Lunar Prodigy; Lunar). A trained phlebotomist collected fasting blood samples (venipuncture, 25 mL) using an approved protocol for examining the following cardiometabolic measures: (1) a metabolic liver panel (alanine transaminase and aspartate transaminase), (2) a lipid panel (total cholesterol, high-density lipoprotein, low-density lipoprotein, and triglycerides), (3) high-sensitivity C-reactive protein, and (4) fasting glucose and hemoglobin A1c.

Self-reported Dietary Intake and Physical Activity

Dietary intake was assessed using the Southwestern Food Frequency Questionnaire (SWFFQ) [29]. The SWFFQ is a bilingual food frequency questionnaire adapted from the Arizona Food Frequency Questionnaire. It includes more than 150 food items, such as corn and flour tortillas, nopalitos, machaca, and chorizo, which are often consumed by individuals in southwest United States. The SWFFQ uses relevant Mexican names for food items (eg, naranja, not china, for orange) and asks participants to describe their average use (ranging from 3 or more times daily to rarely or never) and portion size (small, medium, or large) for each food item. Data retrieved from the SWFFQ allowed for the calculation of total daily energy intake and percentage of daily energy intake [30]. Physical activity was assessed using the validated Global Physical Activity Questionnaire [31], which asked participants to describe their activity at work, travel to and from places, recreational activities, and sedentary behavior. The questionnaire is available in both English and Spanish and provides the duration (minutes per week) and intensity of physical activity (moderate to vigorous).

Acculturation Levels and Treatment Satisfaction

Acculturation affects attitudes, perceptions, and behaviors surrounding health-related activities and outcomes [32]. Therefore, we assessed the level of acculturation related to language, ethnic identity, and ethnic interaction in the study participants using the validated Acculturation Rating Scale for Mexican Americans-II [33], which is available in both English and Spanish. Treatment satisfaction was assessed at study completion (12 weeks) using 4 questions rated on a Likert scale, with higher scores indicating greater program favorability [34]. Questions prompted participants to rate their overall satisfaction with their progress toward changing dietary and physical activity behaviors for weight management and asked participants whether they would recommend the program to others [35].

Qualitative Measures: Semistructured Interviews

All participants were invited to participate in individual postintervention interviews. The interview protocol was devised to elicit information about (1) participant satisfaction with the intervention, (2) adequacy of cultural and gender intervention adaptation, (3) strategies for improved intervention engagement, (4) adequacy of physical activity and dietary recommendations, and importantly, (5) perspectives on the integration of mHealth technology as a component in weight management interventions. Written and verbal consent was obtained from each willing participant, and an additional US $25 was offered as compensation. All interviews were conducted by each participant’s respective lifestyle coach in their preferred language and were audio recorded to facilitate data interpretation. To minimize bias, all interviewers carefully explained that the participants were free and under no pressure to express their views and that the focus of the interviews was to learn their perceptions to help inform the future development of similar intervention programs.

Quantitative Statistical Analyses

Descriptive statistics were calculated for all the variables at baseline. To explore differences in baseline variables between the enrolled group and the group that did not enroll in the mHealth pilot study, we conducted 2-tailed t tests and chi-square tests on continuous and categorical demographic and anthropometric variables, respectively. Study attrition and process measures, including attendance at individual sessions, self-monitoring adherence, use of mHealth technology support, and treatment satisfaction, were examined using descriptive analyses. Attrition was calculated for those who did not complete 12 weeks of treatment. One-sample 2-tailed t tests were used to estimate the mean changes in body weight and cardiometabolic measures, as well as the secondary outcomes of eating behaviors, physical activity levels, and cardiometabolic biomarkers. Participants with missing blood or weight data at week 12 were excluded from the analysis. Statistical analyses were performed using SAS (version 9.4; SAS Institute Inc). P values of <.05 were considered statistically significant.

Qualitative Data Analyses

All individual interviews were digitally recorded, transcribed verbatim in their respective languages (Spanish or English), and coded using NVivo (version 10, QSR International) qualitative analysis software [36]. For the purposes of this study, we analyzed only qualitative data evaluating the inclusion of mHealth technology in the weight loss intervention. As such, all interviews that elicited statements including mentions of the use of mHealth technology in the intervention were compartmentalized and included in the thematic analysis. The purpose of this analysis was to characterize participants’ opinions and perspectives regarding the use of mHealth technology as a component in weight management interventions for Hispanic men.
**Results**

**Overview**

On completion of the initial 12-week GCSWLI, WLC participants (n=25) were offered the mHealth-supported intervention. Overall, 2 patients were lost to follow-up for unknown reasons, 4 declined participation, and 1 individual had a measured BMI 25 kg/m² before the start of the treatment and was deemed ineligible (Figure 1). A total of 18 participants were younger (38 vs 49 years; \( P = .04 \)) and weighed more (105 vs 90 kg; \( P = .02 \)) than those who elected not to participate. Other demographic characteristics and acculturation levels did not differ between groups (Table 1).

Overall, an average of 75% (SD 27%) of the individual sessions were attended throughout the 12-week treatment period. Of the 18 participants, 2 (11%) attended <50% of the sessions, 6 (33%) attended 50% to 75% of the sessions, and 10 (56%) attended >75% of the sessions. Of the 18 participants, 16 (89%) completed the intervention, with an overall attrition rate of 11.1%. Self-monitoring adherence and mHealth technology use at the follow-up are shown in Table 2.

On average, each person completed 6.2 weekly written diaries; 51.93% (698/1344) of the total diaries were completed. Diet was recorded on average 1.7 days per week, with an average of 1260 kcal reported each day. Participants reported physical activity an average of 1.4 days per week, with a total of 78 minutes of weekly exercise, and they recorded their weight on an average of 1.8 days per week. Activity monitors were used 5.1 days per week, and weight was reported using wireless scales 3.2 days per week. Overall, participants wore the Fitbit 71.6% of the intervention days and weighed themselves using the smart scale for 30.5% of the days they spent in the intervention. The participants were highly satisfied with the weight management program, and 100% (15/15) of the participants indicated that they were likely to recommend the program to others. Satisfaction with overall progress toward weight loss was positive, with progress in changing dietary habits ranking the highest (Table 3).

The pre- and postweight and cardiometabolic measures are shown in Table 4. Weights were significantly reduced by an average of \(-4.7 \text{ kg} \) (95% CI \(-7.1 \text{ to } -2.4 \text{ kg} \) \( P < .001 \)); 7 individuals (44%) achieved clinically significant weight loss of ≥5%. In addition, significant changes in BMI by \(-1.6 \text{ kg/m}^2 \) (\(-2.4 \text{ to } -0.8 \text{ kg/m}^2 \)), body fat by \(-1.97% \) (\(-2.98% \text{ to } -0.96% \)), and waist circumference by \(-5.1 \text{ cm} \) (\(-6.8 \text{ to } -3.4 \text{ cm} \)) were observed after the 12-week intervention (\( P < .001 \)). Physical activity increased, and the average caloric intake decreased, but the changes were not statistically significant. Significant decreases in cardiometabolic measures were found in hemoglobin A₁c (\( P = .02 \)), alanine transaminase (\( P = .04 \)), and total cholesterol (\( P = .007 \)).
Table 1. Demographic and baseline characteristics of participants in a mobile health (mHealth)–supported gender- and culturally sensitive weight loss intervention.

<table>
<thead>
<tr>
<th></th>
<th>mHealth participants (n=18)</th>
<th>Did not enroll (n=7)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>38.0 (10.9)</td>
<td>48.9 (12.1)</td>
<td>.04</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>34.3 (5.5)</td>
<td>30.3 (3.6)</td>
<td>.14</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>104.6 (20.8)</td>
<td>90.0 (6.3)</td>
<td>.02</td>
</tr>
<tr>
<td>Waist circumference (cm), mean (SD)</td>
<td>114.1 (14.6)</td>
<td>107.5 (5.7)</td>
<td>.34</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>12 (66)</td>
<td>6 (85)</td>
<td>.63</td>
</tr>
<tr>
<td>Income (US $), n (%)</td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>&lt;30,000</td>
<td>13 (72)</td>
<td>5 (71)</td>
<td></td>
</tr>
<tr>
<td>30,000-60,000</td>
<td>4 (22)</td>
<td>2 (29)</td>
<td></td>
</tr>
<tr>
<td>&gt;60,000</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>Less than high school</td>
<td>6 (33)</td>
<td>2 (29)</td>
<td></td>
</tr>
<tr>
<td>High school or General Educational Development</td>
<td>5 (28)</td>
<td>2 (29)</td>
<td></td>
</tr>
<tr>
<td>Greater than high school</td>
<td>7 (39)</td>
<td>3 (43)</td>
<td></td>
</tr>
<tr>
<td>Married or lives with a domestic partner, n (%)</td>
<td>14 (78)</td>
<td>7 (100)</td>
<td>.30</td>
</tr>
<tr>
<td>US born, n (%)</td>
<td>10 (56)</td>
<td>1 (14)</td>
<td>.09</td>
</tr>
<tr>
<td>Heritage, n (%)</td>
<td></td>
<td></td>
<td>.53</td>
</tr>
<tr>
<td>Mexican</td>
<td>10 (56)</td>
<td>6 (86)</td>
<td></td>
</tr>
<tr>
<td>Mexican American</td>
<td>7 (39)</td>
<td>1 (14)</td>
<td></td>
</tr>
<tr>
<td>Puerto Rican</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Primary language spoken at home, n (%)</td>
<td>10 (56)</td>
<td>6 (86)</td>
<td>.39</td>
</tr>
<tr>
<td>Spanish</td>
<td>6 (33)</td>
<td>1 (14)</td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>2 (11)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Both equally</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mexican Orientation Subscale of ARSMA-II, mean (SD)</td>
<td>65.6 (16.7)</td>
<td>73.6 (8.2)</td>
<td>.24</td>
</tr>
<tr>
<td>Acculturation level (ARSMA-II), n (%)</td>
<td>7 (39)</td>
<td>5 (71)</td>
<td>.79</td>
</tr>
<tr>
<td>Very Mexican oriented</td>
<td>6 (33)</td>
<td>1 (14)</td>
<td></td>
</tr>
<tr>
<td>Slightly Anglo bicultural</td>
<td>3 (17)</td>
<td>1 (14)</td>
<td></td>
</tr>
<tr>
<td>Strongly Anglo oriented</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Very assimilated</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td></td>
</tr>
</tbody>
</table>

aA total of 2 individuals dropped out owing to their participation in the waitlist control.

bARSMA-II: Acculturation Rating Scale for Mexican Americans-II.
Table 2. Attendance, self-monitoring adherence, and mobile health (mHealth) technology use in a gender- and culturally sensitive weight loss intervention (N=18).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overall percentage of attendance at individual sessions, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Attended &lt;50% of the sessions, n (%)</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Attended 50%-75% of the sessions, n (%)</td>
<td>6 (33)</td>
</tr>
<tr>
<td>Attended &gt;75% of the sessions, n (%)</td>
<td>10 (56)</td>
</tr>
<tr>
<td><strong>Self-reported measures</strong></td>
<td></td>
</tr>
<tr>
<td>Diaries completed, n (%)</td>
<td>112 (52)</td>
</tr>
<tr>
<td>Diaries completed per person, mean (SD)</td>
<td>6.2 (4.2)</td>
</tr>
<tr>
<td>Diet days recorded (days per week), mean (SD)</td>
<td>1.7 (2.8)</td>
</tr>
<tr>
<td>Self-reported calorie intake (kcal per day), mean (SD)</td>
<td>1260 (566)</td>
</tr>
<tr>
<td><strong>Self-reported physical activity, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Days per week</td>
<td>1.4 (2.0)</td>
</tr>
<tr>
<td>Minutes per week</td>
<td>78.0 (63.1)</td>
</tr>
<tr>
<td>Self-weighed (days per week), mean (SD)</td>
<td>1.8 (2.9)</td>
</tr>
<tr>
<td><strong>mHealth measures, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Activity monitor use (days per week)</td>
<td>5.1 (2.0)</td>
</tr>
<tr>
<td>Activity monitor use during sleep (days per week)</td>
<td>2.2 (2.4)</td>
</tr>
<tr>
<td>Diet days recorded via web (days per week)</td>
<td>0.4 (1.3)</td>
</tr>
<tr>
<td>Weight reported using wireless scale (days per week)</td>
<td>3.2 (3.2)</td>
</tr>
</tbody>
</table>

aData obtained from paper diary logging.

Table 3. Participant responses to treatment satisfaction survey (for 15 of 16 completers).

<table>
<thead>
<tr>
<th>Participant responses</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>How satisfied are you overall with the weight management program?</strong>&lt;sup&gt;a&lt;/sup&gt; n (%)</td>
<td></td>
</tr>
<tr>
<td>Somewhat satisfied</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Very satisfied</td>
<td>13 (87)</td>
</tr>
<tr>
<td>Missing response</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Would you recommend the weight management program you received to others?&lt;sup&gt;b&lt;/sup&gt; (definitely would), n (%)</td>
<td>15 (100)</td>
</tr>
<tr>
<td>Given the effort you put into following the weight management program, how satisfied are you with your overall progress over the past 12 weeks?&lt;sup&gt;c&lt;/sup&gt; median (IQR)</td>
<td>3.0 (2.5-4.0)</td>
</tr>
<tr>
<td>Given the effort you put into following the weight management program for the past 12 weeks, how satisfied are you overall with your progress on?&lt;sup&gt;d&lt;/sup&gt; median (IQR)</td>
<td></td>
</tr>
<tr>
<td>Changing your weight</td>
<td>3.0 (3.0-4.0)</td>
</tr>
<tr>
<td>Changing your dietary habits</td>
<td>3.0 (2.5-4.0)</td>
</tr>
<tr>
<td>Changing your physical activity habits</td>
<td>3.0 (2.0-4.0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>V1=very dissatisfied and 4=very satisfied.
<sup>b</sup>1=definitely not and 4=definitely would.
<sup>c</sup>1=very dissatisfied and 4=very satisfied.
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Participant Experience With mHealth Components

Of the 16 participants who completed the intervention, 14 (88%) agreed to participate in an individual interview after the completion of the 12-week intervention. A total of 4 overarching themes emerged during these interviews regarding participants’ perceptions of the integration of mHealth technology into a weight management intervention.

When asked to reflect on their use of Fitbit activity and weight trackers, participants expressed positive feedback and no concerns about the security or privacy of the e-supported data were reported. The participants explained that mHealth technology was at times easier to use than the written diary technology was and that some participants did not have access to. A few men also explained that an additional technology-centered component requires a reliable internet connection to sync and upload data, a barrier to the use of supplemental technology. The Fitbit scale use of technology. For some, reliable internet connectivity was a thing to have.

And of course the best part that I really enjoyed were the technological tools, the Fitbit the scale things like that the Fitbit app that made a huge world of difference. You know it became part of my life and now I use it all the time to count my steps look at information look at data look at how I sleep and how much exercise I got that day it’s great it’s a great thing to have.

Participants also expressed that using the Fitbit wearable tracking device facilitated accountability to daily goals. Specifically, the participants expressed that it was easy to see when daily goals were not being met and that they enjoyed the positive feedback they received when goals were met. A participant stated the following:

I liked the Fitbit because I can have a record of whether or not I walk, you understand me? Instead of forgetting… and when I do wrap up a night, it will tell me, “hey great job! You walked like 10, 20, 25 minutes” and I pay attention to that. So that helps.

Another participant commented on the utility of activity trackers to standardize step count goals, explaining as follows:

I like [the Fitbit] because, how do I explain? I can at least say that 10,000 steps is like the bottom line, right?… So, when I realize that I have not reached 3,000 steps for two or three days I really start paying attention.

Conversely, some participants expressed concerns about the use of technology. For some, reliable internet connectivity was a barrier to the use of supplemental technology. The Fitbit scale requires a reliable internet connection to sync and upload data, which some participants did not have access to. A few men also explained that an additional technology-centered component was an added burden instead of a supplemental benefit of the intervention. This was particularly the case with older participants, who reported less technology literacy because...

Table 4. Outcomes before and after the mobile health intervention and estimated mean change from baseline.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Baseline (n=18), mean (SD)</th>
<th>Week 12 (n=16), mean (SD)</th>
<th>Change from baseline, mean (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight (kg)</td>
<td>104.6 (20.8)</td>
<td>100.3 (21.6)</td>
<td>−4.7 (−7.1 to −2.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>34.3 (5.5)</td>
<td>32.7 (5.9)</td>
<td>−1.6 (−2.4 to −0.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Percentage weight change</td>
<td><em>a</em></td>
<td>−4.8 (4.5)</td>
<td>−4.8 (−7.0 to −2.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Percentage body fat</td>
<td>37.3 (3.6)</td>
<td>35.3 (4.8)</td>
<td>−1.97 (−2.98 to −0.96)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Waist circumference (cm)</td>
<td>114.1 (14.6)</td>
<td>109.5 (14.3)</td>
<td>−5.1 (−6.8 to −3.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Leisure-time physical activity (min/week)</td>
<td>87.2 (100.6)</td>
<td>139.4 (170.8)</td>
<td>60.0 (−44.6 to 164.6)</td>
<td>.24</td>
</tr>
<tr>
<td>Average caloric intake (kcal/day)</td>
<td>3102 (3745)</td>
<td>1754 (1329)</td>
<td>−1196 (−2647 to 254)</td>
<td>.11</td>
</tr>
<tr>
<td>Cardiometabolic measures</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemoglobin A1c (%)</td>
<td>5.6 (0.8)</td>
<td>5.5 (0.6)</td>
<td>−0.22 (−0.41 to −0.03)</td>
<td>.02</td>
</tr>
<tr>
<td>Glucose (mg/100 mL)</td>
<td>105.3 (28.4)</td>
<td>105.4 (32.8)</td>
<td>−2.31 (−9.26 to 4.64)</td>
<td>.49</td>
</tr>
<tr>
<td>Alanine transaminase (U/L)</td>
<td>53.6 (52.7)</td>
<td>39.6 (28.1)</td>
<td>−16.9 (−32.5 to −1.23)</td>
<td>.04</td>
</tr>
<tr>
<td>Aspartate transaminase (U/L)</td>
<td>28.9 (19.3)</td>
<td>24.9 (9.6)</td>
<td>−5.3 (−11.7 to 1.04)</td>
<td>.10</td>
</tr>
<tr>
<td>Total cholesterol (mg/100 mL)</td>
<td>185.7 (40.4)</td>
<td>171.4 (37.5)</td>
<td>−11.8 (−19.9 to −3.7)</td>
<td>.007</td>
</tr>
<tr>
<td>High-density lipoprotein cholesterol (mg/100 mL)</td>
<td>40.2 (5.6)</td>
<td>39.3 (6.9)</td>
<td>−1.0 (−4.2 to 2.2)</td>
<td>.51</td>
</tr>
<tr>
<td>Low-density lipoprotein cholesterol (mg/100 mL)</td>
<td>113.7 (34.3)</td>
<td>104.8 (31.8)</td>
<td>−5.6 (−12.0 to 0.80)</td>
<td>.08</td>
</tr>
<tr>
<td>Triglycerides (mg/100 mL)</td>
<td>158.8 (82.2)</td>
<td>136.4 (71.5)</td>
<td>−25.6 (−52.0 to 0.9)</td>
<td>.06</td>
</tr>
<tr>
<td>High-sensitivity C-reactive protein (mg/100 mL)</td>
<td>3.4 (2.9)</td>
<td>2.5 (2.5)</td>
<td>−0.83 (−2.37 to 0.70)</td>
<td>.26</td>
</tr>
</tbody>
</table>

_a_Not available.
technology was not already integrated into their daily lives. A participant described the following:

"I think that was helpful. I don’t know that the Fitbit thing would have been very helpful to me I’m not a real tech-oriented guy I don’t want to sync up this and that enter info, yeah so I’m not, I’m not into that so I don’t know if that would have helped me, but other things did that’s for sure."

**Discussion**

**Principal Findings**

Hispanic men are part of the largest racial and ethnic subpopulation in the United States and are disproportionately affected by obesity-related chronic diseases [37]. Although broad systemic sociopolitical and sociocultural factors have an undeniable and ubiquitous influence on this burden, disparities are also partly owing to the lack of tailored culturally and linguistically responsive programs. The overarching objective of this pilot study was to examine the feasibility and acceptability of integrating mHealth technology into a 12-week GCSWLI for Hispanic men with overweight and obesity. The findings of this work help elucidate the role that mHealth technologies can play in supporting the delivery of preventive and interventional care to at-risk and hard-to-reach groups, including Hispanic men of Mexican origin.

**Comparison With Prior Work**

The findings of this study yielded promising improvements in body composition, including changes in body weight, body fat percentage, and waist circumference. Recent literature assessing body composition outcomes has yielded only modest results in other Hispanic subpopulations and has been largely limited to enrollment of women [38,39]. In fact, only a few studies have focused solely on Hispanic men. In the previously mentioned ANIMO study, where mHealth technology was not included, the mean weight loss in the GCSWLI at week 12 was −6.3 kg (95% CI −8.1 to −4.4 kg), and it was maintained at week 24 (−6.4 kg, 95% CI −8.6 to −4.3 kg) [21]. More recently, Rosas et al [14] conducted a study focusing on a choice-based technology-mediated lifestyle intervention for 200 Latino men. It compared 3 weight loss intervention options (videoconference, web-based videos, and in person) based on participants’ choices. Overall, 41% (82/200) chose the in-person group, 31% (62/200) chose the web-based video group, and 28% (56/200) chose the videoconference group. The authors found that participants who initially chose the videoconference and in-person group sessions lost significantly more weight at 6 months (mean −3.9, SD 6.1 kg for videoconference and mean −4.3, SD 5.3 kg for in-person sessions) compared with web-based videos (mean −0.3, SD 3.7 kg). Similar weight loss was observed for our mHealth-supported GCSWLI at week 12 (−4.7 kg, 95% CI −7.1 to −2.4 kg). Notably, attendance was high across all 3 studies, independent of the intervention delivery method. For example, attendance at individual counseling sessions for ANIMO was 77% and was 75% (144/192) for this mHealth study. Rosas et al [14] observed that the mean number of sessions attended out of 12 weeks was 10.9 (SD 2.6) for the videoconference sessions and 9.7 (SD 4.3) for in-person sessions. Continued efforts to examine which aspects of these studies, including delivery options and which intervention components (eg, mHealth) influence study effectiveness, are warranted.

Regarding feasibility and acceptability, our mHealth intervention was well received and produced a retention rate of 88.9%. In general, weight loss interventions in Hispanic adults have previously reported lower retention rates; however, they did not include mHealth components [40]. Rosas et al [14] observed a retention rate of 96.9%, suggesting that technology-mediated strategies may support retention efforts [14]. Our findings suggest moderate adherence to mHealth technology prescriptions, as the Fitbit Charge 2 wearable activity monitor was used 71.58% (962/1344) of the intervention days, and the Fitbit Aria Wi-Fi scale was used 30.51% (410/1344) of the intervention days. However, the completion rate of diaries (698/1344, 51.93%) was lower than that in the ANIMO study (70%) [21]. This suggests that adding mHealth technology decreased adherence to self-monitoring behaviors. For example, diet behaviors were reported only 1.7 days per week, with an average of 1260 kcal reported each day, which was likely underreported. However, our findings align with a recent systematic review that suggests wearable tracking devices as part of weight loss interventions appear to be feasible when incorporated in short-term (<6 months) comprehensive weight loss programs [41]. We found that using mHealth tools was well received in a 12-week weight loss intervention for Hispanic men. Specifically, the qualitative findings suggested that participants’ perceptions on the use of mHealth technology specific to this study were acceptable and facilitated accountability to lifestyle behaviors during the study.

Hispanic men experienced high levels of overall satisfaction with this intervention modality expressing that they would recommend participation to other Hispanic men. This is in agreement with the findings of Wang et al [9] who confirmed that wearable technologies and apps appear to have high efficacy when used in the context of medical care and coaching for weight loss. Nevertheless, a few participants cited internet connection as a barrier to the use of the Aria Scale for weighing themselves daily. This may have affected our findings, as daily weighing has been shown to improve weight loss and adoption of weight control behaviors [42]. This finding aligns with other studies that have cited internet accessibility as a barrier to intervention delivery [8]. Mayberry et al [8] reported in their findings that internet access remains unavailable to multiple segments of disadvantaged or vulnerable populations, including people with low socioeconomic status, members of racial and ethnic groups, and persons with limited health literacy or numeracy skills. Future research focusing on the incorporation of technology tracking devices into comprehensive weight loss interventions should prioritize the provision of reliable internet connectivity to participants. This can ensure that these devices fulfill their purpose of complementing participants’ efforts for behavior change instead of becoming an obstacle to their goals.

**Limitations**

Although this study has many strengths, we must acknowledge some limitations, including a small study sample, a short time frame, and a 1-group pre-post design that did not allow direct...
comparison with a control group. Therefore, we cannot disentangle which mHealth components were most supportive of weight loss, and the results must be interpreted with caution. Furthermore, although most individuals achieved weight loss, we did not observe statistically significant changes in diet or physical activity. Recall bias should be considered as a hindering factor when self-reporting techniques are involved. However, the investigative team attempted to minimize recall bias by reviewing the questionnaires in person for each participant. Furthermore, given that all study participants came from Tucson, Arizona, and were largely of Mexican-origin descent apart from one individual, this decreases the generalizability of findings and adaptability to Hispanic men in other areas. There is also a possibility that increased adherence to mHealth technology could have been due to the novelty of using the Fitbit wearable technology and gaining access to high-level health care tools such as dual-energy x-ray absorptiometry scan and cardiometabolic measures. Future research in this area should explore the impact of this intervention modality beyond 12 weeks to explore the progression of healthy behavior continuity and adherence levels to wearable technology in the long term. In addition, interventions should focus on underrepresented and underresourced subpopulations that are disproportionately affected by health inequalities and have unequal access to high-quality health services and information.

Conclusions
The integration of mHealth technology into our 12-week GCSWLI appeared to be feasible and widely accepted by study participants. Although the use of wearable technology was modest, Hispanic men achieved clinically meaningful weight loss at the end of the intervention. This pilot study contributes to the growing literature on health promotion and mHealth technologies to aid the adoption of healthy lifestyle behaviors changes implemented through weight loss interventions for Hispanic men. Research efforts centered on weight management, and mHealth should consider culturally adapted frameworks that address barriers hindering the awareness and maintenance of healthy lifestyles. The use of mHealth holds promise in lifestyle interventions for Hispanic men, making healthy living opportunities more practical and achievable for communities that have historically lacked the benefits of this type of technology.
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Abstract

Background: Digital media has made screen time more available across multiple contexts, but our understanding of the ways children and families use digital media has lagged behind the rapid adoption of this technology.

Objective: This study evaluated the feasibility of an intensive longitudinal data collection protocol to objectively measure digital media use, physical activity, sleep, sedentary behavior, and socioemotional context among caregiver-child dyads. This paper also describes preliminary convergent validity of ecological momentary assessment (EMA) measures and preliminary agreement between caregiver self-reported phone use and phone use collected from passive mobile sensing.

Methods: Caregivers and their preschool-aged child (3-5 years) were recruited to complete a 30-day assessment protocol. Within 30-days, caregivers completed 7 days of EMA to measure child behavior problems and caregiver stress. Caregivers and children wore an Axivity AX3 (Newcastle Upon Tyne) accelerometer to assess physical activity, sedentary behavior, and sleep. Phone use was assessed via passive mobile sensing; we used Chronicle for Android users and screenshots of iOS screen time metrics for iOS users. Participants were invited to complete a second 14-day protocol approximately 3-12 months after their first assessment. We used Pearson correlations to examine preliminary convergent validity between validated questionnaire measures of caregiver psychological functioning, child behavior, and EMA items. Root mean square errors were computed to examine the preliminary agreement between caregiver self-reported phone use and objective phone use.

Results: Of 110 consenting participants, 105 completed all protocols (105/110, 95.5% retention rate). Compliance was defined a priori as completing ≥70%-75% of each protocol task. There were high compliance rates for passive mobile sensing for both Android (38/40, 95%) and iOS (64/65, 98%). EMA compliance was high (105/105, 100%), but fewer caregivers and children were compliant with accelerometry (62/99, 63% and 40/100, 40%, respectively). Average daily phone use was 383.4 (SD 157.0) minutes for Android users and 354.7 (SD 137.6) minutes for iOS users. There was poor agreement between objective and caregiver self-reported phone use; root mean square errors were 157.1 and 81.4 for Android and iOS users, respectively. Among families who completed the first assessment, 91 re-enrolled to complete the protocol a second time, approximately 7 months later (91/105, 86.7% retention rate).

Conclusions: It is feasible to collect intensive longitudinal data on objective digital media use simultaneously with accelerometry and EMA from an economically and racially diverse sample of families with preschool-aged children. The high compliance and retention of the study sample are encouraging signs that these methods of intensive longitudinal data collection can be completed in a longitudinal cohort study. The lack of agreement between self-reported and objectively measured mobile phone use highlights the need for additional research using objective methods to measure digital media use.

International Registered Report Identifier (IRRID): RR2-36240

(JMIR Form Res 2022;6(9):e40572) doi:10.2196/40572
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Introduction

Background
Excessive screen time for children is linked with poor sleep, inactivity, and behavior problems [1-4]. Few preschool-aged children meet the World Health Organization’s recommendation ≤1 hour of screen time per day [5,6]. This is partly attributable to the rapid growth of digital media technology, which makes screens more available across multiple contexts [7,8]. Unfortunately, our understanding of the unique ways in which children and families use digital media has lagged behind the rapid adoption of this technology. Therefore, we need updated paradigms to understand how families use digital media and how it impacts their health.

Research on digital media use (defined here as tablet or mobile phone use) has been hindered by methodological limitations, including a reliance on retrospective self-reported measures (which are subject to recall and desirability biases) [9-11] and a tendency to overlook momentary etiological processes occurring within each day [10]. The limited research on within-day time-varying contexts (ie, child behavior and parenting stress) that influence digital media use in specific situations leads to a coarse understanding of the mechanisms underlying the link between screen time and behavioral health outcomes.

Parents allow children to use digital media for a variety of reasons (eg, to provide relief from caregiving, and to modify behavior) [12], and the decisions parents make regarding how and when they use digital media must balance the immediate needs of themselves and their children. The parent-child processes around digital media use are likely bidirectional, where child factors (ie, behavior problems) and digital media habits influence each other through a transactional process. For example, parents might use digital media to soothe or distract a fussy child [13], which reduces the frequency of enriching parent-child interactions [14-16] and contributes to continued behavioral difficulties [17,18], which in turn predict greater digital media exposure. The importance of understanding behavioral patterns that vary across contexts and families lies in the ability to identify the most salient causal pathways that can be used to develop individualized, tailored, and targeted intervention strategies [19]. Accurate and acceptable measurement of digital media use is necessary to elucidate the potentially unique mechanisms underlying digital media use and health behaviors.

Technological advances in passive mobile sensing have made it possible to access data already collected by mobile devices (ie, app use) to objectively measure digital media use [20,21]. By integrating intensive longitudinal data collected from multiple sources (ie, passive mobile screen time sensing, ecological momentary assessment [EMA], and accelerometry), we can reveal the process-oriented science that underlies the association between mobile phone use and other health behaviors (ie, sleep and activity) and socioemotional health (ie, behavior problems) [22]. To our knowledge, no studies to date have leveraged a combination of EMA, accelerometry, and passive mobile sensing capabilities to specifically study digital media use among families with young children [11,23]. It is unclear whether this combination of methods can be successfully used to gather meaningful information about the digital media use of children and families.

Objectives
Feasible and accurate measures of digital media use and context are a necessary first step toward understanding the dynamics of children’s digital media use [10]. Therefore, this study aimed to evaluate the feasibility of a 2-wave intensive longitudinal data collection protocol designed to measure digital media use (ie, mobile phones and tablets), physical activity, sleep, sedentary behavior, and socioemotional context among caregiver-child dyads. The entire study protocol was administered twice (both instances being an average of 7 months apart) to examine the feasibility of recruiting and retaining a cohort willing to complete the protocol multiple times. Additional aims of this study were to describe the convergent validity of EMA measures and to describe preliminary agreement between caregiver self-reported digital media use and mobile phone use collected from passive mobile sensing.

Methods

Study Design
This pilot intensive longitudinal study aimed to recruit 100 caregiver-child dyads. The study used an observational case-crossover design [24], where dyads served as their own controls to assess the within- and between-day effects of immediate antecedents on a dependent variable measured multiple times throughout the day and week [24]. Caregivers and their 3- to 5-year-old children participated in a 30-day assessment protocol. The sample was invited back approximately 3-12 months after their initial assessment (depending on initial recruitment date) to complete a modified 14-day protocol.

Ethical Considerations
The study protocol was approved by the institutional review board at the University of South Carolina in August 2020 (Pro00092634). Owing to COVID-19 protocol adjustments [25], consent was obtained remotely. Interested participants were directed to an informational website that described the study procedures and participant rights and protections and included a web-based consent form. Following the web-based consent process, eligible participants were contacted by a trained member of the research team by phone to verbally explain study procedures, answer questions, and confirm their desire to participate.
Recruitment

Recruitment took place between September 2020 and September 2021. Recruitment and enrollment procedures are described elsewhere [26]. Briefly, we recruited a nonrandom volunteer sample by distributing flyers at daycare centers, pediatric clinics, and community centers. We also created boosted Facebook posts. In an effort to recruit a socioeconomically and racially diverse sample, we reached out directly to daycares serving low-income families and prioritized the enrollment of low-income families. Finally, we used a snowball recruitment strategy and compensated participants US $10 if they referred another eligible family to participate in the study and if the referred family completed the protocol.

Participants

Caregivers were eligible if they (1) were a primary caregiver of a child aged between 3 and 5 years (ie, preschool aged), (2) owned a smartphone device, and (3) were able to read and speak English. Exclusion criteria for children included a diagnosis of a severe developmental or physical disorder that would prevent ambulation.

Study Protocol

Overview

Study procedures are described in detail elsewhere [26]. Generally, the day-to-day operations of the study included participant communication, participant enrollment, and participant tracking. Daily operations were predominately conducted by 1 postdoctoral fellow, 1 doctoral student, and 1 staff member, with oversight from the principal investigator.

First Wave of Data Collection

Briefly, after consenting, caregivers completed a baseline survey that contained measures of demographics, parental stress, screen time, psychological functioning, and child behavior. Caregivers completed EMAs for 7 days to measure child behavior problems, caregiver stress, and child screen time. Each day 4 signal-contingent EMAs were delivered to caregivers’ mobile phones between 8:30 AM and 9 PM. The surveys expired after 2 hours and were delivered such that no overlapping time windows could exist. EMA assessments were conducted in the first week of the 30-day monitoring window. Additional details, including a full list of EMA questions, can be found elsewhere [26]. In addition, caregivers and children were asked to wear an Axivity AX3 accelerometer (Newcastle upon Tyne, United Kingdom) on their nondominant wrist for 24 hours per day (including while bathing and swimming) for 30 days to assess physical activity, sedentary behavior, and sleep. Nondominant wrist placement has been shown to improve compliance rates compared with waist placement [27]. Data were processed using GGIR (version 2.5.1) [28] in R (R Foundation for Statistical Computing). Mobile phone use over 30 days differed based on whether the caregiver used an iOS or an Android device. For participants with an Android device, we used Chronicle [29], an app designed specifically for passive screen time monitoring of Android devices. Caregivers were sent a link to download the app and asked to allow it to run on their phone during the study period and delete it after 30 days. Caregivers with an iOS phone were texted an automated reminder to send a screenshot of their screen time use each day at 9 PM to a study-specific phone number. If a caregiver failed to send a correct screenshot during the 7 days of EMAs, study staff sent a personalized SMS text message within 24 hours. After the 7-day EMA period, study staff sent a personalized SMS text message if a caregiver failed to send a screenshot on 2 consecutive days (48 hours). Participants were compensated up to US $180 for their participation in each wave of data collection (US $360 in total; see [26] for more details). The number of reminders to send images was recorded as an indicator of feasibility. The use of technical support (participant use of research staff technical support as well as research staff requests from Chronicle support staff) was included as a screen time feasibility outcome. We attempted to conduct semistructured qualitative interviews with all participants who dropped out of the study.

Second Wave of Data Collection

Approximately 3-12 months after their initial enrollment, families were invited to participate in the entire study protocol for a second time. The second wave was conducted to examine the feasibility of retaining a cohort sample and to assess the longer-term acceptability of the protocol in its entirety. Several protocol adjustments were made between waves 1 and 2 based on participant feedback from wave 1. Most notably, the monitoring period for EMA was increased from 7 to 14 days, and accelerometry and passive mobile sensing were shortened from 30 to 14 days to align with the EMA protocol. Logistically, shortening the accelerometer protocol allowed us to invite all participants to re-enroll in the second wave of data collection (only 50/100, 50% was initially proposed). In addition, Qustodio was used to passively monitor iOS devices (phones and tablets) and Amazon Kindle Fire tablets (a description of Qustodio is provided in the following section). During the second wave of data collection, the study team began using Qustodio, a commercially available passive sensing app that allows a third party (ie, parents) to monitor the timing, duration, and content of digital media. Starting in October 2021, caregivers were invited to allow the research team to monitor their child’s tablets (Kindle and iOS devices) using the media monitoring system, Qustodio. Starting in January 2022, caregivers with iOS devices were also asked to download Qustodio for passive mobile sensing instead of uploading screenshots, as was done in wave 1. To monitor devices with Qustodio, caregivers were sent a link to download the app. Participants with iOS devices were sent additional instructions to install a mobile configuration, as iOS did not allow third-party apps to monitor screen use directly. A research assistant worked with caregivers over the phone to complete the enrollment. Unlike Chronicle, each Qustodio enrollment required direct assistance from a member of the research team via call or text messaging (approximately 10 minutes per participant). Caregivers were instructed to delete the app and mobile configuration and unenroll after the study period (14 days). Enrollment of a child device was presented as optional for additional compensation, and the number of caregivers who agreed to enroll, number of successful enrollments, and number of days of data were collected as feasibility metrics.
Primary Outcome Measures

The specific feasibility outcome measures for this pilot study were as follows:

- Recruitment rate was operationalized as the number of eligible families divided by the total number of families interested.
- Enrollment rate was defined as the number of participants enrolled divided by the number of participants approached to participate.
- Retention rate was defined as the number of participants who completed the study protocol (i.e., engaged in each study task) divided by the total number of consenting and enrolled participants.
- Re-enrollment rate was defined as the number of participants who re-enrolled in the second wave of data collection divided by the number of participants who completed the initial wave of data collection.
- Mobile phone compliance was defined a priori as having 21 out of 30 (wave 1) and 10 out of 14 (wave 2) days of screen time data. For iOS users, this entailed texting at least 21 (wave 1) screen-use images and 10 (wave 2) screen-use images to research study staff or 10 out of 14 days of successfully monitored data using the Qustodio software. For Android users, this entailed having at least 21 (wave 1) and 10 (wave 2) days of successfully monitored data using the Chronicle software. Screen time compliance did not include participants who were unable to comply because of Technological issues (refer to the Technological Issues section). Participants were not offered an extension beyond 30 days to reach compliance.
- Accelerometer compliance was defined a priori as at least 21 of 30 days of valid accelerometer data for wave 1 and 10 of 14 days of valid accelerometer data for wave 2. A valid day of accelerometer data was defined as at least 16 hours of wear during a 24-hour period.
- EMA compliance was defined a priori as completing 21 out of 28 surveys for wave 1 and 39 out of 56 surveys for wave 2. We calculated the number of participants who reached strict compliance (wave 1: 21 surveys within a 7-day window and wave 2: 39 surveys within a 14-day window). Participants who were unable to meet strict compliance criteria within the designated window were offered an extension to reach compliance (not exceeding 30 days). The number of additional days needed to reach 21 surveys was also recorded.

Secondary Outcome Measures

Measurement Validity

In addition to testing protocol feasibility, we aimed to examine preliminary convergent and divergent validity of EMA measures of child behavior and parental stress with established measures of each construct, which were administered once at the beginning of the study period. We also aimed to examine the agreement between passive mobile phone sensing compared with a self-report questionnaire measure of mobile phone use, which is the current standard in many screen-use studies [30,31].

Child Behavior

A full list of EMA items is described elsewhere [26]. Items were adapted from the Multidimensional Assessment of Preschool Disruptive Behavior scale [32] and assessed child tantrums, noncompliance, and aggression over the previous 2 hours. Behavior problems were aggregated at the person level and calculated as the count of EMA completions where caregivers endorsed a problem behavior divided by the total number of potential EMA completions when caregivers and children were together. EMA-measured behavior problems were compared with subscales on the Strengths and Difficulties Questionnaire (SDQ) [33], which was completed once during the baseline survey before the start of the EMA protocol.

Caregiver Stress

Caregiver stress was assessed by EMA using 2 items used in previous EMA studies [34,35]. The items were “How stressed are you feeling right now?” and “How certain do you feel that you can deal with all the things that you have to do right now?” The items were rated on a 5-point and 4-point Likert scale, respectively, from “1 (not at all)” to “4 or 5 (extremely),” and the items were aggregated for each participant across all EMA time points. We then examined associations between EMA-measured stress and validated measures of stress as well as parental distress and psychological functioning, both of which were constructs hypothesized to be related to stress. Measures were completed once during the baseline survey before the start of the EMA protocol. The measured constructs included overall stress (assessed using the Perceived Stress Scale [36]) as well as caregiver distress (assessed using the Kansas Parental Satisfaction Scale [37] and Confusion, Hubbub, and Order Scale [CHAOS] [38]) and psychological functioning (assessed using the Center for Epidemiologic Studies-Depression [39] and the short-form State-Trait Anxiety Inventory [40]).

Objective Phone Use (Passive Mobile Sensing)

We examined the preliminary agreement between passive mobile sensing screen time estimates compared with an existing widely used self-report questionnaire measure of technology use [41]. Specifically, caregivers answered the prompt “Thinking of an average weekday/weekend day (from when you wake up until you go to sleep), how much time do you spend using a smartphone as the primary activity?” Prompts for weekends and weekdays were assessed separately. For analyses, a composite measure was created that weighted weekend and weekday responses for an average daily use estimate. Notably, although this measure has shown good reliability, research on validity of self-report mobile phone use measures is largely absent from the literature. Thus, we refrain from using the term “convergent validity” when describing the associations between passive mobile sensing and self-report measures.

Technological issues with screen time monitoring were recorded and described. For iOS users, we monitored the number of days that required a personalized reminder prompt from the study team to send the image the following day. For Android (Chronicle), we tracked the number and type of technological complications as well as the number of participants impacted for the first 18 Android participants (between September 8,
2020, and July 7, 2021). The number of technological issues was only tracked for a subset of the study participants because of a change in help desk request procedures for Chronicle. Caregivers with an Android device were provided with instructions to enroll in Chronicle, an app designed specifically for passive screen time monitoring on Android devices [29].

**Protocol Modifications and Post Hoc Analyses**

In this section, we describe protocol adjustments and modifications made over the course of the study. As these were not anticipated before the start of the study, we have elected to present them as post hoc and opportunistic analyses.

In response to low initial compliance rates for child accelerometer wear, we examined options to increase compliance. In this opportunistic nonrandomized subanalysis, the first 30 children recruited into the study were sent an undecorated accelerometer band, after which wear compliance was preliminarily examined. In an effort to improve compliance, the next 75 children enrolled were sent decorated bands featuring iron-on decals of characters from Frozen, PAW Patrol, Marvel, or Blue’s Clues, depending on the child’s preferred characters (Figure 1).

**Figure 1.** Decorated bands for child accelerometers.

---

**Statistical Analysis**

All data were analyzed using SPSS (version 27; IBM Corp) and Stata SE (version 16.1; StataCorp). In this section, we present descriptive statistics of feasibility outcomes. Bayesian Pearson correlations (with a 95% credible interval) were used to assess the association between EMA problem behavior and SDQ subscales. Independent samples $t$ tests (2-tailed) were used to examine differences between participants who completed the protocol and those who dropped out. Root mean square errors (RMSEs) were calculated to examine the agreement between parent-reported mobile phone use and objectively measured mobile phone use. As feasibility is the primary outcome of interest in this study, we examined the signal of effect difference using standard effect size estimates (ie, Cohen $d$ and $r$) and minimal acceptable feasibility metrics in favor of significance testing [42]. For post hoc tests of protocol additions, we conducted 2-tailed independent samples $t$ tests to compare valid days of wear between participants who received decorated accelerometer bands and participants who received undecorated accelerometer bands.

**Sample Size**

Given that this is a pilot study, no power analysis was required [43].

**Results**

**Sample Characteristics**

The flow of participants through the study is presented in Figure 2. Demographics of participants at wave 1 are presented in Table 1.
Figure 2. Flowchart showing recruitment and retention of study participants.
Table 1. Participant demographics (N=105).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Child demographics</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>4.4 (0.8)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>32 (30)</td>
</tr>
<tr>
<td>White</td>
<td>66 (63)</td>
</tr>
<tr>
<td>Other</td>
<td>7 (7)</td>
</tr>
<tr>
<td>Hispanic ethnicity, n (%)</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Female sex, n (%)</td>
<td>51 (49)</td>
</tr>
<tr>
<td>Child device(^a), n (%)</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>16 (15)</td>
</tr>
<tr>
<td>Android</td>
<td>30 (29)</td>
</tr>
<tr>
<td>iOS</td>
<td>32 (30)</td>
</tr>
<tr>
<td>Kindle Fire</td>
<td>28 (27)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (9)</td>
</tr>
<tr>
<td>Unknown or unable to verify</td>
<td>5 (5)</td>
</tr>
<tr>
<td><strong>Caregiver demographics</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years; range 22-78), mean (SD)</td>
<td>36.6 (7.8)</td>
</tr>
<tr>
<td>Female sex, n (%)</td>
<td>100 (95)</td>
</tr>
<tr>
<td>Relationship with child, n (%)</td>
<td></td>
</tr>
<tr>
<td>Mother</td>
<td>95 (90)</td>
</tr>
<tr>
<td>Father</td>
<td>6 (6)</td>
</tr>
<tr>
<td>Grandparent</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Phone type, n (%)</td>
<td></td>
</tr>
<tr>
<td>iPhone</td>
<td>65 (62)</td>
</tr>
<tr>
<td>Android</td>
<td>40 (38)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>1 (1)</td>
</tr>
<tr>
<td>High school</td>
<td>8 (8)</td>
</tr>
<tr>
<td>Some college or vocational training</td>
<td>25 (24)</td>
</tr>
<tr>
<td>2-year degree</td>
<td>13 (12)</td>
</tr>
<tr>
<td>4-year degree</td>
<td>31 (30)</td>
</tr>
<tr>
<td>Doctorate or professional degree</td>
<td>27 (26)</td>
</tr>
<tr>
<td>Social assistance programs, n (%)</td>
<td></td>
</tr>
<tr>
<td>WIC(^b)</td>
<td>25 (24)</td>
</tr>
<tr>
<td>SNAP(^c)</td>
<td>28 (27)</td>
</tr>
<tr>
<td>Medicaid</td>
<td>48 (46)</td>
</tr>
<tr>
<td>Income (US $), n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>14 (13)</td>
</tr>
<tr>
<td>20,000-40,000</td>
<td>19 (18)</td>
</tr>
<tr>
<td>40,000-60,000</td>
<td>28 (27)</td>
</tr>
</tbody>
</table>
Table 2. Compliance rates for primary outcome measures.

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>Wave 1</th>
<th>Wave 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Compliant/possible n</td>
<td>Participants meeting compliance criteria (%)</td>
</tr>
<tr>
<td>Accelerometry*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parent</td>
<td>62/99</td>
<td>63</td>
</tr>
<tr>
<td>Child</td>
<td>40/100</td>
<td>40</td>
</tr>
<tr>
<td>Mobile phone*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Android</td>
<td>38/40</td>
<td>95</td>
</tr>
<tr>
<td>iPhone</td>
<td>64/65</td>
<td>98</td>
</tr>
<tr>
<td>EMA*</td>
<td>105/105</td>
<td>100</td>
</tr>
</tbody>
</table>

*Wave 1 compliance was defined as 21 days of valid data provided; wave 2 compliance was defined as 9 days of valid data provided.

**Wave 1: lost device=1 and battery failure=5; wave 2: lost device=2 and battery failure=2.

---

Primary Outcomes

Primary recruitment, enrollment and re-enrollment, and retention rates are presented in Figure 2. Protocol compliance is presented in Table 2. All sample recruitment, retention, and enrollment rates were >85%. Retention between the first and second waves of data collection was 86.7% (91/105). Participants were re-enrolled an average of 7.3 (SD 2.8) months after their initial enrollment. Outcomes are presented separately for wave 1 and wave 2.

---

Wave 1

Mobile Phone Monitoring Compliance

Screen time compliance is presented separately for Android and iOS devices, given the different data collection protocol procedures. A majority of both Android (38/40, 95%) and iOS (64/65, 98%) users met the study definition of compliance (≥21 days of data). Notably, the remaining 5% (2/40) of Android participants did not meet the criteria because of technological issues with Chronicle, not study-related noncompliance. In all, 47.6% (50/105) of participants had over 30 days of data collection, attributable to the following reasons: (1) participants enrolling in screen time monitoring (Android) before receiving the activity watches and starting the protocol, (2) participants failing to delete the Chronicle app, or (3) participants sending additional screenshot images even after the end of their study observation period. The mean number of valid days of observation data were 32.0 (SD 7.6) and 28.9 (SD 2.9) among Android and iOS users, respectively.

Technological Issues

Technological issues emerged among both iOS and Android users. For iOS users, reminder prompts were sent on 32 occasions across 18 participants. Issues for iOS users were parents forgetting to send their nightly screenshots without an additional reminder from research study staff. For Chronicle, for the first 18 participants (September 2020 through July 7, 2021), there were 16 reports of technological issues. Issues for Android users were related to data processing problems with Chronicle, which were beyond the immediate control of the research staff (Table 3). Technological issues included (1) battery issues that occurred when the participant had battery optimization turned on their smartphones, (2) server malfunctioning, (3) large data sets causing data upload failures, and (4) data not uploading to the cloud from Chronicle.
Table 3. Technological issues.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Number of incidents</th>
<th>Number of participants impacted/number of participants possible (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Chronicle (Android)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Battery issues</td>
<td>6</td>
<td>6/18 (33)</td>
</tr>
<tr>
<td>Processing issues</td>
<td>11</td>
<td>11/18 (61)</td>
</tr>
<tr>
<td><strong>iOS (iPhone)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of reminder prompts sent</td>
<td>32</td>
<td>18/41 (44)</td>
</tr>
</tbody>
</table>

\*Data were tracked between September 8, 2020, and July 7, 2021, across 18 Android participants.

**Accelerometer Compliance**

Children wore the accelerometer for an average of 15.5 (SD 8.2) days during the 30-day monitoring period. A total of 4 children lost their device, and 1 device was returned with a battery malfunction. Among the children who returned a working device, 40% (40/100) met the study-specific compliance criteria of ≥21 days of data. Furthermore, 3 children returned the device but had 0 days of valid data. However, 91% (91/100) of the children had at least three days of valid data, a common criterion used in studies of children’s physical activity [44].

Caregivers wore the accelerometer for an average of 19.4 (SD 7.5) days during the 30-day monitoring period. One caregiver lost the device, and 5 devices were returned with battery malfunctions. Among parents who returned a working device, 63% (62/99) met the study-specific compliance criteria of ≥21 days of data. In all, 96% (95/99) caregivers wore the device for at least three days.

**EMA Compliance**

EMA compliance was high, with 100% (105/105) of caregivers completing at least 21 EMAs. EMAs were completed in an average of 2.8 (SD 10.24) minutes. In all, 95% of all EMA prompts were completed in ≤5 minutes. In all, 9.5% (10/105) of caregivers required additional opportunities to reach 21 completions. Of those who were provided with additional opportunities, caregivers were sent an average of 11 (SD 7.8) additional EMAs. Most participants (95/105, 90.5%) completed at least 21 EMAs, with no additional opportunities. Overall, caregivers completed an average of 26.2 (SD 2.2) total EMAs.

**Dropouts**

There were minimal demographic differences between dropouts (5/110, 4.5%) and those who completed the protocol in terms of child age (Cohen d=−0.1; 95% CI −1.1 to 0.9), caregiver age (Cohen d=0.9; 95% CI −0.1 to 1.9), or employment status (Cohen d=0.3; 95% CI −0.7 to 1.3). The largest difference was observed for income (Cohen d=1.8; 95% CI 0.3–2.4), where participants who dropped out had lower incomes. One participant consented but never completed any study procedures. Of the 5 families who started the protocol and then dropped out, none of the caregivers agreed to participate in a semistructured qualitative interview about their experience. However, a review of text correspondence with project staff indicated that reasons for dropping out were lack of time (2/5, 40%) and no longer wanting to participate (1/5, 20%). The remaining 40% (2/5) of participants stopped responding to study-related SMS text messages.

**Wave 2**

**Mobile Phone Monitoring Compliance**

Screen time compliance is presented separately for Android and iOS devices, given the different data collection protocol procedures. A majority of both Android (30/32, 94%) and iOS (54/56, 96%) users met the study definition of compliance (≥21 days of data). In all, 81% (71/88) of participants had over 14 days of data collection, attributable to the following reasons: (1) participants enrolling in screen time monitoring before receiving the activity watches and starting the protocol, (2) failing to delete the screen time monitoring app (Chronicle or Qustodio), (3) sending additional screenshot images after the end of the observation period, or (4) extending the study period to have extra EMA opportunities. The mean number of valid days of observation data were 16.8 (SD 4.8) and 16.3 (SD 4.4) among Android and iOS users, respectively.

**Accelerometer Compliance**

Children wore the accelerometer for an average of 10.8 (SD 5.3) days during the 14-day monitoring period. A total of 3 children lost their device. Among the children who returned a device, 67% (57/85) met the wave 2 study-specific compliance criteria of ≥10 days of data. Another 5% (4/85) of children returned the device but had 0 days of valid data. However, 87% (74/85) of the children had at least 3 days of valid data, a common criterion used in studies of children’s physical activity [44]. Caregivers wore the accelerometer for an average of 13.4 (SD 4.0) days during the 14-day monitoring period. A total of 2 caregivers lost the device, and 2 devices were returned with a battery malfunction. One caregiver returned the device with 0 days of valid data. In all, 96% (81/84) of caregivers wore the device for at least three days, and 86% (72/84) of caregivers met the study-specific compliance criteria of ≥10 days.

**EMA Compliance**

EMA compliance was high, with 97% (85/88) of caregivers completing at least 39 EMAs. In all, 10% (9/88) of caregivers were provided with extra EMA opportunities to reach the compliance threshold. Of those who were provided with additional opportunities, caregivers were sent an average of 9 (SD 10.1) additional EMAs. Most participants (79/88, 90%) completed at least 39 EMAs with no additional opportunities. Overall, caregivers completed an average of 48.6 (SD 6.9) EMAs.
Secondary Outcomes

Child Behavior

Correlations are presented in Figure 3. Means and SDs are presented in Multimedia Appendix 1. Caregivers reported that their child’s behavior was “a little bit” to “a great deal” problematic in 31% (501/1614) of EMA instances. The most frequent problem behaviors were noncompliance (243/1614, 15.05%), tantrums (174/1614, 10.78%), and aggression (71/1614, 4.39%). For convergent validity, EMA aggression was correlated with SDQ subscales of conduct problems ($r = 0.389$; 95% CI 0.219-0.539), total difficulties ($r = 0.311$; 95% CI 0.140-0.479), peer problems ($r = 0.270$; 95% CI 0.092-0.439), and hyperactivity ($r = 0.195$; 95% CI 0.013-0.372). EMA noncompliance was correlated with conduct problems ($r = 0.334$; 95% CI 0.165-0.499) and total difficulties ($r = 0.247$; 95% CI 0.080-0.423). EMA tantrums were associated with peer problems ($r = 0.191$; 95% CI 0.008-0.371) and total difficulties ($r = 0.188$; 95% CI 0.000-0.361). The prosocial subscale, child age, and sex, were not strongly associated with aggression ($r = -0.027$ to $-0.142$), noncompliance ($r = -0.165$ to $-0.002$), or tantrums ($r = -0.095$ to $0.015$).

Figure 3. Correlations between Strengths and Difficulties subscales and ecological momentary assessment (EMA) behaviors of aggression, noncompliance, and tantrums.

<table>
<thead>
<tr>
<th>Strengths and Difficulties subscale</th>
<th>Aggression</th>
<th>Noncompliance</th>
<th>Tantrum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emotional problems</td>
<td>0.029</td>
<td>0.127</td>
<td>0.109</td>
</tr>
<tr>
<td>Conduct problems</td>
<td>0.389</td>
<td>0.334</td>
<td>0.162</td>
</tr>
<tr>
<td>Hyperactivity</td>
<td>0.195</td>
<td>0.120</td>
<td>0.096</td>
</tr>
<tr>
<td>Peer problems</td>
<td>0.270</td>
<td>0.130</td>
<td>0.191</td>
</tr>
<tr>
<td>Prosocial behavior</td>
<td>$-0.173$</td>
<td>$-0.075$</td>
<td>$-0.076$</td>
</tr>
<tr>
<td>Total difficulties</td>
<td>0.311</td>
<td>0.247</td>
<td>0.188</td>
</tr>
<tr>
<td>Biological sex</td>
<td>$-0.142$</td>
<td>$-0.104$</td>
<td>0.015</td>
</tr>
<tr>
<td>Child age</td>
<td>$-0.066$</td>
<td>$-0.165$</td>
<td>$-0.028$</td>
</tr>
</tbody>
</table>

Darker red indicates stronger positive correlation
Darker blue indicates stronger negative correlation

Caregiver Stress

Correlations are presented in Figure 4. Means and SDs are presented in Multimedia Appendix 1. EMA items regarding caregiver stress were compared with established measures of stress, parenting satisfaction, anxiety, depression, and household chaos. Caregivers who reported higher levels of stress on average across all EMA measures reported higher levels of overall stress on an established questionnaire ($r = 0.396$; 95% CI 0.222-0.542) as well as more anxiety ($r = 0.435$; 95% CI 0.277-0.581). Caregivers who reported higher average confidence in handling stress showed an inverse pattern; caregivers who had higher confidence showed less overall stress ($r = 0.543$; 95% CI $-0.675$ to $-0.410$), anxiety ($r = -0.431$; 95% CI $-0.580$ to $-0.275$), and depression ($r = -0.464$; 95% CI $-0.613$ to $-0.323$) and greater parenting satisfaction ($r = 0.286$; 95% CI 0.108-0.454). Caregivers who reported higher overall stress had more household disorganization ($r = -0.374$; 95% CI $-0.531$ to $-0.212$), whereas caregivers who reported high levels of efficacy in being able to manage stress had lower household disorganization ($r = 0.419$; 95% CI 0.260-0.563). Average caregiver EMA-reported stress was less correlated with caregiver biological sex ($r = 0.043$; 95% CI $-0.143$ to 0.230), age ($r = -0.182$; 95% CI $-0.360$ to $-0.007$), or income ($r = 0.086$; 95% CI $-0.107$ to 0.267). Similar patterns were observed for efficacy in managing stress.
**Caregiver Mobile Phone Screen Time**

Average daily mobile phone use duration was 383.4 (SD 157.0) minutes for Android participants and 354.7 (SD 137.6) minutes for iOS users. For Android users, agreement with caregiver-reported mobile phone use was poor, with high rates of both underreporting and overreporting compared with self-reported mobile phone use. RMSE for Android was 157.1, indicating that, on average, caregivers misreported their mobile phone use by over 2.5 hours. For iOS users, RMSE was 81.4, indicating that caregivers misreported their mobile phone use by nearly 1.5 hours.

**Protocol Modifications and Post Hoc Analyses**

**Accelerometer Bands**

A total of 6 children were excluded because of lost or malfunctioning devices, and 56 children were included in the post hoc analysis. Of 26 nondecorated bands, 11 children wore the Axivity for ≥21 days (42% compliance). Of 30 decorated bands, 18 children wore the Axivity for ≥21 days (60% compliance). Children who received decorated bands had significantly more days of valid wear (mean 19.83, SD 5.56) than those who received undecorated bands (mean 14.38, SD 10.17; t_{37.46} = −2.44; P = .02; Cohen d = 0.82). Given these midstudy results, the bands continued to be decorated for the remaining participants.

**Child Device Enrollment**

During the second wave of data collection (starting October 2021), 90 caregiver-child dyads were invited to monitor their children’s devices. Of the 90 caregiver-child dyads invited, 72 (80%) indicated that their child had their own device, 96% (69/72) of which were compatible with Chronicle or Qustodio. Although caregivers from 92% (66/72) of the families agreed to enroll a child device, 88% (63/72) both agreed to enroll and had a compatible device. Ultimately, 86% (54/63) of families were successfully enrolled. Unsuccessful enrollment was because of the following reasons: technological issues installing the Qustodio app (3/72, 4%), difficulties scheduling a time to enroll the child’s device (3/72, 4%), child device lost (1/72, 1%), caregiver decided not to enroll the child’s device because of lack of use (1/72, 1%), caregiver being unable to access the child’s device (eg, “locked out”; 1/72, 1%). Overall, an average of 16.8 (SD 8.2) days of data per person were captured on child devices using Qustodio and Chronicle.

**Discussion**

**Principal Findings**

This is the first cohort study to use passive mobile sensing in conjunction with accelerometry and EMA measures with caregiver-child dyads. This preliminary work demonstrates that measures and protocols to collect these multiple streams of data are feasible. The convergent validity between EMA-measured child behavior and caregiver stress shows preliminary validity for using EMA to measure stress and behavior. The generally high levels of compliance and retention of the study sample are encouraging signs that these multiple overlapping methods of intensive longitudinal data can be completed in a longitudinal cohort study. The lack of agreement between self-reported and objectively measured mobile phone use highlights the need for additional objective and low-burden methods of measuring mobile phone use.

Feasibility outcomes revealed that participants were generally compliant with passive mobile sensing but that technology issues resulted in some data loss. It is notable that this technology is still relatively new, and ideally, as this technology becomes more refined, fewer technological issues will arise. Caregivers were generally willing to allow us to monitor their own device, as evidenced by their enrollment in study procedures and high rates of screen time monitoring compliance. Among families where children had their own device, 92% (66/72) of caregivers were willing to let us monitor their...
children’s device. Although we were only able to collect data on a portion of those devices because of the novelty of this technology of our monitoring software, continued advancement and expanding ease of use of monitoring software would likely increase this number, which bodes well for future studies aiming to examine child digital media use.

Initially, we observed poor accelerometer compliance among children, but this improved following the implementation of a protocol to decorate the accelerometer bands. Notably, the low compliance is likely a function of our strict valid day criteria (ie, 16 hours vs the more commonly used 10 hours) [44] coupled with our relatively high metric of compliance (21 days). Our 21-day compliance is higher than most accelerometer studies, which commonly set compliance at 3 days [44] and use a minimum of 10 hours of wear to determine a valid day. Although not a direct comparison, if we use a criterion of 3 days of valid data (with a 16-hour valid day cutoff), our study shows similar rates of compliance (17% noncompliance) as other studies that use wrist-worn accelerometers (22.7% noncompliance) [45].

This study also demonstrated the feasibility of deploying EMA measures for at least 7 days. Not only did participants complete most prompts but nearly all were also compliant per study protocol definitions and were willing to complete additional days of measurement in subsequent waves of data collection (ie, 14 days). It is worth noting that although 100% (105/105) of the sample were considered compliant using criteria specified a priori, some families needed additional days to accumulate the requisite number of completed EMA prompts. Similar to previous EMA studies [46], this flexibility was built into the protocol to retain participants from diverse and low-income backgrounds who might not be able to meet study requirements within the given time span, given time constraints, resources, acute stressors, or complex life situations. Furthermore, the EMA measures of child behavior and stress used in this study showed preliminary evidence of convergent validity with established validated measures.

Overall, across all study measures, participants reported minimal burden and expressed willingness to continue to participate in future waves. Finally, we were able to recruit and retain a sample to complete measures twice, both instances being an average of 7 months apart, indicating the potential for such methods to be used in cohort studies across development.

Comparison With Prior Work

Other studies have used EMA among racially and ethnically diverse households [46] but not in conjunction with passive mobile sensing and coupled with both caregiver and child accelerometry. The confluence of these data is necessary to understand how and why screen habits develop and ultimately influence children’s sleep, activity, and socioemotional health. Combining objective digital media use data with microtemporal EMA data will allow us to identify systems of “Granger causality,” which are systems where one behavior (eg, digital media use) predicts future behavior (ie, tantrums). Ensuring that these measures and procedures are both feasible and accurate is a necessary first step toward this goal. The links among behaviors likely vary in direction and magnitude among different individuals. Characterizing these links can guide advanced intervention methods (eg, just-in-time adaptive interventions and continuous tuning interventions) that aim to maximize change in multiple health behaviors.

Limitations and Next Steps

This study was designed to overcome current measurement limitations regarding mobile phone use. Although our nonrandom sampling approach does represent a threat to external validity (ie, families who volunteer for a study may differ from the general population of families), our successful recruitment and retention of an economically and racially diverse sample speaks to the generalizability of our study findings. In terms of monitoring digital media use, the use of passive sensing represents a significant step forward. However, several key limitations still exist with regard to passive mobile sensing as a method of measuring digital media use. A significant limitation to this work, and to the field at large, is the inability to distinguish who is using a given device (ie, parent, child, or sibling). Although we attempted to ask caregivers when their child was using their smartphone using EMA, these methods were only able to validate to the standard of self-report, which as discussed earlier is inherently flawed. Furthermore, passive mobile sensing is only able to detect whether a screen is on and not whether it is being actively viewed, which in theory could overestimate digital media use. Although some research has attempted to distinguish who is watching a screen based on facial recognition using cameras [47], this work is preliminary and is not currently available for portable digital media. However, although passive mobile sensing is not able to capture all screen use (such as television), this technology represents a significant advancement in the field. Given the recent dramatic increases in children’s use of digital media specifically, and the relatively outdated research on screen time more generally, there is unique value in measuring and investigating digital media use specifically. Research on digital media use specifically (unique from overall screen-use duration) is necessary to understand the unique causes and consequences of this new technology relative to health outcomes. However, low-burden, accurate, and objective measures of digital media use are necessary to advance the science underlying the dynamics and causal factors and outcomes around digital media use.

Although we did not observe any dropouts because of privacy concerns in this study, the issue of data privacy is worth noting. Chronicle was built specifically as a research tool, designed to be Health Insurance Portability and Accountability Act–compliant, with participant protections in mind. Among other features, the dashboard requires secure credentials for separate users, and data are deidentified and not linked to any IP addresses or phone numbers [29]. Participants were informed that Chronicle tracks mobile device use in terms of whether the phone is on or off, which apps are running, and what time of the day the apps are used. Chronicle does not collect personal information, phone contacts, content of any SMS text messages or emails, information on what websites are visited, or other specifics such as which videos are watched on YouTube. In contrast, third-party apps such as Qustodio have capacities that may not be useful or desirable to researchers (eg, the ability to log keystrokes and website blocking capability). Researchers
using passive mobile sensing apps should be aware of data security (how data are being stored and transmitted) as well as data ownership (to whom do the data belong once they are collected). Although these threats are not unique to research using mobile technologies, there is a need to develop consent processes that actively engage individuals in their own privacy decision-making as much as possible [48,49].

**Conclusions**

Overall, this study demonstrates that it is largely feasible to collect intensive longitudinal data on objective digital media use, simultaneously with accelerometry and EMA, from an economically and racially diverse sample of families with preschool-aged children. Although this study represents an initial improvement in objective measurement of digital media, additional measurement work is needed to advance the field to understand digital media use in the context of interpersonal dynamics and health.
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Abstract

Background: Humanism in Medicine Initiative (HIMI), an extracurricular program at Ohio State University College of Medicine (OSUCOM) with 27 subgroups, fosters the humanities. Stress and burnout among first- and second-year medical students are prevalent across the United States. Solutions for stress among first- and second-year medical students have been proposed, but no gold standard exists. The relationship of humanism with stress and burnout has yet to be described in the literature.

Objective: This study investigates the relationship between participation in the HIMI and stress, burnout, and academic success among first- and second-year medical students.

Methods: First- and second-year medical students enrolled at OSUCOM between August 2018 and August 2019 were recruited. Attendance in the HIMI and membership records were used to measure their participation. Curricular examination scores and those on Step 1 of United States Medical Licensing Examination (USMLE) were used to measure academic success. Stress and burnout were measured using the Maslach Burnout Inventory and the Perceived Stress Scale.

Results: In total, 412 students were enrolled with 362 (87%) students participating in HIMI. Those with high participation were more often Black, Asian, female, or with a humanities undergraduate major compared to the overall study population. There were significant relationships between Gold Humanism Honors Society (GHHS) induction and participation of first- and second-year medical students in service- ($\chi^2=5.8, P<.05$) or leadership-focused ($\chi^2=19.3, P<.001$) HIMI groups. Medium levels of participation in the HIMI were associated with significantly higher stress. Performance on the Step 1 USMLE was not significantly associated with participation levels in the HIMI (low=233.7 vs high=238.0; $P=.10$).

Conclusions: The HIMI is an extracurricular program vastly utilized by first- and second-year medical students at OSUCOM and did not impact Step 1 USMLE scores. Medium participation in the HIMI was associated with higher stress, and service- and leadership-focused HIMI participation was associated with a higher level of induction to the GHHS. This study identifies areas for future studies to understand the relationship of the HIMI with stress and academic success.

(JMIR Form Res 2022;6(9):e37252) doi:10.2196/37252
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Introduction

Stress and burnout are well known to the majority of medical students in the United States [1-5]. Stress was first described as the “nonspecific response of the body to any demand made upon it” [6] but has since been recognized as a potentially negative state of being, where the body is threatened by conditions that create imbalance and endanger homeostasis [7]. Burnout, initially described as excessive burdens of energy, strength, or resources in work environments, resulting in malaise, fatigue, cynicism, frustration, and inefficacy [8], is now well understood as a syndrome of emotional exhaustion, depersonalization, and decreased personal achievement due to human interaction at the workplace [2,9]. Stress and burnout often embody a cyclical, perpetuating relationship [2,10] that preclinical medical students are uniquely vulnerable to experiencing [1,10]. In the already hypercompetitive medical school environment with frequent high-stakes formal assessments, students cite unanticipated informal verbal quizzing, feeling useless, and depersonalized preclinical medical education as specific sources of stress and burnout in addition to sources from life outside of school [1,11]. Both psychological conditions are associated with psychological morbidity, anxiety and depression, alcohol and drug abuse, suicidal ideation, and suicide in medical students [1,12,13].

Despite being recognized as a prevalent issue among medical students for at least 4 decades [14,15], no gold standard of stress and burnout reduction for this population has been described [12]. The focus of improvement has shifted from treating impacted students individually to changing the environment of preclinical medical school to be less stressful overall [15]. However, stress and burnout solutions for medical students remain under investigated, with few studies including empirical data for specific interventions [12]. Intervention in medical school is critical, as these psychological conditions in physicians have been found to originate from early-career training in medical school [14]. Further, physicians with resilience, an important phenomenon to fight stress and burnout, are more prepared to create successful patient-physician relationships because they are better able to provide hope and empathy to patients [16].

While stress and burnout are increasingly becoming an important consideration of medical education reforms, humanism has also gained the attention of medical educators in recent decades. The Arnold P. Gold Foundation defines a humanistic health care practitioner as one with integrity, excellence, collaboration and compassion, altruism, respect and resilience, empathy, and service [17]. The Arnold P. Gold Foundation recognizes humanism in medical students through the national honors society induction for the Gold Humanism Honors Society (GHHS). The GHHS selects members based on peer nominations and individual applications for those with strong nominations. Induction into GHHS at OSCOM requires strong peer nominations during the third year of medical school, followed by an invitation to complete an essay-based application. GHHS members select new inductees after rigorous review of deidentified applications and peer nominations. GHHS induction is intended to be impartial. Local chapters of GHHS are limited to inducting a maximum of 15% of each class. Humanism is often considered the foundation for professionalism, which is defined as a way of acting to meet the expectations of the workplace. Professionalism only becomes authentic when humanism, the morals and values that guide one’s obligation to serve others especially when in need, is fostered [18]. Calls to protect innate humanism in students [19], foster growth of humanism in medical school culture [18,20,21], and add humanism to the top 4 goals of health care [22] are supported by staff and students alike [23], but specific initiatives and measurement of humanism has been difficult to describe [18-20,24]. Further, the impact of humanities and culture of humanism on preclinical medical students’ stress and burnout has not been previously reported, based on our review of the literature.

This study investigates the impact of first- and second-year medical students’ engagement with HIMI on their stress, burnout, and academic success. HIMI, a portion of the Linda C. Stone MD Program for Humanism and the Arts in Medicine, is a voluntary extracurricular program at the Ohio State University College of Medicine (OSUCOM), which has been developed and is led by students with the goal of fostering a culture of humanism among first- and second-year medical students. Begun in 2009, it now embodies 27 unique student organizations that allow students to engage in the arts and humanities with their peers. Many isolated aspects of HIMI have been supported as general stress- and burnout-reducing activities for students in the literature, including animal therapy [25-27], music [5], peer mentor programs [16,28,29], emotional expression with peers [29-32], student retreats [29], visual arts [33], and being student-led [13].

Methods

Ethical Approval

This study was approved by the institutional review board at the Ohio State University (IRB# 2020B0173) and approved for waived consent.

Recruitment

The setting for this study was a single-center retrospective study conducted at OSUCOM (Columbus, Ohio), a large, Midwestern medical school. The medical school curriculum is structured as two years of lectures and small group-based classes with bimonthly clinical experiences. The third year involves clinical rotations with weekly case discussions, and the fourth year requires specialty specific rotations, an emergency medicine clinical rotation, and an advanced elective. Within this curriculum, Humanism is one option for fourth-year elective courses, and a Humanism in Medicine extracurricular group exists to supplement medical student experiences on an optional basis. This study involved medical students enrolled at OSUCOM from August 2018 to August 2019. All first- and second-year [34] medical students were eligible and enrolled in the study unless they opted out. Students were given the option to terminate participation by opting out, through an email notification. Student demographic information was obtained from internal admissions records for those enrolled.
Participation and Leadership in the HIMI

First- and second-year medical student participation in the HIMI is defined as attending any event hosted by a student group in the HIMI, organizing an event, leading a group or event, or nominating a peer for a nomination-based group during August 2018 to July 2019. Participation was measured by internal HIMI records of attendance, membership, and leadership. Any amount of participation in a single HIMI group qualified for participation for that group, and the total number of unique HIMI groups participated in was measured for each student. In 2018-2019, HIMI encompassed 27 unique student groups, categorized as art-focused (eg, Dance in Medicine and Photography/Film), service-focused (eg, Life Support Group and Peer Mentoring), or leadership-focused (eg, Medicine and the Arts Board and Servant Leadership). Student leaders, who had been nominated or recognized by the HIMI as a student organizer of the group, were also recorded.

Academic Outcomes

Academic success was measured on the basis of the Step 1 United States Medical Licensing Examination (USMLE) score and student Objective Structured Clinical Examination (OSCE) scores. The OSCEs have been administered at most medical schools for more than 4 decades [35] with the goal of measuring communication skills and clinical tasks through directed interactions with several standardized patients [36]. OSCE scores are reported as percentages (0%-100%), and the last OSCE score for the 2018-2019 school year was used for analysis. Step 1 is the first of 3 examinations in the USMLE series. This is a nationally standardized examination required for medical school graduation and licensing that examines student understanding of basic biomedical principles and clinical applications. Step 1 is administered after the completion of didactic coursework and is taken after the second year at OSUCOM [37]. Scores are reported numerically out of 300 and correspond to percentiles nationally [38]. OSCE and Step 1 USMLE scores were obtained from the Office of Curriculum and Scholarship at OSUCOM.

Stress and Burnout

Stress and burnout were measured using the Maslach Burnout Inventory (MBI), Perceived Stress Scale (PSS), Perceived Cohesion Scale (PCS) [39], and quality of life (QOL) measure. These surveys were administered independently by OSUCOM in a voluntary survey to students in spring 2018. The MBI is based on a 7-point scale of frequency from “never” to “daily” responses to 22 statements organized in 3 sections corresponding to the 3 parts of burnout: emotional exhaustion (9 statements), depersonalization (5 statements), and reduced personal accomplishment (8 statements) [9]. The MBI’s items are derived from the 1996 Maslach Burnout Inventory Manual. The MBI has been validated as a measure of burnout in preclinical medical students [40]. The PSS is a measure of how one’s current life circumstances are interpreted as stressful [41]. A 10-item form of the Likert-scale-based self-report PSS instrument was used, and scores were reported between 10 and 50, with lower scores indicating lower stress. The PSS is validated for populations with at least junior high school education and has been reported to have an internal consistency of 0.85 [42]. The PCS measures sense of belonging and morale within a population and records a response from 0=“strongly disagree” to 10=“strongly agree” to 6 statements, 3 pertaining to sense of belonging and 3 to morale [43]. The population noted in the statements was “medical school class” and “medical school” in this survey. A revised, Bollen and Hoyle form of the Likert-scale self-report PCS [43] was used, which reported scores between 1 and 60, and lower scores indicated less perceived cohesion. QOL was measured using a linear analogue self-assessment, which scores QOL as 1-5, with 1=“as bad as it can be” and 5=“as good as it can be”; this QOL measure has been validated in a wide set of populations [44].

GHHS Induction

Induction into the GHHS was recorded from internal records of the GHHS. The GHHS was established by the Arnold P. Gold Foundation in 2002 and recognizes students who embody humanistic qualities such as empathy and integrity and serve as role models and advocates for humanism in medicine. The GHHS has been added as a qualification on the Electronic Residency Application Service for students to identify themselves as members, suggesting its importance [45].

Statistical Analysis

To understand the potential relationship between participating in an HIMI group (ie, arts, leadership–, or service-focused organization) and induction into the GHHS, second-year students, who were eligible to be inducted into GHSS the following year, were grouped dichotomously as having participated in at least one activity, or not at all. A chi-square goodness-of-fit test was conducted for each category of the HIMI group to determine if the proportions of students who participated in at least one group and inducted into the GHHS was similar to those of students who did not participate in any HIMI groups.

When studying the perceptions of belonging and morale from a cohort and school viewpoint, the limited data required the participation variable to be collapsed to a dichotomous grouping. The low participation group attended 1 or 0 HIMI groups, medium (2-3 groups), and high (4 or more groups). This grouping was performed to better differentiate potential effects and attempt to obtain evenly balanced groups. ANOVA was performed to identify any significant differences. All assumptions were checked to ensure this was the appropriate analysis technique.

When studying the perceptions of belonging and morale from a cohort and school viewpoint, the limited data required the participation variable to be collapsed to a dichotomous grouping. The low participation group attended 1 or 0 HIMI groups, while the high participation group attended ≥2 groups. Owing to failure of the assumption of normality, the nonparametric Kruskal-Wallis test was applied. These survey instruments were optional for students to complete and required additional consent for research.

Dichotomous grouping into low and high group participation groups was also used to test for significant relationships with the Step 1 USMLE scores of second-year students. An independent samples t test was performed for this analysis.
The analytical approach was continued to examine the Professionalism OSCEs during the last second-year evaluation.

The final relationship studied was between participation in the HIMI and the Interpersonal-Communication Skills OSCE scores of first-year students. This OSCE was conducted during the Endocrine-Reproduction block. These data allowed for the use of the trichotomous grouping of low, middle, and high participation levels. ANOVA was performed for this analysis with no assumption violations. All statistical analyses were performed using RStudio (version 1.3.959; RStudio Team).

### Results

#### Recruitment and Demographics

In total, 419 first- and second-year students were enrolled at OSUCOM during the study period, and 412 met inclusion criteria for analysis (Figure 1). Regarding race and ethnicity, the study population comprised 48.8% White (n=201), 8.5% Black (n=35), and 19.9% Asian (n=82) students, and 22.8% of participants did not respond (n=94), and regarding gender, the study population comprised 45.4% females (n=188) and 41.7% males (n=172), and 12.8% of participants did not respond (n=52). Most participants did not have a humanities undergraduate major (n=338, 82.0%) as opposed to 8.4% (n=35) of participants who had a humanities major, and 9.6% (n=39) of participants did not respond (Table 1).

**Figure 1.** Recruitment of participants. There were 419 first- and second-year students enrolled in Ohio State University College of Medicine (OSUCOM) in 2018-2019. After an email invitation to opt out of the study, 1 student opted out of the study. Six students did not provide consent to the Office of Curriculum and Scholarship (OCS) for the use of demographic and academic data. The analysis included the remaining 412 students. Surveys were optional for students and some data were incomplete.
Table 1. Demographic information regarding participants in the Humanism in Medicine Initiative (HIMI) between 2018-2019 (N=412).

<table>
<thead>
<tr>
<th>Race</th>
<th>Low participation in the HIMI (n=180), n (%)</th>
<th>Medium participation in the HIMI (n=147), n (%)</th>
<th>High participation in the HIMI (n=85), n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asian</td>
<td>30 (16.7)</td>
<td>30 (20.4)</td>
<td>22 (25.8)</td>
<td>82 (19.9)</td>
</tr>
<tr>
<td>Black</td>
<td>19 (10.6)</td>
<td>8 (5.4)</td>
<td>8 (9.4)</td>
<td>35 (8.5)</td>
</tr>
<tr>
<td>White</td>
<td>86 (47.8)</td>
<td>80 (54.4)</td>
<td>35 (41.2)</td>
<td>201 (48.8)</td>
</tr>
<tr>
<td>No response</td>
<td>45 (24.9)</td>
<td>29 (19.8)</td>
<td>20 (23.6)</td>
<td>94 (22.8)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gender</th>
<th>Low participation in the HIMI (n=180), n (%)</th>
<th>Medium participation in the HIMI (n=147), n (%)</th>
<th>High participation in the HIMI (n=85), n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>59 (32.7)</td>
<td>75 (50.7)</td>
<td>54 (63.5)</td>
<td>188 (45.4)</td>
</tr>
<tr>
<td>Male</td>
<td>90 (50.0)</td>
<td>61 (41.5)</td>
<td>21 (24.7)</td>
<td>172 (41.7)</td>
</tr>
<tr>
<td>No response</td>
<td>31 (17.3)</td>
<td>11 (7.8)</td>
<td>10 (11.8)</td>
<td>52 (12.8)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Undergraduate major</th>
<th>Low participation in the HIMI (n=180), n (%)</th>
<th>Medium participation in the HIMI (n=147), n (%)</th>
<th>High participation in the HIMI (n=85), n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Humanities</td>
<td>11 (6.1)</td>
<td>16 (10.8)</td>
<td>8 (9.4)</td>
<td>35 (8.4)</td>
</tr>
<tr>
<td>Other</td>
<td>142 (78.8)</td>
<td>125 (85.0)</td>
<td>71 (83.5)</td>
<td>338 (82.0)</td>
</tr>
<tr>
<td>No response</td>
<td>27 (14.8)</td>
<td>6 (4.2)</td>
<td>6 (7.1)</td>
<td>39 (9.6)</td>
</tr>
</tbody>
</table>

Race, gender, and undergraduate major of the participants were obtained from the Office of Curriculum and Scholarship internal records, which were optionally self-reported by students. No response indicates the percentage of students who did not opt to self-report their information.

Participation in the HIMI
First- and second-year students vastly participated in HIMI student groups. The HIMI participation rate was 95% (n=199 students) among first-year students and 81% (n=163) among second-year students, accounting for a total participation rate of 87% (n=362). First-year students averaged participating in 3.0 unique student groups, and second-year in 1.6 unique student groups (Figure 2). Of the HIMI groups, Peer Mentoring (n=333), Somali Health Initiative for Nutrition Education (n=62), Visual Arts (n=49), M1 Fall Retreat (n=43), and Dance in Medicine (n=39) were those most participated in.

Figure 2. Medical student participation in the Humanism in Medicine Initiative (HIMI) groups, displayed by minimum participation levels. Each HIMI group includes all students who participated in the minimum amount stated or more. Medical student participation in HIMI groups was defined as attending any event hosted by a student group in the HIMI, organizing an event, leading a group or event, and nominating a peer for a nomination-based group between August 2018 and July 2019 and collected from internal HIMI records.

Student participation was categorized as low (0-1 groups), medium (2-3 groups), or high (≥4 groups). When compared with the total study population, high participation was observed to a larger extent among Black or Asian (Black: n=35, 8.5% vs
Academic Outcome Results

Step 1 USMLE scores were analyzed for second-year students. HIMI participation had no significant relationship with the OSCE outcomes. When comparing low and high participation, the high participation group averaged higher scores (238.0, SD 14.6) than the low participation group (233.7, SD 19.3) (P=.10), though the difference was not significant.

Stress and Burnout

Perceived stress was found to be a significant factor by participation level (F_{2,190}=3.85; P<.05; \eta^2_p=0.038). A post hoc analysis was conducted given the significance of the omnibus test. The Tukey honestly significant difference multiple comparison test was used to examine all pairwise relationships. A significant difference was found between the students with medium participation (18.5, SD 6.6) and students with low participation (15.7, SD 5.58; P=.02). This finding indicates that medium participation in the HIMI was significantly associated with higher levels of perceived stress than those with low participation in the HIMI. Participation in the HIMI was not significantly associated with burnout, sense of belonging, or QOL.

GHHS Induction

GHHS induction was significantly associated with participation in a HIMI service (\chi^2_1=5.8, P<.05) and leadership focused group (\chi^2_1=19.3, P<.001).

Discussion

Principal Findings

This study investigated the short-term impact of first- and second-year students’ participation in the HIMI on their stress, burnout, and academic success. We found that the HIMI is utilized by the majority of first- and second-year students (95% vs 81% participation, respectively), and those who participated in ≥4 HIMI groups were more often female, Black, Asian, or had a humanities undergraduate major compared to the total study population.

Further, students who participated in a service- or leadership-focused group were significantly more likely to be inducted into the GHHS than those who did not participate in these groups.

Medium participation (defined as participation in 2-3 HIMI groups), compared with low participation (0-1 groups), was associated with significantly higher stress. Medical student stress and burnout have been a concern in recent decades with no gold-standard solution described. The association of medium HIMI participation with high stress warrants future study at our institution, with more medical students, and at other institutions with similar programs. Perhaps students with higher baseline stress seek out HIMI for reduction, but it is difficult to determine the cause of stress, as a complex multidimensional variable, and the results of this study cannot infer causation. Furthermore, participation in the HIMI had no significant impact on Step 1 USMLE scores.

Comparison With Prior Work

Humanities content during undergraduate medical education has also been a topic of debate for decades. Most recent concerns seek to determine how to balance the need for humanistic training and diverting students’ time from rigorous basic science study to accomplish this. Moreover, the success of humanities content as part of the curriculum versus as an extracurricular program has similarly been debated. Our results suggest that students highly utilize the HIMI as a voluntary opportunity to engage with the humanities. This study found first-year students to engage with HIMI to a greater degree than second-year students, possibly owing to the increased demands on second-year students to study for the Step 1 USMLE. HIMI membership was also more commonly observed among students who are female, Black, Asian and had a humanities background than the overall medical school population. One possible reason for this result could be that students with an identity underrepresented in medicine (female, Black, or Asian students and those with a humanities education) sought out the HIMI as a community of support.

The association of HIMI leadership and service engagement with GHHS membership suggests that participation in the HIMI makes students more competitive for GHHS membership, possibly either by characterizing time spent on valued activities or identification of intrinsic interest in humanities. While the GHHS and HIMI appear to share several values, the GHHS selection process requires strong peer nominations as the first step for consideration. HIMI involvement may therefore add holistic review of applicants.

However, students’ time spent in the HIMI did not significantly impact Step 1 USMLE scores in our study, and these findings may be evidence for including humanities content in the medical students’ schedule without concern for detracting from basic or clinical science education.

Limitations

This study was completed at a single medical school in an academic institution with a small sample size of students, compared to the population of medical students in the United States. The results of the study are therefore limited in generalizability within the United States and internationally. The study constituted a secondary data analysis and was limited in analysis by existing data. Further variables could be analyzed in future, experimentally designed studies. Participation data were collected internally by students and may be limited by program design. Further, participation was classified binarily and thus did not discriminate difference in volume of participation within each group. Some student group participation may be underrepresented in the study owing to these limitations. Student demographic and some outcome data were optional to report, which may have led to bias in our results. The analysis had a cross-sectional design and did not account for longitudinal outcomes of participation in the HIMI.
The study utilized solely quantitative data, which may limit the ability to capture the full impact of humanism on medical students [46]. Finally, the study was observational by design.

Conclusions

The HIMI is an extracurricular program vastly utilized by first- and second-year medical students at OSUCOM and did not impact Step 1 USMLE scores. Medium participation in the HIMI was associated with higher stress, and service- and leadership-focused HIMI participation was associated with a higher level of induction to the GHHS. This study identified areas for future studies to understand the association of participation in the HIMI with stress, academic success, potentially important activities for social support and resilience in medical school.
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Abstract

Multi-cohort projects in medicine provide an opportunity to investigate scientific questions beyond the boundaries of a single institution and endeavor to increase the sample size for obtaining more reliable results. However, the complications of these kinds of collaborations arise during management, with many administrative hurdles. Hands-on approaches and lessons learned from previous collaborations provide solutions for optimized collaboration models. Here, we use our experience in running PGX-link, a Swiss multi-cohort project, to show the strategy we used to tackle different challenges from project setup to obtaining the relevant permits, including ethics approval. We set PGX-link in an international context because our struggles were similar to those encountered during the SYNCHROS (SYnergies for Cohorts in Health: integrating the ROle of all Stakeholders) project. We provide ad hoc solutions for cohorts, general project management strategies, and suggestions for unified protocols between cohorts that would ease current management hurdles. Project managers are not necessarily familiar with medical projects, and even if they are, they are not aware of the intricacies behind decision-making and consequently, of the time needed to set up multi-cohort collaborations. This paper is meant to be a brief overview of what we experienced with our multi-cohort project and provides the necessary practices for future managers.

(JMIR Form Res 2022;6(9):e36759) doi:10.2196/36759
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Background

Multi-cohort studies are increasingly important in medicine as they provide the opportunity to join data and join efforts to increase the sample size and investigate questions beyond the scope of a single institution. Multi-cohort projects not only encourage cross-boundary collaborations, but they also boost synergies between cohorts by providing staff and funding. There are multi-cohort projects dealing with complementary cohorts around a similar subject and projects dealing with generalist cohorts, but none of them are representative of the general population.

At the international level, there are many initiatives that aim to facilitate collaborations between cohorts. The SYNCHROS (SYNergies for Cohorts in Health: integrating the ROle of all Stakeholders) project, a 3-year project funded by the Horizon 2020 Program that started in 2019, successfully mapped 1000 multi-cohort projects in 11 countries with the intent to harmonize the coordination and data interoperability of multi-cohort projects in Europe and worldwide [1,2]. SYNCHROS has a focus on identifying the practical, methodological, ethical, and legal challenges that cohorts are facing and on ideas how to facilitate the development toward tapping in data, which can be valuable for personalized medicine. We also encountered similar challenges while setting up our multicentric and multi-cohort project.

In this paper, we focus on different cohorts dealing with intrinsically different patients who are complementary but form a heterogeneous multi-cohort environment. The project tries to answer a particular scientific question by using patients selected from that heterogeneous multi-cohort environment. Finding a common ground across multiple cohorts and a consensus to a particular multi-cohort scientific question can be difficult. Furthermore, different cohorts have specific purposes, focus areas, and policies as well as their own established methods of managing, collecting, and sharing data.

Here, we use the Swiss project, PGX-link, as an exemplary case study to show the complexity of setting up a 2-year multi-cohort project—in our case, in the field of pharmacogenetics. This project is a feasibility study, focused on building an infrastructure that connects clinical and pharmacogenomics data among 3 cohorts: the Swiss HIV Cohort Study (SHCS) [3], the Swiss Transplant Cohort Study (STCS) [4,5], and the Swiss Clinical Quality Management (SCQM) in rheumatic disease [6]. The 3 cohorts were chosen because they previously worked together. In the COVERALL (Corona VaccinE RiAL pLatform) study, patients from STCS and SHCS were vaccinated for the purpose of a research project and sample shipment was coordinated between the cohorts [7]. The IDEAL (IDEntifier LinkAge between patient-centered research and healthcaRE providers) project, including STCS, SHCS, and SCQM, focuses on automatic ways of identifying patients with their cohort IDs within the hospital system [8]; this is crucial for improving the matching, and as a result, makes data extraction from the hospital systems more feasible. New applications for interoperable “National Data Streams” within the Swiss Personalized Health Network (SPHN) and Swiss National Science Foundation (SNSF) funding framework also aim to use a multi-cohort approach. Therefore, PGX-link is not the only effort toward more interoperability and improvement of data flow, and it benefited a lot from the fact that the 3 cohorts were not completely “strangers.” However, in the past, the 3 cohorts never joined forces for a study like PGX-link (a genetic study consisting of the development of an infrastructure to answer a scientific question) and, as a consequence, the process of obtaining the relevant approvals was never explored at a multi-cohort level.

The project infrastructure was funded by the SNSF within the context of the BioLink program fostering collaborations between cohorts and their biobanks. The laboratory work and genetic analyses were funded by the Bern Centre for Precision Medicine (BCPM). Because of their large size, multi-centric projects are often funded by different bodies. PGX-link is a good example of a multi-cohort project where the access to the 2 different fundings was bounded to different prerequisites that were not met at the same time. This added an additional layer of complexity.

We show the evolution of the study protocol from the initial SNSF grant proposal to the final submission to the cohorts’ scientific boards and ethics committees to receive data and samples. We highlight the obstacles that we encountered in setting up and managing PGX-link as a multi-cohort collaboration. We explain in detail the changes in the proposal necessary for obtaining the project approval by the ethics committee, and we provide suggestions and potential solutions that can improve and support such processes for future multi-cohort projects and likewise serve as a guidance for funding agencies. Although some of the examples that we will provide here are “Swiss-centric,” we believe that the underlying messages that such examples convey as well as the intracohort and intercohort dynamics that we describe can be useful also at an international level.

The Fundamental Steps of the Project

For PGX-link, we used an approach to answer a specific scientific question relying on a multi-cohort framework in a unique and ad hoc way. This strategy was preferred to using an infrastructure approach that would first set up an infrastructure and later on define the scientific questions that can be answered using the setup. Note that although from the cohort perspective, the scientific question approach adopts an ad hoc strategy, the question we want to answer acts as a common denominator across the cohorts joining the cohorts together. Thus, in the early stage of the PGX-link project, we went through the following 6 steps (see Figure 1):
1. Write-up of the grant proposal for the first funding body (SNSF) to fund the project infrastructure.
2. Establishing channels of communication with the cohorts.
3. Achieving consensus and feasibility discussion on a multi-cohort scientific question.
4. Patient selection within each cohort.
5. Sharpening of study proposal for the scientific boards.
6. Finalization of the study protocol and collection of the relevant documents to receive the approval from the ethics committee. The ethics committee approval is needed to retrieve funding from the second funding body (BCPM).

Although these steps might be slightly different or be in a different order in other countries, projects in medicine using software quality assurance will eventually require a cocktail of these steps to enable the retrieval of data and samples. Consensus on the scientific question is achieved after establishing the channel of communication with the cohorts. The scientific question is then used to select the patients, obtain approval from scientific boards and ethics committees, and access the BCPM funding.

At the end of each step, we critically reviewed our approach and gave suggestions to facilitate knowledge translation and successful collaboration. These steps formed a preparation phase that we used to set up the “fundamental bricks” necessary to start the project. These bricks consist of compulsory paperwork to obtain the project approval from the cohorts and the ethics committees. As this long process includes sensitive data, it involves many people at different decision levels. Therefore, the preparation phase of a multi-cohort study takes a substantial amount of time (in our case, 1 year). This is a detail that is not obvious for funding bodies, which, in turn, are dependent on external assessment focusing on the scientific return on investment.

Cohort members and the ethics committee were extremely helpful and provided essential support to obtain the ethics approval necessary to start the project. Nevertheless, as this was a first-of-its-kind study in Switzerland, the bureaucratic process from step 1 to step 6 was not yet clearly perceivable. We thus decided to describe our journey and provide guidance for future multi-cohort studies. Note that, although the process described here might be transferable to other multi-cohort projects at national and international levels, some of the strategies that we used might not apply to other cohorts and regulatory circumstances.

**Step I: Writing the Grant Proposal**

Before diving into the project evolution, it is important to know that each cohort has its own data/sample governance structure. The scientific board is responsible for evaluating the project proposal, especially the scientific question that the project aims to investigate. The foundation board is responsible for expressing the support to the project, and it includes legal representatives having the authority to sign documents on behalf of the cohort.

An ethics approval was necessary to receive the funding from BCPM and officially start the project (as such, funding was necessary to perform the genetic analysis). The ethics approval was conditional on approval from the scientific boards. In our case, p-v1 (proposal version 1, the first version of the proposal submitted to the SNSF) was approved by the foundation boards supporting data and sample sharing within our multi-cohort initiative, but it was not approved by the scientific boards. The SNSF BioLink grant specifically funded the infrastructure of the project. Still, a scientific question was required for successful submission, but it was not a key aspect of the grant. This scientific question was added to p-v1 close to its submission on...
the data available at this time and thus was not reviewed by the scientific boards. Hence, the evaluation of the scientific question by the scientific boards was independent of the support of the foundation boards.

The scientific boards were not involved because of organizational incompatibilities: it was not possible to receive feedback from the cohorts’ collaborators while writing the grant because deadlines were extremely short and during typical summer holiday times. Without in-depth knowledge of the cohort data and proper discussion between the cohorts themselves, the scientific question could only be superficially outlined. This explains why after receiving the SNSF grant, the scientific question in p-v1 was not entirely clear to the scientific boards. The scientific boards would only agree on p-v1 if the scientific question was clearly stated and was precise and feasible with enough patients available to guarantee the statistical power sufficient for genetic studies. Having enough time between grant call and deadlines to involve collaborators early on would have allowed the project management to be more efficient. Following the feedback of the scientific boards and the cohort collaborators, the proposal had to be thoroughly revised. We thus used a substantial amount of the project time and funding just for the proper preparation without even starting the actual project. To reach a consensus on a multi-cohort scientific question (ie, a feasible question that is of interest to all 3 cohorts), we set up the intercohort collaboration network. This led to discussions with cohort collaborators and scientific boards that helped to understand that the scientific question proposed in p-v1 was not sufficiently fitting the available data and too complicated for a genetics study within the given timeframe.

We experienced that not having the scientific question clearly defined from the beginning is detrimental to the project’s budget and timeline. Thus, for a multi-cohort project to be efficient, it is important to involve scientific board members and cohort collaborators early during the writing phase of the grant proposal—at least 1-2 people from each cohort who are experts in the field, who know “their” cohort’s data, and who can contribute at an early stage. Asking the funding bodies to have an early announced application process with an adequate duration of the presubmission phase is crucial for the proper allocation of people and resources. It is important to have sufficient time between the grant call and deadline to allow for appropriate communication between partners and for the scientific boards to adapt to the process. In this way, the proposal can benefit from feedback from the scientific boards.

**Step II: Setting Up Channels of Communication**

In this step, we opened channels of communications between the cohorts, establishing the intercohort collaboration network, as well as with laboratory services, information technology services, and legal services to address all concerns from the cohorts and the ethics committee. For PGX-link, we had expert collaborators with different backgrounds on board: physicians, pharmacologists, and representatives of the cohorts involved in data management. This provided the project manager with strong scientific and practical support during discussions. The collaborators were approximately 10 people who were mostly active during the elaboration of the reviewed version of p-v1, that is, proposal v2.0 or p-v2. The implementation of the scientific boards’ feedback and the inclusion of detailed information collected from information technology services (data security and storage), laboratory services (costs and procedures to analyze the samples), and legal services (data and material transfer agreements) led to the official version of p-v2 ready to be submitted to the ethics committee.

An official review and a thorough discussion of the project are usually done during scientific board meetings that are conducted approximately 4 times a year. We would like to make the reader aware that cohort collaborators in the project are not necessarily part of the cohort scientific board committee. Involving only non–scientific board members would result in a proposal that does not address the concerns of the scientific board. This could lead to multiple review rounds, thereby increasing preparation time. In our case, we went through a minimum of 2 rounds in each cohort. Thus, to be time-efficient, we recommend that the project manager includes scientific board members at an early stage in the project so that (1) early concerns of the scientific board can be addressed and (2) project updates can be communicated beforehand to the other scientific board members. Multi-cohort projects depend on multiple scientific boards (one for each cohort) that within a year have a few meetings at different time points. Instead of meeting the scientific boards separately and dramatically increasing the preparation time, we encourage involving members of other cohorts’ scientific boards to the first available scientific board meeting. In this way, it is possible to obtain a more holistic view of the project and address multi-cohort concerns in 1 meeting. If not already standard practice, we also encourage the project management to participate in the scientific board meetings when the scientific board is discussing your project. This is the opportunity to present the project in person and answer upcoming questions. Besides these suggestions, we recommend standard best practices in project management such as (1) avoiding planning short notice meetings and using a widely accepted meeting planning software to plan meetings, (2) keeping an agenda of all the meetings, and (3) communicating the meeting agenda in advance and sharing the minutes shortly afterwards. Not following such points could result in collaborators who do not know who is attending the meeting, who do not find time to participate, who do not get an update where the project stands, and what the next steps are or what contribution is expected from them.

The sharpening of the scientific question was probably the most difficult task in the preparation phase of PGX-link, requiring all the cohorts to engage in discussion and find a consensus. Multi-cohort meetings created an occasion for joint discussions, making collaborators aware of what is collected in the other cohorts and adjust the question accordingly.
Step III: Sharpening the Scientific Question

The number of prospective patients is necessary to demonstrate the feasibility of the study in terms of participant numbers needed for the statistical power and budget. Having the correct number of patients implies that the scientific question is clear and precise so that it is possible to define the inclusion and exclusion criteria for the patient selection. If there are not enough patients, the criteria need to be iteratively rediscussed and possibly adapted until a sufficient number is met (as the number of cohort participants cannot easily be expanded).

In the original grant proposal p-v1 and previously in the funding offer from the SNSF, the term “infrastructure” was kept relatively open, probably because in earlier stages, there was not enough knowledge about the general feasibility of such a study. Thus, as a feasibility study, instead of building an exhaustive infrastructure, we decided to devise a small cohort metadata set containing only the data necessary to answer the scientific question. The cohort metadata set can be explored using some raw code that can be viewed as core infrastructure (ie, a raw code reviewed by cohort collaborators that can be used to perform, eg, patient selection within a specific cohort). This can be scaled to include more data and allow a more user-friendly interaction. Such evolution was embraced by the cohorts as a more realistic approach than those initially proposed in p-v1.

With PGX-link, we focused on chronic kidney disease in patients mainly treated with antiviral or immunomodulatory medications that are known to bear a risk of renal impairment and investigated the genetic variants that are predictive of a decline in renal function. Some crucial technical and epidemiological assumptions/prerequisites had to be met: (1) common medication, (2) availability of creatinine measurements results and dates, (3) availability of biosamples, and (4) semantically interoperable data (or metadata). Points 1-3 revealed some real-world problems as patients within the different cohorts had different diseases. However, such scientific questioning presented important advantages. We used estimated glomerular filtration rate as the criterion to select patients for this study, as this value can be simply calculated using sex, age, and serum creatinine levels of the patients [9,10]. Creatinine levels are widely measured and accessible. Thus, we only needed a few basic data items that are routinely collected. Moreover, the existence of previous studies [11,12] focusing on renal impairment in patients within the same cohorts allowed us to (1) already have genetic data available and thus increase the number of patients, (2) have peer-reviewed methodology for patient selection by using estimated glomerular filtration rate values, and (3) have support from previous collaborators involved in patient selection and genetic analysis.

Thus, we recommend sticking with common best practices in project management. It is crucial that the right terminology and clear communication are used when we describe a project to cohorts. We also encourage to keep the study as simple as possible. Unexpected problems are always around the corner. This is important for any study and even more important for multi-cohort studies. Whenever possible, available methodologies or data should be used, as it will save time and resources. An additional hurdle is the fact that templates for letter of intent and full proposal could differ between the cohorts. If this is the case, it would be more efficient to have a standardized template for multi-cohort studies in order not to submit the same content multiple times in different formats.

Step IV: Defining the Number of Participants

The number of participants is a crucial factor for the statistical power of a study and to obtain the approval from the scientific boards and the ethics committee. A clear scientific question and clear criteria are necessary for selecting the patients for a study. However, without the approval from the ethics committee (dependent on scientific board approval), it is not possible to obtain access to patients’ data. Therefore, how can we estimate the number of suitable patients if we do not have access to the data at the time of writing the proposal?

The approach we took was using remote patient selection in which the cohorts provide the structure of their database to the project manager who, in turn, devises a piece of software (in our case, an R-package on GitHub called PGX-link tools [13]) that the cohorts can use and run on their local secured infrastructure to provide a rough estimate of the number of potential patients. Although this step worked well, it required tight cooperation between the project manager and cohorts, since not having direct access to the data makes the development of the package more difficult. This procedure allows only broad estimates of the number of participants because the package might contain bugs that can be fixed only once the developer has access to the data, and additional exploratory analysis can reveal that some selected patients are nevertheless not eligible for the study. Still, in most cases, remote patient selection is precise enough to obtain the required approvals from the scientific boards and the ethics committee, with the caveat that numbers after final patient selection might differ. We suggest that the developer should access the data before submitting the proposal, as it increases precision in patient selection. Currently, the only way of doing that is by being physically present in the cohorts’ infrastructure and supported by a team member. The development of a tool to interact with cohorts’ data requires some time to devise. It is not only dependent on the developer but also on the cohorts’ collaborators, especially data managers and clinicians, which proved to be extremely supportive in our case. In the best case scenario, such a developmental stage requires probably 1-2 weeks and in the worst-case scenario, even up to 1-2 months. In our case, the cohort dealing with patients who underwent transplantation (STCS) presented a particular example since the time from transplantation to case definition (ie, follow-up period) added an additional layer of complexity. Another recently released option to perform remote patient selection could be a so-called cohort explorer [14], that is, a secured web-based infrastructure that can be used to explore data within a specific cohort. However, depending on the granularity of the queries, this might not always be sufficient.
Usually, cohort patients treated in Swiss hospitals have their data stored in the hospitals’ databases (it is even required by law that the hospitals keep the patient data records). Such data can include medication and routine measurements such as creatinine levels. In our case, the creatinine level data of 1 cohort were kept in 2 Swiss hospitals. To retrieve those creatinine values, additional paperwork was required to obtain the relevant permits. Be aware that there could be problems of underreporting: in our specific case, medication information retrieved from 1 hospital was not as detailed as that retrieved within the cohorts. It is thus important to double check with the cohorts any data that are retrieved externally, as the cohorts generally have more cautiously curated databases.

Regarding the analysis of biosamples, cohorts have their own policies. If a genetic database is already in place, it is very likely that they will prevent patchwork analyses from different projects but rather analyze many samples that will include most but not all samples needed for the project. Thus, it is important to have enough funding to participate in large genetic screenings that include samples from multiple projects, with the aim of getting your samples analyzed. Cohorts will always be happy to generate more genetic data for their patients to have a broader data foundation that can be potentially reused by other projects. However, from a project management point-of-view, the benefit of obtaining additional data from genetic analysis must outweigh the costs. If the cohorts already have genetic data available, it is good practice to use those data first, and then if strictly required, proceed with additional screening.

Thus, in this section, we recommend, whenever possible, to avoid remote patient selection and visit the cohorts to perform patient selection with actual patient data without working with mock data sets. We also encourage to use genetic data that are already available before proceeding with additional genetic analyses as they are expensive and are usually prone to substantial time delay especially if the cohorts are putting together multiple projects to screen a large number of patients.

**Steps V and VI: Obtaining Scientific Board and Ethics Committee Approvals**

Two perspectives are intertwined in the progress of complex collaborations—reaching sound and consensual strategic decisions and timely decisions. The latter does not have to always wait for the former—the project timeline can benefit from a proactive anticipatory approach in which certain milestones are de facto prepared and ready to be used once a decision is reached on a strategic level. Many steps are strictly dependent on the previous ones, sometimes with insolvable circularities. Although these dependencies are in place to ensure security when dealing with patients’ sensitive data, scientific board and ethics committee approvals can be overlapping when being addressed jointly. The draft of p-v2 was already included in the ethics committee submission to gain time and to obtain the conditional ethics committee approval without waiting for the scientific board meetings. Thus, we obtained the conditional ethics committee approval before the proposal was officially accepted by all scientific boards (1 cohort officially accepted before submission to the ethics committee). With the conditional ethics committee approval, we were able to obtain the hospital approval to start the data search with the help of the data science services. Additionally, the conditional ethics committee approval probably increased the trust in the project by the cohorts.

Thus, we suggest not to wait for all the scientific boards to formally approve the final project plan. The application to the ethics committee should be started as soon as a viable version of the proposal has been approved by the collaborators and possibly contains some feedback from the cohort scientific boards. Ethics committee clearance is a formal and official process that usually takes some time. The approval will ease (but not speed up) the processes within the cohorts. Amendments to the protocols and ethics submissions might be necessary but are simpler ex post facto.

**What to “Take Home”**

In this paper, we illustrate how complex the preparation phase of a multi-cohort project in pharmacogenomics can be. We encountered multiple challenges along the way, and we believe they will likely affect other researchers conducting similar projects at national and international levels in the future as they have been already encountered in the past [1,2]. We expect that in the future, the number of funding opportunities for such projects will rise (compared to monocohort or monocentric projects) and these projects will provide opportunities to highlight current heterogeneities between different cohorts but likewise, unlock their great collaborative potentials. The SYNCHROS project was a €2 million research program that mapped 1000 multi-cohort projects funded by European, American, and Canadian institutions. Although the project is at its end, it is likely that such type of grants will continue in the future.

It is clear to us that heterogeneities between cohorts will always exist and remain because of the different nature of the cohort-specific diseases. However, there are some minor adaptations that can facilitate the future fluidity of multi-cohort studies. For example, each cohort has its own specific material and data transfer agreement, own proposal template, and own way of approaching data sharing and security. These challenges were previously mentioned at the international level, and the harmonization of such documents would ease collaboration at the national and international levels [15,16]. If all cohorts will share a common proposal template, material and data transfer agreement, and the system of sharing data, the processes will be simpler and seamless between the cohorts. Of course, this will require efforts not only from the cohorts but also from legal services involved in such types of legal contracts. We propose a unified template for the letter of intent and for a full proposal for all the national cohorts, while legal services could provide the material and data transfer agreement based on the centers involved in the project [17].

We noticed that despite national initiatives to improve synergies such as the Swiss Biobanking Platform (SBP) and SPHN, at the time of writing the proposal, the cohorts were still in the process of obtaining the newly released biobank labels of SBP or having their database adapted, as recently suggested by SPHN. Most of the cohorts are much longer established than
SBP and SPHN and, as a consequence, such restructuring processes can interfere with the cohorts’ timelines, and more importantly, be very expensive. The current situation does not yet allow cohorts to invest time and resources in changing their system in favor of potential further collaborations, and money should be specifically allocated for this task. For example, the application process to obtain the quality label from SBP is detailed and requires help from laboratory members who are not paid by the cohort and most of the time help “in kind.” However, the immediate benefit of obtaining that label is that the cohort biobank has been checked and internal procedures such as protocols and type of laboratory equipment have been reviewed. Researchers that use biosamples from labeled biobanks can be sure that the samples they are using follow SBP standards, and this makes their methodology solid for potential publications. The management of biobanks at a multi-cohort level is essential to ease the process of patient selection or simply as an exploration tool for project management. This has been previously emphasized at the national and international levels to improve method harmonization and integration [16]. The extent of overlap and standardization between the cohorts will prospectively rise with specific funding for multi-cohort projects. Hence, funding agencies should incorporate the intricacies of this type of collaboration in their funding schemes.

Ideally, the cohorts increase synergies by starting regular multi-cohort communications, following the new standards of SBP and SPHN, and agreeing on common document templates such as letters of intent, project proposals, and data transfer agreements. Common variables (or metadata definitions) across the cohorts ensure a minimum viable meta-cohort data set that can be used in multi-cohort projects, especially in short-term feasibility studies. Such a data set can include routinely collected data that are common in all cohorts, such as gender, age, weight, height, medication (eg, via Anatomical Therapeutic Chemical codes), blood pressure, and standardized laboratory assessments. The feasibility of having a minimum viable data set needs discussion, as scientific questions are usually specific, and only with basic information, one cannot spark interesting projects.

If these small steps are in place before a multi-cohort project starts, from the cohorts’ perspective, one would avoid patchwork from multiple projects requesting different data just to answer a particular question. In contrast, from the project management perspective, filling the same type of documents multiple times and performing multiple submissions of similar documents could be avoided. To make this happen, funding bodies must foster the use of common standards for all cohorts and funding must be available nationwide to ease the transition from a monocentric standpoint to a multi-cohort perspective. Furthermore, currently, little importance is given to the administrative, regulatory, and scientific setup of a multi-cohort that easily could take up to 1 year. The SYNCHROS project concludes that retrieving data, analyzing them, and publishing findings are not the only challenges in a multi-cohort project. A lot of funding and efforts must be devoted to address practical, methodological, ethical, and legal challenges that usually arise before the actual project starts, as there are existing infrastructures and governance variants for each involved cohort. Here, we suggest that it would be helpful if funding bodies could divide the grant that can be used to set up the project before it officially starts (ie, getting all the necessary approvals and clearance to sensitive data) from a grant to actually conduct the project. It is thus important that the scientific value of a project is clearly outlined and peer reviewed before proceeding with its execution. In our view, funding only the infrastructure is not enough, as an infrastructure must have a clear purpose and answer specific questions. We suggest that funding bodies should request approval from the scientific boards before releasing the grant. This will ensure that substantial additional preparatory work has been done by the grantees, as communication with cohorts is the key to get the scientific boards on board as we outlined in this paper.
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Abstract

Background: Few studies have focused on attitudes toward COVID-19 vaccination among Black or African American young adults (BYA) in the Southern United States, despite high levels of infection in this population.

Objective: To understand this gap, we conducted an online survey to explore beliefs and experiences related to COVID-19 vaccination among BYA (aged 18-29 years) in 3 southern states.

Methods: We recruited 150 BYA to participate in an online survey as formative research for an intervention to address vaccine hesitancy in Alabama, Georgia, and North Carolina from September 22, 2021, to November 18, 2021. Participants were recruited through social media ads on Facebook, Twitter, Instagram, and YouTube. Additionally, we distributed information about the survey through organizations working with BYA in Alabama, Georgia, and North Carolina; our community partners; and network collaborations. We used measures that had been used and were previously validated in prior surveys, adapting them to the context of this study.

Results: Roughly 28 (19%) of the participants had not received any doses of the COVID-19 vaccine. Half of the unvaccinated respondents (n=14, 50%) reported they wanted to wait longer before getting vaccinated. Motivators to get vaccinated were similar between unvaccinated and vaccinated respondents (eg, if required, to protect the health of others), but the main motivator for those vaccinated was to protect one’s own health. Among unvaccinated individuals, reasons for not receiving the COVID-19 vaccine included concern about vaccine side effects (n=15, 54%) and mistrust of vaccine safety (n=13, 46%), of effectiveness (n=12, 43%), and of the government’s involvement with vaccines (n=12, 43%). Experiences of discrimination (n=60, 40%) and mistrust of vaccines (n=54, 36%) were common overall. Among all respondents, those who said they would be motivated to get vaccinated if it was required for school, work, or travel were more likely to endorse negative beliefs about vaccines compared to those motivated for other reasons.

Conclusions: Mistrust in COVID-19 vaccine safety and efficacy is common among BYA in the Southern United States, irrespective of vaccination status. Other motivators, such as safety of family and community and vaccination requirements, may be able to tip the scales toward a decision to be vaccinated among those who are initially hesitant. However, it is unclear how vaccine requirements among BYA in the South affect trust in the government or health care in the long term. Interventions that include BYA in vaccination messaging and programs may more proactively build feelings of trust and combat misinformation.

doi:10.2196/39144
Introduction

Young adults (18-29 years) are a priority population among which to increase COVID-19 vaccine uptake because they have high rates of asymptomatic infection and transmission [1-3]. For example, a study of 767 hotspot counties early in the pandemic in 2020 reported that percentage positivity increased earliest in younger persons (aged 18-24 years), followed by several weeks of increasing percentage positivity among older age groups, particularly in hot spots within the Southern and Western United States [1]. These findings corroborate patterns seen in another study from the Southern United States, where increased percentage positivity among young adults preceded increases among those aged 260 years by 4-15 days [4]. Given that many young adults live in multigenerational households with older loves ones, they are also potentially a source of COVID-19 transmission to older adults, who are more likely to be vulnerable to COVID-19 irrespective of race [5]. Roughly, a third of young adults lived in multigenerational households in 2021, and Black or African American young adults (BYA) were more likely than White young adults to live in these multigenerational households [6]. Although young people may be more likely to transmit COVID-19 than other demographics, they are also potential change agents to promote safer behaviors within their families and communities. Young adults who identify as Black or African American (referred to as Black throughout this paper) have critical social capital to influence health behaviors in others, including in adult family and community members who are at high risk for COVID-19 hospitalization and mortality [7]. Therefore, BYA should be prioritized in efforts to increase COVID-19 vaccination because they make an important contribution to sustaining community transmission and can serve as change agents in their communities.

Multiple vaccines have been proven to be efficacious in preventing hospitalization and severe COVID-19 infection and are now widely available [8,9]. Despite the high efficacy, the rapid development and approval of these vaccines have resulted in public concern around vaccine safety, and many remain hesitant toward vaccination [10]. Concern around vaccines is particularly salient in Black communities with deeply rooted mistrust due, in part, to well-known ethical violations, such as Henrietta Lacks and the Tuskegee study and structures, policies, and practices rooted in structural racism that create health inequities in many Black communities [10-14]. Several studies have identified that vaccine hesitancy varies by age and race, with Black communities having higher rates of vaccine hesitancy and younger age being associated with greater hesitancy across race/ethnicity [10,15-17]. However, few studies focus specifically on BYA in the Southern United States who are an important population among which to increase vaccination, including both completion of the primary vaccine series and receipt of booster shots. As of March 28, 2022, the percentage with at least 1 dose of the vaccine was 65% in Georgia, 62% in Alabama, and 83% in North Carolina, lower in 2 of the 3 states than the US national average of 77% [18]. We conducted an online survey with BYA (aged 18-29 years) in Georgia, Alabama, and North Carolina to describe rates of COVID-19 vaccination acceptance and known correlates (their experiences with health care, beliefs around vaccines in general and with the COVID-19 vaccine, and demographic factors). This survey was designed as a formative assessment to inform content for a digital health intervention to address COVID-19 vaccination hesitancy among BYA in these states.

Methods

Study Population and Recruitment

We recruited 150 BYA to participate in an online survey related to COVID-19 vaccination in Alabama, Georgia, and North Carolina in the Southern United States (Budhwani et al, unpublished data, 2022). Eligibility criteria for the online survey included (1) 18-29 years of age, (2) identified as African American or Black, (3) English proficient, (4) access to a personal smartphone, and (5) resident of Georgia, Alabama, or North Carolina. We aimed to recruit an approximately equal number of respondents from each state: 44 (29%) respondents from Alabama, 50 (33%) from Georgia, and 56 (38%) from North Carolina. Participants completed a 1-time online survey through the Qualtrics survey platform.

Participants were recruited through social media ads on Facebook, Twitter, Instagram, and YouTube. Additionally, we distributed information about the survey through organizations in the study areas working with BYA, our community partners, and other network collaborations. BYA interested in participating in the study clicked a link within an email notification or via social media and were redirected to a study website, where they completed eligibility screening. All potential participants completed an online screening survey via Qualtrics to obtain consent to be screened and to verify inclusion criteria. The online screening survey was about 5 minutes in length and included a script that was read by the participants that explained the purpose of screening and the general purpose of the study and clarified that if they were eligible, they would be invited to participate in the study. We used established stringent verification procedures utilized in multiple prior studies to address fraud (eg, assessment for duplicate entries and suspicious response patterns, confirmation of the internet protocol [IP] address, zip code, and latitude and longitude) [19-21]. Eligible BYA were then directed to an informed consent page. Participants agreed to participate by clicking forward and providing online electronic consent (e-consent) or declined by exiting the website. The survey took approximately 30-45 minutes to complete. All respondents received a US $20 incentive for participation and the ability to participate in a lottery, where they were eligible to receive a larger prize.

The survey was conducted from September to November 2021. At this time during the COVID-19 pandemic, vaccines were...
available for all respondents who were aged 18-29 years. The Food and Drug Administration (FDA) issued an Emergency Use Authorization (EUA) for the Pfizer-BioNTech COVID-19 vaccine on December 11, 2020; for the Moderna vaccine on December 22, 2020; and for the Janssen (Johnson & Johnson) COVID-19 vaccine on February 27, 2021 [22]. Before the study period and on September 22, 2021, the FDA authorized a booster dose of the Pfizer-BioNTech COVID-19 vaccine for individuals aged 65 years and older, aged 18-64 years at high risk of severe COVID-19, and aged 18-64 years who had institutional or occupational exposure to SARS-CoV-2 [22]. On November 29, 2021, just after the survey period, the Centers for Disease Control and Prevention (CDC) expanded its recommendation that all individuals aged 18 years and older get a COVID-19 booster [22].

**Ethical Considerations**

The study was overseen by the University of North Carolina (UNC), Chapel Hill (Approval #21-1746), with a reliance agreement from the Institutional Review Boards at the University of Alabama, RTI International, and FHI 360.

**Measures**

Survey measures were selected according to constructs of social cognitive theory (SCT) to understand behavioral, cognitive (eg, knowledge), and environmental (eg, social influences by parents, peers, and community) influences motivating COVID-19 vaccination. We used measures that had been used and were previously validated in prior surveys, adapting them to the context of this study. To make these domains and constructs more specific to COVID-19 vaccination, we referred to the National Institute on Minority Health and Health Disparities (NIMHD) research framework, which is informed by the World Health Organization (WHO) Strategic Advisory Group of Experts (SAGE) [23]. We adapted the NIMHD framework to reflect determinants of vaccine hesitancy for BYA within different levels of influence (eg, individual, interpersonal, community) [24]. We examined individual, interpersonal, and community influences on vaccination as these different sources of social influence have all been associated with health behaviors in young adults. Vaccine beliefs were measured using 10 items on a 5-point Likert scale adapted from a validated scale developed by Shapiro et al [25]. Measures of vaccine confidence were based on the CDC COVID-19 Vaccine Confidence Rapid Community Assessment Tool, which is validated and has been previously used [26]. Questions related to reasons and motivations for vaccination were adapted from the RADX-up Common Data Elements (CDEs) set of validated measures [27]. When asked about their motivations, respondents were asked to select their main motivation for being or not being vaccinated from a preset list and to choose all that apply [27].

**Results**

**Demographic Characteristics**

Among 150 BYA who completed the survey between September to November 2021, the median age was 23 (IQR 20-26) years, 88 (59%) identified as cisgender women, 41 (27%) as cisgender men, 4 (3%) as transgender, and 18 (12%) as nonbinary, genderqueer, gender nonconforming, or gender fluid (Table 1). One-third were employed as essential workers (n=49, 33%), 44 (29%) lived in a household with any children under 18 years old, and 61 (41%) either had a chronic condition themselves or currently lived with someone with a chronic health condition. Most respondents (n=123, 82%) reported ever having at least 1 negative experience with a health care provider, where a provider did not believe they were telling the truth, assumed something without asking, did not listen to them, or suggested they were personally to blame for a health problem. Half (n=69, 49%) thought they were treated this way specifically because of their race.

Approximately 112 (75%) of the respondents had received 2 doses of a messenger RNA (mRNA) vaccine or 1 dose of the Johnson & Johnson COVID-19 vaccine, 10 (7%) received 1 dose of a 2-dose vaccine, and 28 (19%) had not received a vaccine. Vaccination was similar across states (n=49, 87% in North Carolina; n=38, 76% in Georgia; n=35, 80% in Alabama; P=.30). Among those who were fully vaccinated, less than half (n=71, 47%) planned to get a booster shot; however, this was before the CDC strengthened its recommendation on November 29, 2021, for all individuals over 18 years old to receive the booster [22]. Less than 15% had ever been diagnosed with COVID-19 (n=18, 12%), but 79 (53%) knew someone who had been hospitalized or died as a result of having COVID-19.

**Statistical Analysis**

We descriptively examined characteristics, including participant demographics and knowledge, attitudes, and beliefs regarding vaccination, in general and about the COVID-19 vaccine, as well as prevention practices in the overall sample. We used frequencies and percentages for categorical variables and medians with the IQR for continuous variables. We tested for difference in vaccination by state using a chi-square test. We also examined motivations and barriers among those fully vaccinated (2 doses of a 2-dose vaccine, or 1 dose of a 1-dose vaccination) versus those not vaccinated and grouped vaccine hesitancy characteristics into their corresponding SCT domains/constructs to assess how these components influence vaccination behaviors. Although some measures were items from scales, all items were examined individually rather than as a score in order to understand answers to specific responses. The full survey is available upon request. In the results, we focus on environmental determinants of vaccination, which were a large contributor to overall attitudes about vaccination.
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### Table 1. Demographics of 150 BYA who participated in the survey (September-November 2021).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>23 (20-26)</td>
</tr>
<tr>
<td>Female sex, n (%)</td>
<td>103 (69)</td>
</tr>
<tr>
<td>Gender identity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Cisgender woman</td>
<td>88 (59)</td>
</tr>
<tr>
<td>Cisgender man</td>
<td>41 (27)</td>
</tr>
<tr>
<td>Transgender</td>
<td>4 (3)</td>
</tr>
<tr>
<td>Nonbinary, genderqueer, gender nonconforming, or gender fluid</td>
<td>18 (12)</td>
</tr>
<tr>
<td>Sexual orientation, n (%)</td>
<td></td>
</tr>
<tr>
<td>Gay or lesbian</td>
<td>10 (7)</td>
</tr>
<tr>
<td>Straight</td>
<td>87 (58)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>35 (23)</td>
</tr>
<tr>
<td>Queer, pansexual, asexual, or other</td>
<td>28 (19)</td>
</tr>
<tr>
<td>Highest level of education completed, n (%)</td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>2 (1)</td>
</tr>
<tr>
<td>High school</td>
<td>103 (69)</td>
</tr>
<tr>
<td>Bachelor's degree or higher</td>
<td>45 (30)</td>
</tr>
<tr>
<td>Employed as an essential worker, n (%)</td>
<td>49 (33)</td>
</tr>
<tr>
<td>Have health insurance, n (%)</td>
<td>106 (71)</td>
</tr>
<tr>
<td>Household size, median (IQR)</td>
<td>2 (1-4)</td>
</tr>
<tr>
<td>Children &lt;18 years old in the household, n (%)</td>
<td>44 (29)</td>
</tr>
<tr>
<td>Self or household member with a chronic health condition, n (%)</td>
<td>91 (61)</td>
</tr>
<tr>
<td>Smoke tobacco, n (%)</td>
<td>22 (15)</td>
</tr>
<tr>
<td>State of residence, n (%)</td>
<td></td>
</tr>
<tr>
<td>Alabama</td>
<td>44 (29)</td>
</tr>
<tr>
<td>Georgia</td>
<td>50 (33)</td>
</tr>
<tr>
<td>North Carolina</td>
<td>56 (37)</td>
</tr>
<tr>
<td>COVID-19 vaccination and diagnosis status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Received both doses or one dose of the Johnson &amp; Johnson</td>
<td>112 (75)</td>
</tr>
<tr>
<td>Received one dose of a two-dose vaccine, intend to get second dose</td>
<td>10 (7)</td>
</tr>
<tr>
<td>Not received the vaccine</td>
<td>28 (19)</td>
</tr>
<tr>
<td>Planning to get a booster</td>
<td>71 (47)</td>
</tr>
<tr>
<td>Ever diagnosed with COVID-19</td>
<td>18 (12)</td>
</tr>
</tbody>
</table>

BYA: Black or African American young adults.

### Motivations for Vaccination

Of those BYA who were fully vaccinated (n=122, 81%), the main reason for accepting the vaccine was to protect their own health (n=56, 46%); to protect the health of family/friends, coworkers, or community members (n=33, 27%); and to resume work, school, social activities, or travel (n=26, 21%); see Table 2. When able to choose more than 1 motivation, the mean number of reasons selected for receiving the COVID-19 vaccine was 4.1 (range 1-8). About half (n=56, 46%) reported that most or all family members had been vaccinated, 69 (57%) reported that most or all close friends had been vaccinated, and 87 (71%) reported that community leaders supported vaccination. Most were confident that the COVID-19 vaccines are safe (n=109, 85%) and effective at preventing severe illness (n=109, 89%), but 37 (30%) had heard information about the COVID-19 vaccine that they could not determine was true. In addition, 34 fully vaccinated respondents (28%) had little to no trust in the government and public health agencies’ vaccine recommendations.

Among those who were unvaccinated (n=28, 19%), the main motivators to get vaccinated were if it was required for school,
work, or travel (n=10, 36%), to protect the health of family/friends (n=7, 25%), and to protect one’s own health (n=3, 11%); 4 (14%) participants did not know what would motivate them (Table 3). Less than a third were confident that the COVID-19 vaccines are safe (n=8, 29%) and effective (n=6, 21%). The main reasons unvaccinated BYA noted not receiving the COVID-19 vaccine included concern about vaccine side effects (n=6, 21%), not trusting that the vaccine is safe (n=7, 25%), not knowing enough about how well a COVID-19 vaccine works (n=4, 14%), waiting until more people have gotten it (n=4, 14%), and not trusting the government (n=3, 11%). When able to choose more than 1 main motivator, the mean number of reasons selected for not receiving the COVID-19 vaccine was 2.3 (range 0-6). Half of the unvaccinated sample (n=14, 50%) reported wanting to wait to get vaccinated until it had been available for a while to see how it is working for other people; 4 (14%) participants said they would definitely not get the vaccine.

**Table 2. Motivations for receiving the COVID-19 vaccine.**

<table>
<thead>
<tr>
<th>Motivations</th>
<th>Participants (N=122)</th>
</tr>
</thead>
<tbody>
<tr>
<td>To protect my health</td>
<td>56 (46)</td>
</tr>
<tr>
<td>To protect the health of family/friends, coworkers or my community</td>
<td>33 (27)</td>
</tr>
<tr>
<td>To resume work, school, social activities, or travel</td>
<td>26 (21)</td>
</tr>
<tr>
<td>Because others I trust encouraged me to get it</td>
<td>5 (4)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Mean number of reasons selected for COVID-19 vaccination when able to choose more than 1, mean (range)</td>
<td>4.1 (1-8)</td>
</tr>
</tbody>
</table>

**Table 3. Reasons for not getting the COVID-19 vaccine.**

<table>
<thead>
<tr>
<th>Reasons</th>
<th>Participants (N=28)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do not trust that the vaccine is safe</td>
<td>7 (25)</td>
</tr>
<tr>
<td>Concerned about side effects from the vaccine</td>
<td>6 (21)</td>
</tr>
<tr>
<td>Waiting until more people have gotten it</td>
<td>4 (14)</td>
</tr>
<tr>
<td>Do not know enough about how well a COVID-19 vaccine works</td>
<td>4 (14)</td>
</tr>
<tr>
<td>Do not trust the government</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Just have not gotten around to getting it</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Mean number of reasons selected for not getting COVID-19 vaccination when able to choose more than 1, mean (range)</td>
<td>2.3 (0-6)</td>
</tr>
</tbody>
</table>

**Attitudes Toward Vaccines**

Overall, nearly all respondents (n=138, 92%) believed that, in general, vaccines are useful and effective, and many (n=90, 60%) reported prior lifetime receipt of the flu vaccine (Table 4). However, there was a high level of overall mistrust in vaccines; the participants believed that people are deceived about how well vaccines work to prevent illness (n=54, 36%) and about vaccine safety (n=55, 37%). Approximately one-third thought pharmaceutical companies cover up the dangers of vaccines (n=47, 31%) and that the government is experimenting with vaccines on the Black community (n=43, 29%); see Table 4.

Vaccine beliefs differed by the underlying motivation to receive the COVID-19 vaccine. Those who said they were or would be motivated to get vaccinated if it was required for school, work, or travel were more likely to endorse all negative beliefs about vaccination compared to those motivated for other reasons (Table 5). For example, 21 (58%) of those motivated by vaccine requirements agreed that the government is experimenting with vaccines on the Black community compared to 10 (25%) of
those motivated to protect health of others and 11 (19%) of those motivated to protect their own health. Most (n=21, 58%) of those motivated by vaccine requirements agreed that people are deceived about vaccine effectiveness compared to 9 (23%) of those motivated to protect health of others and 15 (25%) of those motivated to protect their own health.

Table 4. Beliefs about vaccination and experiences with health care.

<table>
<thead>
<tr>
<th>Beliefs and experiences</th>
<th>Participants (N=150), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Social network and COVID-19</strong></td>
<td></td>
</tr>
<tr>
<td>Know anyone who has been vaccinated</td>
<td>133 (89)</td>
</tr>
<tr>
<td>Most or all family members vaccinated</td>
<td>61 (41)</td>
</tr>
<tr>
<td>Most or all close friends vaccinated</td>
<td>76 (51)</td>
</tr>
<tr>
<td>Leaders (religious, political, teachers, health care workers) in your community support getting vaccinated</td>
<td>103 (69)</td>
</tr>
<tr>
<td>Know someone personally who has been hospitalized or died because of COVID-19</td>
<td>79 (53)</td>
</tr>
<tr>
<td><strong>COVID-19 vaccine confidence</strong></td>
<td></td>
</tr>
<tr>
<td>Confident currently available COVID-19 vaccines in the United States are effective at preventing severe illness or hospitalization</td>
<td>115 (77)</td>
</tr>
<tr>
<td>Confident COVID-19 vaccines currently available in the United States are safe</td>
<td>112 (75)</td>
</tr>
<tr>
<td>Know where to get accurate, timely information about COVID-19 vaccines</td>
<td>110 (73)</td>
</tr>
<tr>
<td>I have heard information about COVID-19 vaccines that I cannot determine is true or false</td>
<td>50 (33)</td>
</tr>
<tr>
<td>Trust the government and public health agencies that recommend getting a COVID-19 vaccine</td>
<td>94 (62)</td>
</tr>
<tr>
<td><strong>Negative experiences with health care: Have you ever felt that a doctor or health care provider:</strong></td>
<td></td>
</tr>
<tr>
<td>Did not believe you were telling the truth?</td>
<td>81 (54)</td>
</tr>
<tr>
<td>Refused to order a test or treatment you thought you needed?</td>
<td>69 (46)</td>
</tr>
<tr>
<td>Suggested you were personally to blame for a health problem you were experiencing?</td>
<td>67 (45)</td>
</tr>
<tr>
<td>Assumed something about you without asking?</td>
<td>83 (55)</td>
</tr>
<tr>
<td>Talked down to you or did not treat you with respect?</td>
<td>73 (49)</td>
</tr>
<tr>
<td>Did not listen to what you had to say?</td>
<td>81 (54)</td>
</tr>
<tr>
<td>Ever experience racial discrimination from health care provider?</td>
<td>60 (40)</td>
</tr>
<tr>
<td><strong>Vaccine beliefs (agree or strongly agree)</strong></td>
<td></td>
</tr>
<tr>
<td>Vaccine safety data are often fabricated.</td>
<td>33 (22)</td>
</tr>
<tr>
<td>Pharmaceutical (drug) companies cover up the dangers of vaccines.</td>
<td>47 (31)</td>
</tr>
<tr>
<td>People are deceived about how well vaccines work to prevent illness and death.</td>
<td>54 (36)</td>
</tr>
<tr>
<td>People are deceived about vaccine safety.</td>
<td>55 (37)</td>
</tr>
<tr>
<td>The government covers up the link between vaccines and autism.</td>
<td>22 (15)</td>
</tr>
<tr>
<td>The government is experimenting with vaccines on the Black community.</td>
<td>43 (29)</td>
</tr>
<tr>
<td>Vaccines have many known harmful side effects.</td>
<td>50 (33)</td>
</tr>
<tr>
<td>Vaccines may lead to illness and death.</td>
<td>43 (29)</td>
</tr>
<tr>
<td>Vaccines provide important benefits to society.</td>
<td>133 (89)</td>
</tr>
<tr>
<td>Vaccines are useful and effective.</td>
<td>138 (92)</td>
</tr>
<tr>
<td><strong>Vaccine experience</strong></td>
<td></td>
</tr>
<tr>
<td>Ever received the flu vaccine</td>
<td>90 (60)</td>
</tr>
<tr>
<td>Received the flu vaccine in the past 12 months</td>
<td>44 (29)</td>
</tr>
</tbody>
</table>
Table 5. Vaccine beliefs by motivations for receiving the COVID-19 vaccine.

<table>
<thead>
<tr>
<th>Vaccine beliefs</th>
<th>COVID-19 vaccination motivation, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>To protect my health</td>
</tr>
<tr>
<td></td>
<td>To protect the health of others</td>
</tr>
<tr>
<td></td>
<td>Required</td>
</tr>
<tr>
<td></td>
<td>Other or do not know</td>
</tr>
<tr>
<td></td>
<td>Total</td>
</tr>
<tr>
<td>Total</td>
<td>59 (100)</td>
</tr>
<tr>
<td></td>
<td>40 (100)</td>
</tr>
<tr>
<td></td>
<td>36 (100)</td>
</tr>
<tr>
<td></td>
<td>15 (100)</td>
</tr>
<tr>
<td></td>
<td>150 (100)</td>
</tr>
<tr>
<td>Vaccine safety data are often fabricated.</td>
<td>Agree</td>
</tr>
<tr>
<td></td>
<td>Disagree or do not know</td>
</tr>
<tr>
<td>Pharmaceutical (drug) companies cover up the dangers of vaccines.</td>
<td>Agree</td>
</tr>
<tr>
<td></td>
<td>Disagree or do not know</td>
</tr>
<tr>
<td>People are deceived about how well vaccines work to prevent illness and death.</td>
<td>Agree</td>
</tr>
<tr>
<td></td>
<td>Disagree or do not know</td>
</tr>
<tr>
<td>People are deceived about vaccine safety.</td>
<td>Agree</td>
</tr>
<tr>
<td></td>
<td>Disagree or do not know</td>
</tr>
<tr>
<td>The government covers up the link between vaccines and autism.</td>
<td>Agree</td>
</tr>
<tr>
<td></td>
<td>Disagree or do not know</td>
</tr>
<tr>
<td>The government is experimenting with vaccines on the Black community.</td>
<td>Agree</td>
</tr>
<tr>
<td></td>
<td>Disagree or do not know</td>
</tr>
</tbody>
</table>

a Because others I trust encouraged me to get it” (n=6, 40%), “other” (n=5, 33%), and “do not know” (n=4, 27%).

Discussion

Principal Findings

We conducted an online survey to describe COVID-19 vaccine acceptance and correlates among young Black adults in 3 southern states experiencing COVID-19 inequities. We found that approximately 14% of respondents had not received any doses of the COVID-19 vaccine as of November 2021. Most unvaccinated respondents reported that they were waiting to get vaccinated until it had been available for a while. Both vaccinated and unvaccinated respondents described similar motivations for vaccination, including to protect their own health, to protect the health of their family and communities, and requirements to resume work, school, travel, or social activities. Mistrust of vaccines was common even among the vaccinated population and was a barrier among the unvaccinated.

Among all respondents, those who said they were or would be motivated to get vaccinated if it was required for school, work, or travel were more likely to endorse negative beliefs about vaccination compared to those motivated for health reasons. Overall, our findings show that strategies to increase vaccination among BYA should emphasize the health of the family and community, while also continuing to build trust in vaccination overall and specifically around the safety and efficacy of the COVID-19 vaccine. Strategies that use vaccination mandates should consider and address how these requirements may also affect trust in vaccination. These findings are being used to inform the content for a smartphone application to address vaccination BYA in Georgia, Alabama, and North Carolina [24] (Budhwani et al, unpublished data, 2022).

Comparison With Prior Work

Despite the relatively young age of our sample, experiences of discrimination by a health care provider and mistrust of vaccines and the government’s involvement with vaccines were common. Among those unvaccinated, the main concerns about receiving the COVID-19 vaccine were side effects, trust of the government, trust in vaccines in general and specifically of the safety and efficacy of the COVID-19 vaccine, and not having enough information about how well the COVID-19 vaccine works. Our findings are similar to a systematic review of 13 studies that found that major predictors of vaccine hesitancy in Black and Hispanic people were medical mistrust and a history of racial discrimination; exposure to myths and misinformation; beliefs about vaccines and past vaccine compliance; and concerns about the safety, efficacy, and side effects of the COVID-19 vaccines [10]. Concerns about safety and efficacy have been shown to be a major barrier to vaccination across populations and countries [28]. Additional studies among college populations have also shown that a common reason for unwillingness to receive the vaccine are the belief that the
vaccine approval process was rushed [15], as well as mistrust of the health care system or government held by Black individuals, as described earlier [29]. Our findings indicate that mistrust was also common among vaccinated BYA, suggesting the potential for other motivations to build trust and facilitate vaccine uptake, such as trusted sources to combat misinformation and inclusion of BYA in vaccination messaging and programs, given their potential as change agents.

A review of interventions to increase vaccination for any indication found that aside from provider recommendations, the most effective interventions to increase vaccine have been those that target direct behavior change through the use of policies and practices to increase vaccination (eg, mandates, incentives, transportation) without changing what people think or feel (eg, vaccine confidence or perceived risk) [30-32]. Evidence from randomized trials has also shown that interventions to build on intentions (eg, reminders, prompts, and reducing logistical barriers) and shape behavior (eg, incentives, sanctions, or requirements, such as work and school vaccination mandates) have been effective at increasing vaccination [30-32]. In our survey, we found that many respondents were waiting to eventually receive the vaccine and might benefit from strategies to facilitate vaccination, although vaccines had already been approved for almost a year at the time of the survey [22]. In addition, we found that almost a third of those who were vaccinated and unvaccinated reported that their main motivation for vaccination was to resume work, school, travel, or other social activities. Yet, those who said they were or would be motivated because of vaccine requirements were more likely to endorse negative beliefs about vaccination compared to those motivated by other reasons.

Although requirements may be an important strategy and can result in greater vaccine uptake, it still leaves a gap in building trust in vaccines and does nothing to address or may reinforce justified medical skepticism within the Black community. Effective intervention strategies to address mistrust have included communicating the importance of vaccination through trusted channels (eg, Black physicians and clinicians), validating the real history- and experience-based reasons people may be hesitant, and addressing racism embedded within the health care system [33]. Interventions are critically needed to build trust and address medical mistrust, including through meaningful involvement of BYA in polices and programming for this age group.

Medical mistrust and a history of abuse and racism from the medical and research establishment mean that increasing vaccine uptake and trust in the safety and efficacy of COVID-19 vaccines requires messaging with involvement from trusted sources in the Black community and that the role of social support in encouraging vaccination is key. Our findings largely resonate with those of a prior study by Balasuriya et al [34] that used qualitative interviews with 72 respondents to explore COVID-19 vaccine access and acceptance among Black and Latinx communities in March 2021. The study identified 3 major themes that represent facilitators of and barriers to COVID-19 vaccination: (1) pervasive mistreatment of Black and Latinx communities and associated distrust; (2) informing trust via trusted messengers and messages, choice, social support, and diversity; and (3) addressing structural barriers to vaccination access. The first theme is related to pervasive mistreatment of Black and Latinx communities both historically and throughout the pandemic and aligns with the high levels of mistrust that were observed in our sample and high reported experiences of discrimination in health care. Within the second theme, respondents described feelings of trust in the COVID-19 vaccine that were built through receiving information from trusted messengers, consistent and transparent messaging, social support, and seeing diversity at the vaccination site. Accordingly, our results also show that despite mistrust even among vaccinated individuals, family and community concern was a motivator to receive the vaccine. Additionally, questions and skepticism about vaccination can be protective and efforts are needed to ensure that institutions are trustworthy, transparent, and engaged with communities throughout the vaccine rollout and other public health efforts [35].

Limitations
Our study used a convenience sample of young adults from North Carolina, Georgia, and Alabama and may not be representative of the larger population of BYA in these states. We observed that 86% of our sample was vaccinated, a rate much higher than national- and state-level data [36,37]. As of November 1, 2021, 59.3% of adults over the age of 18 years were vaccinated in Georgia, 54.8% in Alabama, and 63.4% in North Carolina [37]. The higher percentage vaccinated in our study may be because unvaccinated BYA are less likely to want to participate in research or because the survey was not distributed as widely through the social networks of unvaccinated individuals. There was also an overrepresentation of those assigned the female sex at birth (69%) in the sample. In addition, our sample included only 150 BYA, with 28 unvaccinated individuals. Given the small sample size and biased sample, we had limited power and ability to make statements about this population or specific comparisons between those vaccinated or unvaccinated. Lastly, the science and evidence have been evolving quickly on COVID-19, and this survey was conducted in September-November 2021, before the CDC expanded its recommendation on November 29, 2021, that all individuals ages 18 years and older get a COVID-19 booster [22]. Therefore, we are unable to make conclusions about boosters in this population, although more recent evidence suggests the percentage of those who have received a booster shot is lower in those aged 18-29 years compared to other age groups [36]. Future studies are needed to determine strategies to increase booster shots, particularly as concerns about vaccination were common among both vaccinated and unvaccinated groups in our survey and may lead to a lower likelihood of boosters. We also did not ask about COVID-19 testing since 2020. Therefore, the percentage who were ever diagnosed with COVID-19 (12%) is likely an underestimate of the percentage of the population who had truly been infected.

Conclusion
In a convenience sample of 150 BYA (aged 18-29 years) in Georgia, Alabama, and North Carolina, most respondents had received the COVID-19 vaccine or reported wanting to wait to get vaccinated until it had been available for a while to see how
it is working for other people. Reporting of mistrust of vaccines, particularly of vaccine safety and efficacy, was common and was noted as a barrier to receiving a vaccine among those who were unvaccinated and was also pervasive among those who were vaccinated. Protecting the health of the family and community, providing individual health, and vaccine requirements were motivators for vaccination among both vaccinated and unvaccinated individuals. Yet, those who said they were or would be motivated because of vaccine requirements were more likely to endorse negative beliefs about vaccination compared to those motivated by other reasons. Strategies such as vaccine requirements may be able to tip the scales toward a decision to get vaccinated among those who are initially hesitant—at least in the short term. However, it is unclear how vaccine requirements among BYA in the South will affect trust in the government or health care in the long term. Our study suggests that whether vaccine accepting or hesitant, interventions are critically needed to build trust in vaccines and address justified medical skepticism within the Black community. Interventions to address COVID-19 vaccination in BYA in the South should focus on building feelings of trust in the COVID-19 vaccine through receiving information from trusted messengers, consistent and transparent messaging, and social support, with meaningful involvement from BYA in COVID-19 policies and programming for this age group.
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Abstract

Background: The adoption of contact tracing apps worldwide has been low. Although considerable research has been conducted on technology acceptance, little has been done to show the benefit of incorporating persuasive principles.

Objective: This research aimed to investigate the effect of persuasive features in the COVID Alert app, created by Health Canada, by focusing on the no-exposure status, exposure status, and diagnosis report interfaces.

Methods: We conducted a study among 181 Canadian residents, including 65 adopters and 116 nonadopters. This study was based on screenshots of the 3 interfaces, of which each comprised a persuasive design and a control design. The persuasive versions of the first two interfaces supported self-monitoring (of exposure levels), and that of the third interface supported social learning (about how many other users have reported their diagnosis). The 6 screenshots were randomly assigned to 6 groups of participants to provide feedback on perceived persuasiveness and adoption willingness.

Results: A multivariate repeated-measure ANOVA showed that there is an interaction among interface, app design, and adoption status regarding the perceived persuasiveness of the interfaces. This resulted in a 2-way ANOVA for each interface. For the no-exposure interface, there was an interaction between adoption status and app design. Among adopters, there was no significant difference \( P=.31 \) between the persuasive design (mean 5.36, SD 1.63) and the control design (mean 5.87, SD 1.20). However, among nonadopters, there was an effect of app design \( (P<.001) \), with participants being more motivated by the persuasive design (mean 5.37, SD 1.30) than by the control design (mean 4.57, SD 1.19). For the exposure interface, adoption status had a main effect \( (P<.001) \), with adopters (mean 5.91, SD 1.01) being more motivated by the designs than nonadopters (mean 4.96, SD 1.43). For the diagnosis report interface, there was an interaction between adoption status and app design. Among nonadopters, there was no significant difference \( P=.99 \) between the persuasive design (mean 4.61, SD 1.84) and the control design (mean 4.77, SD 1.21). However, among adopters, there was an effect of app design \( (P=.006) \), with participants being more likely to report their diagnosis using the persuasive design (mean 6.00, SD 0.97) than using the control design (mean 5.03, SD 1.22). Finally, with regard to willingness to download the app, pairwise comparisons showed that nonadopters were more likely to adopt the app after viewing the persuasive version of the no-exposure interface (13/21, 62% said yes) and the diagnosis report interface (12/17, 71% said yes) than after viewing the control versions (3/17, 18% and 7/16, 44%, respectively, said yes).

Conclusions: Exposure notification apps are more likely to be effective if equipped with persuasive features. Incorporating self-monitoring into the no-exposure status interface and social learning into the diagnosis report interface can increase adoption by >30%.

(JMIR Form Res 2022;6(9):e34212) doi:10.2196/34212
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Introduction

Background
The COVID-19 pandemic resulted in the imposition of public health restrictions and the shutting down of several economies by most national governments worldwide. This necessitated the rollout of digital contact tracing apps to curb the spread of the coronavirus. Digital contact tracing apps help notify users who may have come in contact with someone with COVID-19 so that appropriate safety measures such as self-isolation and testing for COVID-19 can be taken [1]. They were mostly rolled out in high-income countries to support manual methods of contact tracing, which are often labor-intensive, time-consuming, and less likely to be accurate because of the limitation of human memories in recalling contacts [2]. They have the potential to reach a critical mass of adopters and are hence more likely to be effective than traditional means of contact tracing. The emergence of new variants of COVID-19 such as Delta variant [3], which may be resistant to vaccines [4], and its endemic potential are an indication that contact tracing apps may continue to be relevant in the fight against COVID-19 in the long term [5,6]. However, their adoption has been very low and slow owing to several factors [7].

Apart from trust- and privacy-related concerns, the minimalist design of contact tracing apps currently on the Google and Apple app stores tends to limit their perceived usefulness [8]. As noted by Kukuk [9], “[a]part from providing receiving notifications about possible infections, current contact tracing apps appear to not provide a clear benefit to the user.” Digital health experts have identified the lack of persuasive design and motivational affordances as being partly responsible for the low acceptance of contact tracing apps worldwide [7,10]. Research has shown that 56% of the population (eg, in a given country) may have to use contact tracing apps to considerably slow the spread of the virus [11]. Hence, there is a need for researchers to investigate ways to improve the design of contact tracing apps and increase their effectiveness. The minimalist design of contact tracing apps [8,12] (eg, users not being able to track the number of contacts and exposure time) might have been occasioned by the need to minimize collected user data to reduce privacy concerns [13,14] and eliminate fear of government surveillance [15]. Although, this can be seen as an advantage, it has also reduced the usefulness of contact tracing apps [9]. Research has shown that some users may be willing to provide more of their data to contact tracing apps (eg, location data) to receive additional benefits, such as the ability to track the number of daily contacts they had and COVID-19 hot spots [16,17]. The willingness of some users to provide more user data than others to have access to more useful features is an indication of the need for contact tracing apps tailored to different target groups [10,18].

Persuasive Design
We argued that the incorporation of persuasive features such as self-monitoring, social learning, tailoring, personalization, expertise, praise, and reward has the potential to improve the perceived persuasiveness of contact tracing apps and the reporting of COVID-19 diagnoses [18]. However, there is limited research on the effectiveness of the persuasive design of contact tracing apps in motivating behavior change. Most prior studies [19-21] did not focus on incorporating persuasive features in contact tracing apps. Rather, they focused on the Technology Acceptance Model (TAM), which does not consider persuasive design attributes. From the viewpoint of the TAM, we argue that the perceived usefulness of existing contact tracing and exposure notification apps through persuasive design has been relegated to the background [9,10]. One plausible explanation for this oversight was the need to roll out contact tracing apps as soon as possible to help flatten the curve.

To bridge the gaps in the extant literature, we proposed design guidelines for incorporating persuasive features in exposure notification apps (see our conceptual paper [18]). The guidelines were drawn from the persuasive system design (PSD) model by Oinas-Kukkonen and Harjumaa [22], which is commonly used in designing, implementing, and evaluating persuasive systems [23,24]. In this study, we implemented and evaluated the perceived persuasiveness of 2 of the proposed persuasive features (self-monitoring and social learning) from our conceptual paper [18], using the Government of Canada’s COVID Alert app as proof of concept [25]. The app was created by Health Canada in collaboration with Blackberry that provided privacy and security guidance [26]. We chose only 2 persuasive strategies because we could not implement and evaluate all persuasive strategies in the PSD model at the same time, and we had to start from somewhere. In particular, we chose self-monitoring because prior work, such as that by Cruz et al [17], reported that contact tracing app users would like to know the number of persons they have come in contact with. Second, we chose social learning because we believed that learning about the number of other users in your community who have reported their COVID-19 diagnosis holds the potential to motivate users to report theirs when they test positive. Moreover, prior research on persuasive technology has demonstrated that social learning has the capacity to motivate people to engage in beneficial behaviors regardless of culture, gender, or age [27,28]. The rationale for choosing self-monitoring and social learning is discussed in further detail in our prior conceptual paper, which focused on designing exposure notification apps as persuasive technologies [18].

Study Description
We conducted a survey on Amazon Mechanical Turk among 204 participants residing in Canada to investigate the effect of persuasive design on the adoption and perceived persuasiveness of COVID Alert. This study was based on 2 sets of app designs (persuasive and control), 3 types of use cases (no-exposure
status interface, exposure status interface, and diagnosis report interface), and 2 types of participants (COVID Alert adopters and nonadopters). The persuasive design supports persuasive features, such as self-monitoring and social learning, whereas the control design does not support any persuasive features. Self-monitoring, which is incorporated into the no-exposure and exposure status interfaces of the COVID Alert app, is one of the most commonly used and effective persuasive strategies in behavior change [29-31]. It provides users with opportunities for self-reflection and self-regulation, which result in increased focus and commitment to achieving a target behavior such as social distancing. Moreover, social learning, which is integrated into the diagnosis report interface, is an effective persuasive strategy for motivating behavior change through social influence and pressure [32]. To evaluate the effectiveness of persuasive design, we carried out a 4-factor multivariate repeated-measure ANOVA (RM-ANOVA) [33] based on interface, app design, adoption status, and perceived persuasiveness. Our overall hypothesis is that the persuasive design of exposure notification apps, regardless of the use case (interface), is more likely to be persuasive and adopted by potential users than the control design. Moreover, we hypothesize that adopters are more likely to find exposure notification apps persuasive than nonadopters, regardless of app design and use case.

Related Work

Overview

Before conducting this research, we searched 6 databases (Scopus, CINAHL, PubMed [MEDLINE], IEEE Xplore Digital Library, ACM Digital Library, and Web of Science) between October 30, 2020, and November 20, 2020, using the following terms: (contact tracing OR contact-tracing OR exposure notification OR exposure-notification OR contact notification OR contact-notification OR GAEN) AND (app OR apps OR application* OR technology* OR system OR systems) AND (percept* OR adopt* OR accept* OR uptake OR use OR usage) AND (covid* OR coronavirus OR SARS-CoV-2). In addition, we searched Google Scholar between November 21, 2020, and January 31, 2021, using terms such as COVID-19 contact tracing app and COVID-19 exposure notification app. The systematic review, which uncovered the key factors that drive the acceptance of contact tracing apps, is published in Frontiers in Digital Health [34]. The protocol for this review was published in the Journal of Medical Internet Research [35]. In this study, we review the key related articles retrieved from the database search, focusing on privacy, trust, and persuasive design.

Privacy and Trust

Privacy and trust are among the top-ranking ethical issues that COVID-19 stakeholders such as researchers, designers, and the public are concerned with when it comes to digital contact tracing [36-38]. In the context of web-based systems, privacy refers to the level of protection and security of user data and interaction while using an electronic system connected to the internet. It entails the collection, storage, use, and sharing of a user’s personal information [39]. In contrast, trust (despite not having a universally accepted scholarly definition [40]), in the context of web-based activities, is regarded as a cognitive mechanism adopted by users when interacting with internet-connected systems. Usually connected to the perceived quality, usability, and expertise of a web-based system such as a website, trust “operates to reduce the amount of [perceived] risk by reducing perceptions of anxiety and uncertainty” [40]. Preliminary research shows that there is a significant relationship between privacy concerns and trust, with each having the potential to impact the adoption of web-based systems, such as social networking sites [41,42] and e-commerce sites [43,44]. For example, Zlatolas et al [41] found that the higher the perceived privacy risk of using Facebook, the lower the perceived trust of users, and the lower the perceived trust in a social media site, the higher the privacy concerns of users. Trust is often associated with the success or failure of an e-commerce website, as web-based shoppers are concerned with unsafe products, insecure payment methods, loss of privacy, identity theft, and misuse of personal information [45].

In the contact tracing domain, research has also shown that privacy concerns and trust can impact the adoption of contact tracing apps [38]. For example, Sharma et al [19], Altmann et al [21], Kaspar [46], and Velicia-Martin et al [47] found in their work on technology acceptance that the higher people’s concern about privacy is, the less likely they are to download, install, or use contact tracing apps. Moreover, Sharma et al [19], Altmann et al [21], and Kaspar [46] found that the higher the users’ perceived trust in contact tracing apps and their stakeholders, such as the government, the higher their likelihood of adopting them. In contrast, Jonker et al [48] and Thomas et al [49] found that the higher the distrust of users (eg, in governments and tech companies [50]), the less likely they are to adopt contact tracing apps. Hence, as a way of enacting privacy protection, Jonker et al [48] recommended that governments implement contact tracing apps with adequate realistic privacy-preserving features; for example, users should be given control over their data, including deciding what data they want to share, whom they want to share it with, how and when they want to share it, and what it will be used for. Similarly, Walrave et al [20] recommended that contact tracing app sponsors inform potential users about the data to be collected and minimize data collection and the amount of time required to read and evaluate privacy terms by using visual presentation to improve comprehension. Finally, in furthering and fostering public trust, Altmann et al [21] recommended that national governments around the world should consider delegating the mandate of digital contact tracing to reputable and transparent public health institutions, over which they have little to no control.

Persuasive Design

Although a substantial amount of work has been done with regard to the impact of privacy and trust on contact tracing app adoption (as shown in the previous subsection), little has been done with regard to the impact of persuasive design. As of the time of writing this paper, we found only 2 studies [17,48] that investigated the benefit of incorporating persuasive features in contact tracing apps. One of the studies (Cruz et al [17]) found that more than half of the participants wanted to know how many infected people they had come in contact with (including the location and time) by way of self-monitoring. The study also found that most participants were more willing to share...
their locations when they were offered tangible rewards [17]. Similarly, another study (Jonker et al [48]) found that participants preferred contact tracing apps that offer tangible rewards, such as money and free COVID-19 testing. However, these studies were primarily based on contact tracing app descriptions and not implementations. Moreover, these studies were not based on a comparative analysis of intervention designs (equipped with persuasive strategies) or control designs (unequipped with persuasive strategies). Most importantly, the studies were carried out in the first half of 2020, when many people were less familiar with or had not used contact tracing and exposure notification apps. Hence, there is a need for this study to bridge the gap in the extant literature regarding the effect of persuasive design on contact tracing and exposure notification app design.

Methods

In this section, we focus on app design, measurement instruments, recruitment of participants, experimental design and data analysis, sample size calculation, and research model and hypotheses.

App Design

COVID Alert is the Government of Canada’s official app for contact tracing and exposure notification. Released on July 31, 2020, it uses Google/Apple Exposure Notification application programming interfaces to enforce strong privacy measures. Hence, it does not track the user’s location or collect personally identifiable information such as name, contacts, address, or health information. Similar to many exposure notification apps on the market, the COVID Alert app (persuasive or control design) comprises 3 key use cases: no-exposure status interface, exposure status interface, and diagnosis report interface (Figures 1 and 2). In the persuasive design, we implemented 2 types of persuasive strategies (self-monitoring and social learning) drawn from the PSD model [22]. The PSD model is a framework for the design, implementation, and evaluation of persuasive systems. It comprises 28 persuasive strategies. In our conceptual paper on exposure notification app design [18], we discuss likely persuasive strategies from the PSD model that can be incorporated into exposure notification apps to make them more effective and appealing. These include self-monitoring, tailoring, social learning, normative influence, trustworthiness, and authority. The rationale for implementing these strategies is described in the conceptual paper. In this study, we implemented the aforementioned strategies by focusing on self-monitoring (incorporated into the no-exposure and exposure status interfaces) and social learning (incorporated into the diagnosis report interface).

As shown in Figure 1, the no-exposure status interface informs the user that they have not been exposed to COVID-19 by being close to someone with COVID-19 in the last 14 days. The exposure status interface notifies the user that they may have been exposed to COVID-19 by being in close contact with someone with COVID-19, and provides information on what to do next (eg, self-isolate or go test for COVID-19 in the event of having symptoms). Finally, the diagnosis report interface enables a user who has tested positive to enter a one-time key given to them by the public health authority. We regard these 3 key original interfaces of the COVID Alert app, which are not equipped with persuasive features, as control designs (Figure 1).

Figure 2 shows the corresponding persuasive designs equipped with persuasive features. The no-exposure and exposure status interfaces are equipped with self-monitoring, and the diagnosis report interface is equipped with social learning. Self-monitoring is a persuasive feature that allows users to track their COVID-19 exposure levels over time. Figure 3 [34,51,52] illustrates the operational mechanism of self-monitoring. A person observes their own behavior and reflects on it, as though they are looking at themselves in the mirror. If they are not impressed with what they see (in the mirror), they regulate themselves by improving the target behavior [29,53,54]. In the no-exposure status interface, users can track total and average number of daily contacts and minutes exposed. In the exposure status interface, users can view the cumulative sum of contacts and exposure minutes in the last 14 days within which they must have been exposed. It is hoped that by seeing these summary statistics, users will be motivated to regulate their social distancing behavior. In contrast, social learning is a persuasive feature that allows users to be aware of other people’s behavior in the hope that they will be socially pressured and motivated to adopt the observed behavior. Figure 3 illustrates the operational mechanisms of social learning [53,55,56]. Social learning is based on the premise that observational learning cannot occur unless cognitive processes that mediate the learning process occur [52]. Figure 3 demonstrates that by observing others' behavior, one is motivated through social pressure to imitate the observe behavior for the common good. In the diagnosis report interface, the app informs the user about the number of users who have reported their COVID-19 diagnosis on a given day in the hope that they would be socially pressured to report if they tested positive to promote public health safety.
Figure 1. Control designs of the 3 key interfaces of the COVID Alert app.

Figure 2. Persuasive designs of the 3 key interfaces of the COVID Alert app.
Figure 3. The operational mechanism of self-monitoring and social learning [34,51,52].

**Measurement Instruments**

To investigate the effectiveness of the persuasive design, we measured 2 key constructs of interest: perceived persuasiveness of each of the interfaces (shown in Figures 1 and 2) and participants’ willingness to download the COVID Alert app from the app store. Table 1 shows the measures for both the constructs. Perceived persuasiveness refers to and measures the ability of the visual and informational design of an app to motivate users to adopt it. In this study, perceived persuasiveness is a reflective measure that captures how well the visual design of the COVID Alert app convinces and influences the user to start or continue using the app.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Items measuring construct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived persuasiveness (“strongly disagree: 1” to “strongly agree: 7”) [57]</td>
<td>The app design (name of interface)...</td>
</tr>
<tr>
<td></td>
<td>1. …influences me to start or continue using the COVID Alert app.</td>
</tr>
<tr>
<td></td>
<td>2. …is convincing for me to start or continue using the COVID Alert app.</td>
</tr>
<tr>
<td></td>
<td>3. …is relevant to my using or continued use of the COVID Alert app.</td>
</tr>
<tr>
<td>Willingness to download app from store (yes or no)</td>
<td>Now that I know about the COVID Alert app as the Government of Canada’s official exposure notification app, I will download it from the Apple or Google store to slow down the spread of the coronavirus.</td>
</tr>
<tr>
<td>Adoption status</td>
<td>Which of the following best describes you?</td>
</tr>
<tr>
<td></td>
<td>1. I am currently using the COVID Alert app.</td>
</tr>
<tr>
<td></td>
<td>2. I am currently using a COVID-19 contact tracing or exposure notification app other than COVID Alert.</td>
</tr>
<tr>
<td></td>
<td>3. I am not currently using any COVID-19 contact tracing or exposure notification app.</td>
</tr>
</tbody>
</table>

In the context of this study, perceived persuasiveness can be viewed as a proxy for the TAM or Theory of Planned Behavior constructs such as perceived usefulness [56,58], perceived compatibility with existing experiences, values, and tasks [59,60], and peer or superior influence [61], which have the potential to impact the adoption of new technologies. For example, the more a new technology is perceived as useful and compatible with the user’s past experiences, values, and tasks, the more relevant they will deem it and the more likely they will be to adopt it [61]. However, although perceived persuasiveness may be associated with constructs such as perceived ease of use and perceived usefulness [57,58], perceived compatibility with tasks [59], and social influence [62], it is not synonymous with any of these constructs. For example, the fact that a user perceives an app to be persuasive (motivating) may not mean that they find it easy to use, useful, or compatible with prior experiences, values, and tasks or vice versa. One plausible explanation is that some users may perceive an app (eg, a game) to be persuasive based on hedonic characteristics (such as perceived aesthetics [63] and perceived enjoyment [64]), without considering the utilitarian (eg, perceived usefulness) or compatibility features. In contrast, other users may perceive an app (eg, an exposure notification app) to be persuasive based on utilitarian or compatibility features without paying much attention to hedonic features. In the context of the PSD model, perceived persuasiveness can be viewed as a proxy for the four main categories of persuasive strategies. They include primary task support, dialog support, social support, and credibility support, which have direct and indirect relationships with perceived persuasiveness and adoption intention, respectively [65]. In particular, primary task support (defined as persuasive features that enable users to realize the main goal of a persuasive system) can be compared to perceived usefulness in the TAM. For example, in the work by Lehto et al [65], based on a web-based persuasive health system, primary task support was operationalized using utility-oriented items including (1) the system provides me with means to lose weight, (2) the system helps me lose weight, and
(3) the system helps me change my eating habits, which reflect perceived usefulness.

For this study, the perceived persuasiveness measure was adapted from the work by Lehto et al [65], to suit the context of exposure notification apps. It is a 7-point scale ranging from strongly disagree (1) to strongly agree (7). Moreover, willingness to download refers to and measures participants’ intention to adopt the app to curb the spread of the coronavirus after seeing or learning about its functionality. It was based on a yes-or-no measure. Finally, we measured adoption status by asking participants to choose 1 of the 3 options shown in Table 1. If they chose the first and third options, they were regarded as COVID Alert adopters and nonadopters, respectively. Those who chose the second option were filtered out of the data analysis, as we were interested in analyzing and comparing participants who had installed and interacted with the COVID Alert app and those who had not in the past.

**Participants**

The criterion for inclusion in the study was that participants must be residents of Canada, regardless of sex, gender, age, education, country of origin, and contact tracing app adoption status. We did not place any demographic restrictions on who could participate in the study because everyone, regardless of the enumerated demographic variables, is liable to be exposed to COVID-19, and is thus expected to use exposure notification apps such as COVID Alert. We recruited participants residing in Canada with at least one year of smartphone use experience on Amazon Mechanical Turk to evaluate the persuasive and control designs of the COVID Alert app. Amazon Mechanical Turk is an inexpensive crowdsourcing web-based commercial platform for recruiting a nonconvenience sample of participants worldwide. Research has shown that owing to its quality-assurance mechanism, the platform has the potential to yield high-quality data [66]. The recruitment of study participants took place between December 25, 2020, and January 25, 2021. With the aid of our laboratory-wide account, the first author used the requester interface to post details of the study on the Amazon Mechanical Turk platform. The requester interface allows the researcher to specify the number of participants, duration of the study, and types of participants using filtering terms such as country and location [67]. We tweaked the default JavaScript code in the requester interface to randomly assign 1 of the 6 exposure notification app interfaces to each potential anonymous participant. Hence, each participant only viewed the interface assigned to them as described in Multimedia Appendix 1, without interacting with it. Before completing the web-based questionnaire, each participant was requested to read the information and consent forms and provide informed consent. Upon consent, participants were allowed to complete the survey; otherwise, they were directed to the end of the survey. Each participant was remunerated with US $2 in appreciation of their time. A total of 204 participants took part in the study. Of these, 65 (32%) had already used the COVID Alert app, 17 (8%) were using other contact tracing apps, 116 (57%) did not use the COVID Alert app or any other contact tracing app at the time of taking the survey, and 6 (3%) did not specify their adoption status. The first and third subgroups were regarded as the COVID Alert adopter group (n=65) and the nonadopter group (n=116), respectively. The second and fourth subgroups (n=23) were filtered out during data analysis. Table 2 shows the demographics of the COVID Alert adopters and nonadopters (n=181) assigned to the 6 user interfaces, comprising 3 control designs (C1, C2, and C3) and 3 persuasive designs (P1, P2, and P3).
Table 2. Participants’ demographics based on the 6 user interfaces (N=181).

<table>
<thead>
<tr>
<th>Criterion and subgroup</th>
<th>Overall users, n</th>
<th>No-exposure interface, n</th>
<th>Exposure interface, n</th>
<th>Diagnosis report interface, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C1^a</td>
<td>P1^b</td>
<td>C2</td>
<td>P2</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>106</td>
<td>16</td>
<td>20</td>
<td>18</td>
</tr>
<tr>
<td>Female</td>
<td>73</td>
<td>10</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Others</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;18</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>18 to 24</td>
<td>36</td>
<td>1</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>25 to 34</td>
<td>64</td>
<td>8</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>35 to 44</td>
<td>48</td>
<td>9</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>45 to 54</td>
<td>19</td>
<td>6</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>&gt;55</td>
<td>10</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Unspecified</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technical or trade</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>High school</td>
<td>39</td>
<td>2</td>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>Bachelor’s</td>
<td>99</td>
<td>20</td>
<td>14</td>
<td>18</td>
</tr>
<tr>
<td>Master’s</td>
<td>29</td>
<td>3</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Doctorate</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Other</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Using smartphone (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 to 5</td>
<td>27</td>
<td>3</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>6 to 10</td>
<td>86</td>
<td>14</td>
<td>16</td>
<td>18</td>
</tr>
<tr>
<td>11 to 20</td>
<td>59</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>&gt;20</td>
<td>8</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Unspecified</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Country of origin</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>143</td>
<td>24</td>
<td>21</td>
<td>24</td>
</tr>
<tr>
<td>Other</td>
<td>38</td>
<td>3</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>Adoption status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adopters</td>
<td>65</td>
<td>10</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Nonadopters</td>
<td>116</td>
<td>17</td>
<td>21</td>
<td>19</td>
</tr>
</tbody>
</table>

\(^a\)C: control design.  
\(^b\)P: persuasive design.

**Experimental Design and Data Analysis**

This study was based on a web-based questionnaire in which each participant was randomly assigned to 1 of the 6 user interfaces shown in Figures 1 and 2. Before questions were asked to the participants, the functionality of the COVID Alert app was described to them (see Multimedia Appendix 1 for details on the experimental design and accompanying information presented to participants). Two types of data analysis were carried out: path modeling and multivariate RM-ANOVA [33]. First, the path modeling set out to uncover the strength of the relationship between the perceived persuasiveness of each of the 3 interfaces (no-exposure status, exposure status, and diagnosis report) and the willingness to download the app by nonadopters. This analysis helped us establish that there is a significant relationship between the perceived persuasiveness of an exposure notification app and the willingness to adopt it by nonadopters.
Second, the experimental design, based on a 4-way multivariate RM-ANOVA factorial design, aimed to understand the main effect of app design, interface, and adoption status on the perceived persuasiveness of each user interface and their interactions. On the basis of this 4-way multivariate RM-ANOVA factorial design, we aimed to understand the main effect of the first 3 variables on the perceived persuasiveness of each of the 3 user interfaces and their interactions. The app design has 2 conditions (persuasive and control), the interface has 3 levels (no-exposure status, exposure status, and diagnosis report), and the adoption status has 2 levels (adopters and nonadopters). Moreover, perceived persuasiveness was measured repeatedly using 3 indicators as shown in Table 1. Finally, among the nonadopter group, we investigated the effect of app design on participants’ willingness to download the COVID Alert app from the app store. Using 2x2 chi-square tests [68], we compared, for each user interface, the percentage of participants who viewed the persuasive design that said “yes” with the percentage of participants who viewed the control design that said “yes”. This pairwise comparison helped to uncover any significant difference between the persuasive and control design groups.

Sample Size Calculation
Before conducting this study, we computed the sample size using the University of British Columbia’s web-based power and sample size calculator developed by Brant [69]. We chose the default significance level of .05 and a power level of 0.80. Moreover, we chose our SD value to be 1.0, and the mean difference between the 2 groups as 0.8 on a 7-point Likert scale (ie, >10% difference). The SD was derived from a similar study of the principles of persuasion by Cialdini, conducted among individualist participants from North America [70]. In particular, the SD for the liking principle, which is highly related to the perceived persuasiveness construct in this study, was 1.09. Hence, we decided to use a SD of approximately 1.0 for the calculation of our sample size for each group. The calculation (based on a 2-sided test) resulted in a sample size of 25 for each group. As shown in Table 2, a total of 6 groups met this sample size requirement, with 5 of them being >30.

Research Model and Hypotheses
We based our data analysis on path modeling and multivariate RM-ANOVA. Figure 4 shows the hypothesized model. This model was based on prior research, which showed that there is a significantly strong relationship between the perceived persuasiveness of an app (such as a fitness app) and adoption intentions [57]. On the basis of this finding and the fact that screenshots of key interfaces of an app are often included in its description in the app store, we hypothesized as follows: hypothesis H1: the higher the perceived persuasiveness of an exposure notification app in the app store, the more likely users will download it. This hypothesis is based on the premise that potential users will be able to view the key interfaces of the app (in addition to reading its description) in the app store before making their decision to download it. It is broken down for each of the 3 key user interfaces as follows:

1. H1a: the higher the perceived persuasiveness of the no-exposure status interface in the app store, the more likely users will download the COVID Alert app.
2. H1b: the higher the perceived persuasiveness of the exposure status interface in the app store, the more likely users will download the COVID Alert app.
3. H1c: the higher the perceived persuasiveness of the diagnosis report interface in the app store, the more likely users will download the COVID Alert app.

In addition, using an exploratory approach, we investigated which of the 3 interfaces (ie, perceived persuasiveness) has the strongest effect on users’ willingness to download the COVID Alert app. It is noteworthy that we do not imply or mean a causal-effect relationship in H1 or each time we use the word effect in characterizing the relationship between perceived persuasiveness and willingness to download the app. As the mantra goes, correlation does not mean causation. Moreover, we hypothesized that the perceived persuasiveness of each interface will be influenced by the app design. In other words, given that persuasive designs support persuasive features such as self-monitoring and social learning, we hypothesized as follows:

1. H2a: the perceived persuasiveness of the persuasive design of the no-exposure status interface will be higher than that of the control design.
2. H2b: the perceived persuasiveness of the persuasive design of the exposure status interface will be higher than that of the control design.
3. H2c: the perceived persuasiveness of the persuasive design of the diagnosis report interface will be higher than that of the control design.

Third, research shows that adopters perceive and rate new technologies more favorably than nonadopters [71-73]. For example, Dickerson and Gentry [73] found that prior experience with other computer-related products and services played a significant role in the movement of people toward the purchase of a home computer. Hence, we hypothesized that the perceived persuasiveness of each interface will be influenced by app adoption status. In other words, given that users of COVID Alert (adopters) are familiar with and are currently using it to track their exposure, they are more likely to evaluate it favorably. Hence, we hypothesized as follows:

1. H3a: adopters are more likely to perceive the no-exposure status interface to be persuasive than nonadopters.
2. H3b: adopters are more likely to perceive the exposure status interface to be persuasive than nonadopters.
3. H3c: adopters are more likely to perceive the diagnosis report interface to be persuasive than nonadopters.

Fourth, given the hypothesized relationship between perceived persuasiveness and willingness to download the app (H1), we hypothesized that persuasive versions are more likely to be downloaded by nonadopters than control versions (H4). Some nonadopters, before the completion of the study, might have refused to download the control version of the COVID Alert app in the past for various reasons. However, with the integration of persuasive features such as self-monitoring and social learning, which provide some utilitarian benefit...
(monitoring of exposure levels) and a socially motivational message, we hypothesized as follows:

1. H4a: nonadopters who viewed the persuasive design of the no-exposure status interface are more likely to adopt the COVID Alert app than those who viewed the control design.

2. H4b: nonadopters who viewed the persuasive design of the exposure status interface are more likely to adopt the COVID Alert app than those who viewed the control design.

3. H4c: nonadopters who viewed the persuasive design of the diagnosis report interface are more likely to adopt the COVID Alert app than those who viewed the control design.

Figure 4. Research model for the relationship between perceived persuasiveness and willingness to download the app by nonadopters. H: hypothesis.
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Results
In this section, we present the results based on our hypotheses. The results include the data-driven model, the mean values of perceived persuasiveness for each of the 3 interfaces, the ANOVA to uncover the main effects and interactions of factors, and the percentages of nonadopters who are willing to download the COVID Alert app from the Apple or Google store because of their awareness of it through the survey.

Data-Driven Path Model
Figure 5 shows the data-driven models for the 3 key user interfaces. The models aim to answer the first set of hypotheses (H1a to H1c). They were built using the partial least-squares path modeling package in RStudio [74]. The no-exposure status interface model was built using a subset of the C1 and P1 participants (n=38) who were nonadapters, as shown in Table 2. The other 21 participants did not respond to the question on willingness to download the app. Similarly, the exposure status interface model was built using only the C2 and P2 nonadapters (n=45). Finally, the diagnosis report interface model was built using only the C3 and P3 participants (n=33). As shown in Table 1, one item was used to measure the willingness to download the app, and 3 items were used to measure perceived persuasiveness. In constructing the models, the responses yes and no to willingness to download the app were coded as 1 and 0, respectively. All the construct items were treated as reflective indicators in the measurement models. Unlike formative indicators, which are considered the causes or drivers of the construct (ie, latent variable) that they measure, reflective indicators are considered to be caused by the construct that they measure [75]. Before analyzing the structural models, we evaluated the measurement models to ensure that the required preconditions such as indicator reliability, internal consistency reliability, convergent validity, and discriminant validity of the multiitem construct are satisfied. The outer loading metric was used to measure indicator reliability, which was >0.7 for most of the indicators that measured perceived persuasiveness in the 3 models. However, in the second model, the third indicator (The app design is relevant to my using or continued use of the COVID Alert app) had an outer loading value of 0.64. In the third model, the indicator was removed because its outer loading value was <0.40. The Dillon-Goldstein metric was used to assess the internal consistency reliability of perceived persuasiveness, which was also >0.7. The average variance extracted metric was used to assess the convergent validity of perceived persuasiveness, which was >0.5. Finally, the cross-loading metric was used to assess the discriminant validity of perceived persuasiveness. Its indicators loaded higher on itself than on willingness to download the app [74].

Overall, regardless of the interface, the relationship between perceived persuasiveness and willingness to download an app was statistically significant with β>0.40. We also conducted a multigroup analysis to determine the significant difference between each pair of path coefficients in the 3 submodels. The results showed no significant difference between each pair,
although the path coefficients for the no-exposure status interface ($\beta=0.68; P<0.001$) and the exposure status interface ($\beta=0.67; P<0.001$) were numerically higher than those of the diagnosis report interface ($\beta=0.47; P=0.04$).

**Figure 5.** Data-driven model based on each of the 3 key user interfaces. GOF: goodness of fit. *$P<0.05$; **$P<0.001$.

Mean Values of Perceived Persuasiveness and RM-ANOVA

**Overview**

In this section, we address the second and third sets of hypotheses (ie, H2 and H3) by conducting a 4-factor multivariate RM-ANOVA based on the interface, app design, adoption status, and perceived persuasiveness. The results of the analysis (Table 3) show a main effect of adoption status ($F_{507,1}=28.94; P<0.001$) and an interaction between interface, adoption status, and app design ($F_{507,2}=5.90; P=0.002$). Owing to the interaction, we carried out a 2-way ANOVA taking each interface, app design, and adoption status at a time.

**Table 3.** Repeated-measure ANOVA based on interface, adoption status, app design, and perceived persuasiveness.

<table>
<thead>
<tr>
<th>Interface×adoption status×app design</th>
<th>Adoption status</th>
<th>Interface adoption status/app design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Df/Res$^a$</td>
<td>507</td>
<td>507</td>
</tr>
<tr>
<td>$F$ (df)</td>
<td>28.94 (1)</td>
<td>5.90 (2)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.002</td>
</tr>
</tbody>
</table>

$^a$Df/Res: degree of freedom residual.

**Two-Way ANOVA for Each Interface**

In this section, owing to the 3-way interaction shown in Table 3, we conducted a 2-way ANOVA based on the adoption status and app design for each of the 3 interfaces.

**No-Exposure Status Interface**

Figure 6 shows the mean ratings of perceived persuasiveness of the no-exposure status interface for adopters and nonadopters. Overall, adopters rated the interface higher than nonadopters. As shown in Table 4, the 2-way ANOVA showed that there was a main effect of adoption status ($F_{173,1}=10.82; P=.001$) and an interaction between adoption status and app design ($F_{173,1}=6.93; P=.009$).

Owing to the interaction between adoption status and app design, we carried out a further 1-way ANOVA at each level of adoption status and app design as shown in Table 5. The results showed that there was a main effect of app design within the nonadopter group, with a medium effect size ($F_{112,1}=12.34; P<.001; \eta^2_p=0.10$). The persuasive design (mean 5.37, SD 1.30) had a significantly higher mean value than the control design (mean 4.57, SD 1.19). Moreover, adoption status had a main effect regarding the control design, with a large effect size ($F_{79,1}=20.41; P<.001; \eta^2_p=0.21$). The adopter group (mean 5.87, SD 1.20) rated the control design significantly higher than the nonadopter group (mean 4.57, SD 1.19).
Figure 6. Mean ratings of perceived persuasiveness of the no-exposure interface for the COVID Alert adopters and nonadopters. Horizontal bar represents overall mean value of perceived persuasiveness. Vertical bars represent 95% CIs. C: control design; P: persuasive design.

Table 4. Two-way ANOVA based on adoption status and app design for the no-exposure status interface.

<table>
<thead>
<tr>
<th>Adoption status</th>
<th>Adoption status x app design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Df Res^a</td>
<td>173</td>
</tr>
<tr>
<td>F (df)</td>
<td>10.82 (1)</td>
</tr>
<tr>
<td>P value</td>
<td>.001</td>
</tr>
</tbody>
</table>

^aDf Res: degree of freedom residual.

Table 5. Further 1-way ANOVA for the perceived persuasiveness of the no-exposure status interface at each level of adoption status and app design (small effect size: η_p^2=0.01; medium effect size: η_p^2=0.06; larger effect size: η_p^2=0.14) [76].

<table>
<thead>
<tr>
<th>One-way ANOVA for each app design</th>
<th>App design effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1^a</td>
<td>P1^b</td>
</tr>
<tr>
<td>Adopter</td>
<td>5.87</td>
</tr>
<tr>
<td>Nonadopter</td>
<td>4.57</td>
</tr>
<tr>
<td>Adoption effect</td>
<td>F_{79,1}=20.41; P&lt;.001; η_p^2=0.21</td>
</tr>
<tr>
<td></td>
<td>F_{112,1}=12.34; P&lt;.001; η_p^2=0.10</td>
</tr>
</tbody>
</table>

^aC: control design.  
^bP: persuasive design.  
^cN/A: not applicable.

Exposure Status Interface

Figure 7 shows the mean rating of the perceived persuasiveness of the exposure status interface for adopters and nonadopters. The 2-way ANOVA based on adoption status and app design (Table 6) showed that there was only a main effect of adoption status (F_{197,1}=19.03; P<.001) with a medium effect size (η_p^2=0.09). In other words, the adopters significantly rated the perceived persuasiveness of the interface (mean 5.91, SD 1.01) higher than the nonadopters (mean 4.96, SD 1.43).
Figure 7. Mean scores of perceived persuasiveness of the exposure status interface for COVID Alert adopters and nonadopters. Horizontal bar represents the overall mean value of the construct for each user group. Vertical bars represent 95% CIs. C: control design; P: persuasive design.

Table 6. Two-way ANOVA based on app design and adoption status for the exposure status interface (small effect size: $\eta^2=0.01$; medium effect size: $\eta^2=0.06$; larger effect size: $\eta^2=0.14$) [76].

<table>
<thead>
<tr>
<th></th>
<th>Adoption status</th>
<th>Adoption status x app design</th>
<th>App design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Df Res$^a$</td>
<td>197</td>
<td>197</td>
<td>197</td>
</tr>
<tr>
<td>$F (df)$</td>
<td>19.03 (1)</td>
<td>1.81 (1)</td>
<td>0.40 (1)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>0.18</td>
<td>0.53</td>
</tr>
</tbody>
</table>

$^a$Df Res: degree of freedom residual.

Diagnosis Report Interface

Figure 8 shows the mean rating of the perceived persuasiveness of the diagnosis report interface for the adopter and nonadopter groups. The 2-way ANOVA based on app design and adoption status (Table 7) showed that there is a main effect of adoption status ($F_{161,1}=9.51; P=.002$) and an interaction between app design and adoption status ($F_{161,1}=4.03; P=.046$).

Figure 8. Mean ratings of perceived persuasiveness of the diagnosis report interface for COVID Alert adopters and nonadopters. Horizontal bar represents the overall mean value of the construct for each user group. Vertical bars represent 95% CIs. C: control design; P: persuasive design.
Owing to the interaction between adoption status and app design, we carried out a further 1-way ANOVA at each level of each factor as shown in Table 8. The results showed that there was a main effect of app design within the adopter group ($F_{64,1} = 8.00; P = .006$), with a medium effect size ($\eta^2_p = 0.11$). In other words, the persuasive design (mean 6.00, SD 0.97) had a significantly higher mean value for perceived persuasiveness than the control design (mean 5.03, SD 1.22). Moreover, adoption status had a main effect regarding the persuasive design, with a near large effect size ($F_{76,1} = 11.10; P = .001; \eta^2_p = 0.13$). In other words, adopters (mean 6.00, SD 0.97) significantly rated the perceived persuasiveness of the persuasive design higher than that of nonadopters (mean 4.61, SD 1.84).

Table 7. Repeated-measure ANOVA based on app design, adoption status, and perceived persuasiveness indicator for the diagnosis report interface.

<table>
<thead>
<tr>
<th>Adaption status</th>
<th>App design×adoption status</th>
</tr>
</thead>
<tbody>
<tr>
<td>Df Res$^a$</td>
<td>161</td>
</tr>
<tr>
<td>$F$ (df)</td>
<td>9.51 (1)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.046</td>
</tr>
</tbody>
</table>

$^a$Df Res: degree of freedom residual.

Table 8. Further 1-way ANOVA for the perceived persuasiveness of the diagnosis report interface at each level of adoption status and app design (small effect size: $\eta^2_p = 0.01$; medium effect size: $\eta^2_p = 0.06$; larger effect size: $\eta^2_p = 0.14$) [76].

<table>
<thead>
<tr>
<th>One-way ANOVA for each app design</th>
<th>App design effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>C3$^a$</td>
<td>P3$^b$</td>
</tr>
<tr>
<td>Adopter</td>
<td>5.03</td>
</tr>
<tr>
<td>Nonadopter</td>
<td>4.77</td>
</tr>
<tr>
<td>Adoption effect</td>
<td>$F_{85,1} = 0.56; P = .46$</td>
</tr>
<tr>
<td></td>
<td>$F_{97,1} = 0.00; P = .99$</td>
</tr>
</tbody>
</table>

$^a$C: control design.
$^b$P: persuasive design.

**Two-Way ANOVA for Each App Design**

In this section, due to the 3-way interaction in Table 8, we conducted a 2-way ANOVA based on adoption status and interface for each of the 3 interfaces.

**Control Design**

Table 9 presents the 2-way ANOVA based on the adoption status and interface for the control design. The results show a main effect of adoption status ($F_{252,1} = 20.00; P < .001$) and an interaction between adoption status and interface ($F_{252,2} = 3.45; P = .03$).

Owing to the interaction between interface and adoption status, we carried out a further 1-way ANOVA at each level of each factor as shown in Table 10. The results show that there is a main effect of adoption status with regard to the no-exposure status interface ($F_{79,1} = 20.41; P < .001; \eta^2_p = 0.21$) and the exposure status interface ($F_{88,1} = 21.85; P < .001; \eta^2_p = 0.20$), with a large effect size. In both interfaces, the mean value of perceived persuasiveness was significantly higher for the adopter group than for the nonadopter group. Moreover, there was a main effect of interface within adopters, ($F_{92,2} = 6.33; P = .003$), with a near large effect size ($\eta^2_p = 0.13$), which made us carry out a further pairwise comparison. The results showed that the mean values of perceived persuasiveness for the no-exposure status interface (mean 5.87, SD 1.20) and exposure status interface (mean 6.12, SD 1.01) were significantly higher than those of the diagnosis report interface (mean 5.03, SD 1.22) at $P = .04$ and $P = .003$, respectively.

Table 9. Two-way ANOVA based on adoption status and interface for the control design.

<table>
<thead>
<tr>
<th>Adoption status</th>
<th>Interface×adoption status</th>
</tr>
</thead>
<tbody>
<tr>
<td>Df Res$^a$</td>
<td>252</td>
</tr>
<tr>
<td>$F$ (df)</td>
<td>20.00 (1)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt; .001</td>
</tr>
</tbody>
</table>

$^a$Df Res: degree of freedom residual.
Table 10. Further 1-way ANOVA for the perceived persuasiveness of the control design at each level of interface and adoption status (small effect size: $\eta^2=0.01$; medium effect size: $\eta^2=0.06$; larger effect size: $\eta^2=0.14$) [76].

<table>
<thead>
<tr>
<th>Interface effect</th>
<th>Diagnosis report</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-way ANOVA within each adoption status</td>
<td></td>
</tr>
<tr>
<td>Adopter</td>
<td>5.87</td>
</tr>
<tr>
<td>Nonadopter</td>
<td>4.57</td>
</tr>
<tr>
<td>Adoption effect</td>
<td>$F_{99,2}=6.33; P=.003; \eta^2_p=0.13$</td>
</tr>
</tbody>
</table>

* N/A: not applicable.

**Persuasive Design**

Table 11 shows the 2-way ANOVA based on adoption status and interface for persuasive design. The results show that there is a main effect of adoption status ($F_{279}=4.96; P=.03$; $\eta^2_p=0.03$), with the mean value of perceived persuasiveness of the persuasive design being significantly higher for the adopter group (mean 5.69, SD 1.24) than for the nonadopter group (mean 5.01, SD 1.54). There is no interaction between adoption status and interface.

Table 11. Two-way ANOVA based on adoption status and interface for the persuasive design (small effect size: $\eta^2=0.01$; medium effect size: $\eta^2=0.06$; larger effect size: $\eta^2=0.14$) [76].

<table>
<thead>
<tr>
<th>Interface effect</th>
<th>Diagnosis report</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>No-exposure status</td>
<td>Exposure status</td>
<td>Diagnosis report</td>
</tr>
<tr>
<td>Adopter</td>
<td>5.36</td>
<td>5.70</td>
</tr>
<tr>
<td>Nonadopter</td>
<td>5.37</td>
<td>5.05</td>
</tr>
<tr>
<td>Adoption effect</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

* N/A: not applicable.

**Two-Way ANOVA for Each Adoption Status**

In this section, owing to the 3-way interaction in Table 3, we conducted a 2-way ANOVA based on app design and interface for each adoption status.

**Adopter Group**

We performed a 2-way ANOVA based on the app design and interface for the adopter group. The results showed that there was an interaction between app design and interface ($F_{189,2}=6.73; P=.001$). Owing to the interaction, we carried out a further 1-way ANOVA at each level of app design and interface as shown in Table 12. The results show that there is a main effect of the interface with regard to the control design ($F_{99,2}=6.33; P=.003; \eta^2_p=0.13$). There was also a main effect of app design with regard to the diagnosis report interface ($F_{64,1}=8.00; P=.006; \eta^2_p=0.11$). Finally, there is a main effect of app design in the exposure status interface ($F_{64,1}=4.31; P=.04; \eta^2_p=0.06$). Regarding the diagnosis report interface, the mean of perceived persuasiveness is significantly higher for the persuasive design than the control design. However, the reverse is true for the exposure status interface.

Table 12. Further 1-way ANOVA for adopters’ perceived persuasiveness at each level of app design and interface (small effect size: $\eta^2=0.01$; medium effect size: $\eta^2=0.06$; larger effect size: $\eta^2=0.14$) [76].

<table>
<thead>
<tr>
<th>Interface effect</th>
<th>Diagnosis report</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-way ANOVA within each app design</td>
<td></td>
</tr>
<tr>
<td>Control design</td>
<td>5.87</td>
</tr>
<tr>
<td>Persuasive design</td>
<td>5.36</td>
</tr>
<tr>
<td>Adoption effect</td>
<td>$F_{61,1}=1.05; P=.31$</td>
</tr>
</tbody>
</table>

* N/A: not applicable.
Nonadopter Group

Table 13 shows a 2-way ANOVA based on app design and interface for the nonadopter group. The results show that there is a main effect of app design ($F_{342,1}=5.62; P=.02; \eta^2_p=0.02$), with a small effect size and persuasive design (mean 5.01, SD 1.54) having a significantly higher mean value of perceived persuasiveness than the control design (mean 4.72, SD 1.25).

Table 13. Two-way ANOVA based on app design and interface for the nonadopter group (small effect size: $\eta^2_p=0.01$; medium effect size: $\eta^2_p=0.06$; larger effect size: $\eta^2_p=0.14$) [76].

<table>
<thead>
<tr>
<th>App design effect</th>
<th>No-exposure status</th>
<th>Exposure status</th>
<th>Diagnosis report</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control design</td>
<td>4.56</td>
<td>4.82</td>
<td>4.77</td>
<td>4.72</td>
</tr>
<tr>
<td>Persuasive design</td>
<td>5.37</td>
<td>5.05</td>
<td>4.61</td>
<td>5.01</td>
</tr>
<tr>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>$F_{342,1}=5.62; P=.02; \eta^2_p=0.02$</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Nonadopters’ Willingness to Download the COVID Alert App

This section addresses the fourth set of hypotheses (H4). Figure 9 shows the percentages of nonadopters in each of the 6 groups who were willing to download the COVID Alert app from the Apple or Google store after completing the survey. The question they responded to was Now that I know about the COVID Alert app as the Government of Canada’s official exposure notification app, I will download it from the Apple/Google store to slow down the spread of the coronavirus. This question was targeted only at nonadopters in the survey. Overall, the percentage of nonadopters willing to download the app from the app store was higher for the persuasive design (37/64, 58%) than for the control design (24/52, 46%).

For the no-exposure status interface, the percentage of yes responses was higher for P1 (13/21, 62%) than for C1 (3/17, 18%). Similarly, for the diagnosis report interface, the percentage of yes responses was higher for P3 (12/17, 71%) than for C3 (7/16, 44%). However, for the exposure status interface, the percentage of yes responses was higher for C2 (14/19, 74%) than for P2 (12/26, 46%). To investigate the statistically significant difference between each pair of interface designs (C1 vs P1, C2 vs P2, and C3 vs P3), we carried out a chi-square test as shown in Table 14. Overall, the test showed a significant difference between at least one of the pairs ($\chi^2_3=88.01; P<.001$). Next, for the 6 user interfaces, we carried out a post hoc pairwise chi-square test using the pairwiseNominalIndependence function from the rcompanion package in R, and the Benjamini–Hochberg false discovery rate method of correction for multiple comparison errors [77]. The test showed that the persuasive and control designs for each of the 3 pairs of interfaces were significantly different ($P<.001$). We also computed the effect size ($\phi$) based on a 2×2 contingency table for each type of interface as shown in Table 14. We used the chisq_to_phi function from the effectsize package [78] to compute the size of the effect of persuasive design on each interface. The result of the computation showed that the effect size of persuasive design for the 3 interfaces is large ($\phi\geq0.50$), with that regarding the no-exposure status interface being the highest ($\phi=1.01$).

It is noteworthy that C2 accruing more yes responses (14/19, 74%) than P2 (12/26, 46%), coupled with the nonsignificant difference between the perceived persuasiveness of both interfaces ($P=0.53$, Table 6) indicates that the nonadopters prefer the control design of the exposure status interface over the persuasive design. Altogether, P1, C2, and P3 are preferred over C1, P2, and C3. Figure 10 shows the overall percentage of yes responses for each set of interfaces, with the former (39/57, 68%) exceeding the latter (22/59, 37%) by >30%.
Figure 9. Percentages of nonadopters willing to download the COVID Alert app. Horizontal bar represents the overall percentage of nonadopters in each app design who were willing to download the app. C: control design; P: persuasive design.

Table 14. Chi-square and pairwise comparison tests for nonadopters willing to download the COVID Alert app based on Benjamini–Hochberg false discovery rate method of correction for multiple comparison errors (small effect size: $\phi = 0.1$; medium effect size: $\phi = 0.3$; larger effect size: $\phi = 0.5$) [68,78,79].

<table>
<thead>
<tr>
<th></th>
<th>No-exposure status interface</th>
<th>Exposure status interface</th>
<th>Diagnosis report interface</th>
<th>$P$ value</th>
<th>Chi-square ($df$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C1$^a$</td>
<td>P1$^b$</td>
<td>C2</td>
<td>P2</td>
<td>C3</td>
</tr>
<tr>
<td>Willing to download the COVID Alert app</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (%)</td>
<td>17.65</td>
<td>61.90</td>
<td>73.68</td>
<td>46.15</td>
<td>43.75</td>
</tr>
<tr>
<td>No (%)</td>
<td>82.35</td>
<td>38.10</td>
<td>26.32</td>
<td>53.85</td>
<td>56.25</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>−64.70</td>
<td>+23.80</td>
<td>+47.36</td>
<td>−7.70</td>
<td>−12.50</td>
</tr>
</tbody>
</table>

$^a$C: control design.

$^b$P: persuasive design.

Figure 10. Percentages of nonadopters willing to download the COVID Alert app, with C2 and P2 switched to realize the preferred set of interfaces on the right. Horizontal bar represents the overall percentage of nonadopters in each app design who were willing to download the app. C: control design; P: persuasive design.
Discussion

Principal Findings

In this section, we discuss our findings in the context of our hypotheses. For ease of reference, we summarize the key findings in Table 15. Overall, 83% (10/12) of hypotheses were fully or partially supported by the empirical data and analysis. By partial support, we mean that the hypothesis in question is only supported with regard to one of the adoption groups (adopters or nonadopters) or app designs (persuasive or control). Overall, the study reveals that adopters found the COVID Alert app, regardless of app design and use case, more persuasive than nonadopters (H3a, H3b, and H3c). Second, the study reveals that the persuasive design is more likely to be effective than the control design in motivating nonadopters to adopt exposure notification apps (H2a, H4a, and H4c) and adopters to report their COVID-19 diagnoses (H2c). In other words, our findings suggest that contact tracing apps are more likely to be effective if they are designed as persuasive technologies, particularly by incorporating self-monitoring that helps users track number of daily contacts and duration of exposure, and social learning that motivates users to report their COVID-19 diagnosis through social pressure.

Table 15. Summary of the validation of hypotheses.

<table>
<thead>
<tr>
<th>Hypothesis (H) number</th>
<th>Hypothesis</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1a</td>
<td>The higher the perceived persuasiveness of the no-exposure status interface in the app store, the more likely users will download the COVID Alert app.</td>
<td>Supported</td>
</tr>
<tr>
<td>H1b</td>
<td>The higher the perceived persuasiveness of the exposure status interface in the app store, the more likely users will download the COVID Alert app.</td>
<td>Supported</td>
</tr>
<tr>
<td>H1c</td>
<td>The higher the perceived persuasiveness of the diagnosis report interface in the app store, the more likely users will download the COVID Alert app.</td>
<td>Supported</td>
</tr>
<tr>
<td>H2a</td>
<td>The perceived persuasiveness of the persuasive design of the no-exposure status interface will be higher than that of the control design.</td>
<td>Supported among adopters only</td>
</tr>
<tr>
<td>H2b</td>
<td>The perceived persuasiveness of the persuasive design of the exposure status interface will be higher than that of the control design.</td>
<td>Not supported</td>
</tr>
<tr>
<td>H2c</td>
<td>The perceived persuasiveness of the persuasive design of the diagnosis report interface will be higher than that of the control design.</td>
<td>Supported among adopters only</td>
</tr>
<tr>
<td>H3a</td>
<td>Adopters are more likely to perceive the no-exposure status interface to be persuasive than nonadopters.</td>
<td>Supported overall and particularly regarding the control design</td>
</tr>
<tr>
<td>H3b</td>
<td>Adopters are more likely to perceive the exposure status interface to be persuasive than nonadopters.</td>
<td>Supported overall</td>
</tr>
<tr>
<td>H3c</td>
<td>Adopters are more likely to perceive the diagnosis report interface to be persuasive than nonadopters.</td>
<td>Supported overall and particularly regarding the persuasive design</td>
</tr>
<tr>
<td>H4a</td>
<td>Nonadopters who viewed the persuasive design of the no-exposure status interface are more likely to adopt the COVID Alert app than those who viewed the control design.</td>
<td>Supported</td>
</tr>
<tr>
<td>H4b</td>
<td>Nonadopters who viewed the persuasive design of the exposure status interface are more likely to adopt the COVID Alert app than those who viewed the control design.</td>
<td>Not supported: the reverse was the case</td>
</tr>
<tr>
<td>H4c</td>
<td>Nonadopters who viewed the persuasive design of the diagnosis report interface are more likely to adopt the COVID Alert app than those who viewed the control design.</td>
<td>Supported</td>
</tr>
</tbody>
</table>

Relationship Between Perceived Persuasiveness and Willingness to Download the COVID Alert App

Our path models supported the first 3 hypotheses. Regarding each user interface, we found that the relationship between perceived persuasiveness and willingness to download the app is significant. The relationship was strongest for the no-exposure status interface ($\beta=.68; P<.001$), followed by the exposure status interface ($\beta=.67; P<.001$) and the diagnosis report interface ($\beta=.47; P=.04$). On the basis of the multigroup analysis, there was no statistically significant difference between each pair of path coefficients. Hence, the first set of hypotheses, the higher the perceived persuasiveness of each interface, the more likely users will download the COVID Alert app (H1a, H1b, and H1c), is supported. This finding is consistent with the finding by Oyibo and Vassileva [57] in the physical activity domain. The authors found that the higher users perceive a fitness app to be persuasive, the higher their intention to use the app to motivate behavior change.

Moreover, the 3 models have an acceptably large goodness of fit (GOF), which shows how well the model fits the data. The GOF for the no-exposure and exposure status interfaces was >60%, and that of the diagnosis report interface was 38%. As stated by Hussain et al [80], a GOF for 36% is regarded as large. Moreover, perceived persuasiveness in the models regarding the no-exposure and exposure status interfaces explains at least 40% of the variance in respondents’ willingness to download the app. However, in the model for the diagnosis report interface,
only 20% of the target construct was explained by perceived persuasiveness. More than 60% is regarded as a high explanation of the variance of the target construct and <30% is regarded as a low explanation [74]. Therefore, the variance in willingness to download the app explained for the no-exposure and exposure status interfaces is medium and that for the diagnosis report interface is small. These findings, which correlate with the magnitude and significance of the relationships between perceived persuasiveness and willingness to download the app (Figure 5), indicate that self-monitoring, which is the no-exposure and exposure statuses interfaces support, is more likely to motivate nonadopters to download the app than the diagnosis reporting feature of the app. This finding may not be surprising given that notification of COVID-19 exposure and monitoring of exposure levels tend to benefit the user personally, whereas diagnosis reporting tends to benefit the community. This plausible explanation is reflected in the mean ratings of the perceived persuasiveness of the 2 interfaces by the 2 groups. For the nonadopters, the overall perceived persuasiveness of the user interfaces (Figures 5-7) is numerically higher for the no-exposure status interface (mean 5.01, SD 1.54) and the exposure status interface (mean 4.96, SD 1.43) than for the diagnosis report interface (mean 4.69, SD 1.54). Similarly, for the adopters, the perceived persuasiveness of the control interfaces (Table 10) was significantly higher for the no-exposure status interface (mean 5.87, SD 1.20) and the exposure status interface (mean 6.12, SD 1.01) than for the diagnosis report interface (mean 5.03, SD 1.22).

**App Design Effect on Perceived Persuasiveness**

In this section, we discuss the effect of app design (persuasive vs control) on the perceived persuasiveness of each of the 3 user interfaces.

**No-Exposure Status Interface**

Regarding the perceived persuasiveness of the no-exposure status interface, we found an interaction between app design and adoption status (Table 4). Among the adopters, the perceived persuasiveness of the control design and that of the persuasive design did not differ significantly (P=.31, Table 5). However, among nonadopters, the perceived persuasiveness of the persuasive design (mean 5.37, SD 1.30) was significantly higher than that of the control design (mean 4.57, SD 1.19). The effect size of the mean difference between the 2 app designs was medium ($\eta^2_p=0.10$). Therefore, the fourth hypothesis (H2a), *the perceived persuasiveness of the persuasive design of the no-exposure status interface will be higher than that of the control design*, was validated. This finding is an indication that although the app design does not matter among adopters, it does matter among nonadopters. This implies that nonadopters are more likely to adopt the persuasive version of the no-exposure status interface (with self-monitoring features) than the control version (without self-monitoring features).

It is noteworthy that, among nonadopters, although demographic variables may confound the validation of H2a, gender is less likely to do so. This is because the gender-based distributions of the nonadopter group that evaluated the control design (C1) and that of the nonadopter group that evaluated the persuasive design (P1) were very similar. As shown in Multimedia Appendix 2, a total of 75% (12/16) of the C1 adopter group were men, and 25% (4/16) were women. Similarly, 71% (15/21) of the P1 adopter group were men, and 29% (6/21) were women. However, the percentage distributions based on age and education for the C1 and P1 nonadopters were different. For example, 24% (5/21) of the P1 nonadopter group were aged <25 years, whereas 0% (0/15) of the C1 nonadopter group were aged <25 years. Moreover, in the P1 nonadopter group, 25% (5/20) had high school qualification, compared with only 6% (1/17) in the C1 nonadopter group. One plausible explanation for the higher percentage of participants with lower education in the P1 nonadopter group than in the C1 nonadopter group is that the former group had a higher percentage of younger participants aged <25 years. Hence, in future analyses, we hope to investigate the effect of age and education on the significant difference between the P1 and C1 nonadopter groups, which may partly account for the perception of P1 as more persuasive than C1.

**Exposure Status Interface**

Regarding the perceived persuasiveness of the exposure status interface, we did not find an effect of app design on perceived persuasiveness (Table 6). Hence, the fifth hypothesis (H2b), *the perceived persuasiveness of the persuasive design of the exposure status interface will be higher than that of the control design*, was not validated. One plausible reason why the persuasive design is not perceived as more persuasive than the control design by either adopters or nonadopters is that the information displayed on the exposure status interface is historical. In other words, the displayed information on the exposure status interface is the total sum of exposure levels over a 14-day period. This cumulative information is less transparent and unlike that of the no-exposure status interface where the displayed exposure level is for each day. Hence, the persuasive version of the no-exposure status interface, which displays daily exposure levels, was perceived as more persuasive than the control version by the nonadopter group as shown in (Table 5).

**Diagnosis Report Interface**

Regarding the perceived persuasiveness of the diagnosis report interface, we found an interaction between app design and adoption status (Table 7). Among nonadopters, the perceived persuasiveness of the persuasive design and that of the control design did not differ significantly (P=.99, Table 8). However, among adopters, they differed significantly (P=.006). Specifically, adopters perceived the persuasive design (mean 6.00, SD 0.97) to be more persuasive than the control design (mean 5.03, SD 1.22). The effect size of the mean difference between the 2 app designs was medium ($\eta^2_p=0.11$). Therefore, the sixth hypothesis (H2c), *the perceived persuasiveness of the persuasive design of the diagnosis report interface will be higher than that of the control design*, is validated for adopters. A plausible explanation for this finding is that having used the control design of the COVID Alert app, the adopters are likely to find the persuasive design, which incorporates social learning, more persuasive. The additional message puts the user under social pressure to follow suit, ie, join other concerned individuals who have reported their diagnosis so that exposed contacts can...
be notified and take the necessary safety measures to reduce the spread of the virus. The feeling of social pressure to report their COVID-19 diagnosis, fostered by the persuasive design, can be likened to the obligation and social pressure that the adopters must have felt upon the clarion call from the government and public health authorities for mass adoption to flatten the curve. However, for the nonadopters, the socially pressuring message in the persuasive design makes no significant difference compared with the control design ($p=.99$). One plausible explanation for the nonsignificant difference between both app designs among the nonadopter group is that, compared with adopters, they are less responsive to socially oriented messages, be it from the government, public health authorities, or the app. Hence, we see that the adopters in real life adopted COVID Alert owing to the clarion call from the government and public health authorities, whereas the nonadopters did not.

It is noteworthy that, among adopters, although demographic variables may confound the validation of H2c, gender and education were less likely. This is because the percentage distribution of the adopter group that evaluated the persuasive design (P3) based on gender and education and that of the adopter group that evaluated the control design (C3) look similar (Multimedia Appendix 2). For example, regarding gender, 67% (6/9) of the adopter participants who evaluated C3 were men, and 33% (3/9) were women. The same percentage distribution applies to the adopter participants who evaluated P3: 67% (8/12) were men, and 33% (4/12) were women. Similarly, regarding education, 23% (3/13) of the C3 adopters vs 22% (2/9) of the P3 adopters participants had a high school qualification, 62% (8/13) vs 56% (5/9) had a bachelor’s degree, and 15% (2/13) vs 22% (2/9) had a master’s degree. However, the percentage distributions based on age and smartphone use experience for the C3 and P3 adopter groups were different. For example, 100% (13/13) of the participants in the C3 adopter group were aged <45 years compared with 78% (7/9) in the P3 adopter group. Moreover, 85% (11/13) of the C3 adopter group had >5 years of experience, compared with 100% (8/8) of the P3 adopter group. One plausible explanation for the higher percentage of participants with more years of smartphone use experience in the P3 adopter group than in the C3 adopter group is that the former group had a higher percentage of older participants. Hence, in future analyses, we hope to uncover the effect of age and smartphone use experience on the significant difference between the C3 and P3 adopter groups, which may partly account for the perception of C3 as more persuasive than C3.

Adoption Effect on Perceived Persuasiveness

In this section, we discuss the effect of adoption status (adopter vs nonadopter) on the perceived persuasiveness of each of the 3 user interfaces.

No-Exposure Status Interface

Regarding the perceived persuasiveness of the no-exposure status interface, we found an interaction between the adoption status and app design (Table 4). Regarding persuasive design (Table 5), there was no significant difference between adopters and nonadopters ($p=.99$). However, regarding the control design, there was an adoption status effect, with adopters (mean 5.87, SD 1.20) perceiving the user interface to be more persuasive than nonadopters (mean 4.57, SD 1.19). The effect size of the mean difference between the adoption statuses was large ($\eta_p^2 = 0.21$). Therefore, the seventh hypothesis (H3a), adopters are more likely to perceive the no-exposure status interface to be persuasive than nonadopters, is validated for the control design. A plausible explanation for this finding is that, overall, the COVID Alert adopters are more concerned with the social benefit of using contact tracing apps to curb the spread of the coronavirus than nonadopters. This explains why they are among the early adopters of the app compared with the nonadopters. Hence, it stands to reason that the adopters are more likely to perceive the COVID Alert app that they are currently using to be persuasive than the nonadopters, who are yet to adopt the app.

It is noteworthy that demographic variables such as gender and smartphone use experience may confound the validation of H3a. The reason is that the distribution of the adopter and nonadopter groups that evaluated the control design (C1) based on 3 demographic factors differs one way or the other. As shown in Multimedia Appendix 2, a total of 40% (4/10) of the C1 adopter participants were men, compared with 75% (12/16) of the C1 nonadopter group. Moreover, based on smartphone use experience, we had a higher percentage of participants with lower and higher experience in the C1 nonadopter group than in the C1 adopter group. As shown in Multimedia Appendix 2, a total of 18% (3/17) of the C1 nonadopter group had <6 years of experience and 12% (2/17) had >20 years of experience, compared with 0% (0/10) of both experience levels in the C1 adopter group. Hence, in future analyses, we hope to investigate the effect of gender and smartphone use experience on the significant difference between the C1 adopter and nonadopter groups, which may partly account for the perception of C1 by the former group as more persuasive than the latter group.

Exposure Status Interface

Regarding the exposure status interface, our ANOVA showed that adoption had a main effect (Table 6), with adopters perceiving the interface to be more persuasive (mean 5.91, SD 1.01) than nonadopters (mean 4.96, SD 1.43). The effect size of the mean difference between adoption status was medium ($\eta_p^2 = 0.09$). Hence, the eighth hypothesis (H3b), adopters are more likely to perceive the exposure status interface to be persuasive than nonadopters, is validated regardless of the app design. A plausible explanation for this finding is that, compared with the nonadopters, the adopters are more likely to be committed to the social cause of curbing the spread of the coronavirus than nonadopters. This explains why they installed the COVID Alert app in the first place and are using it to track their exposure status (at the time of the study).

Diagnosis Report Interface

Regarding the diagnosis report interface (Table 7), we found an interaction between app design and adoption status regarding the perceived persuasiveness of the interface. Regarding the control design (Table 8), there was no significant difference between adopters and nonadopters ($p=.46$). However, regarding
the persuasive design, there is an adoption effect, with adopters (mean 6.00, SD 0.97) perceiving the user interface to be more persuasive than nonadopters (mean 4.61, SD 1.84). The effect size of the mean difference between the 2 groups was near large ($\eta^2_p=0.13$). Therefore, the ninth hypothesis (H3c), adopters are more likely to perceive the diagnosis report interface to be persuasive than nonadopters, is validated with regard to the persuasive design. A plausible explanation for this finding is that adopters, overall, are more motivated and concerned about the social obligation to curb the spread of the coronavirus using contact tracing apps than the nonadopters, as discussed earlier in Section 5.2 Diagnosis Report Interface. In fact, not only did adopters find the persuasive design significantly more persuasive (mean 6.00, SD 0.97) than nonadopters (mean 4.61, SD 1.84) they also found it more persuasive than the control design (mean 5.03, SD 1.22). However, this is not the case for nonadopters, who did not perceive the persuasiveness of the persuasive design (mean 4.61, SD 1.84) significantly different from that of the control design (mean 4.77, SD 1.21).

It is noteworthy that apart from adoption status, demographic variables such as gender, age, education, and smartphone use experience may partly account for the significant difference between the adopter group and the nonadopter group that evaluated P3 (H3c). For example, as shown in Multimedia Appendix 2, two-thirds of the P3 adopter group were men (6/9, 67%), while one-third were men in the P3 nonadopter group (6/17, 35%). Moreover, 41% (7/17) of the P3 nonadopter group had 1 to 5 years of smartphone use experience, whereas 100% (8/8) of the participants in the P3 adopter group had >5 years of experience. Hence, in future analyses, we hope to investigate the effect of gender, smartphone use experience, and other demographic factors on the significant difference between the P3 adopter and nonadopter groups. The demographic factors may partly account for the perception of P3 by the adopter group as more persuasive than the nonadopter group. Research questions such as (1) Are people more likely to perceive the persuasive interfaces (eg, P3) as persuasive with increase in smartphone use experience (as the percentage distribution in Multimedia Appendix 2 seems to suggest) will be addressed and (2) Are males more likely to perceive the persuasive interfaces (eg, P3) as persuasive than females (as the percentage distribution in Multimedia Appendix 2 seems to suggest) will be addressed.

Adoption Effect on Willingness to Download the COVID Alert App

Among the nonadopters, the chi-square tests regarding willingness to download the COVID Alert app show that there is an effect of user interface. This led us to carry out post hoc pairwise comparisons to uncover the effect of app design. Regarding the no-exposure status interface, the pairwise comparison shows that the size of the effect of the persuasive design is large (Table 14). This indicates that the group that viewed the persuasive design (13/21, 62%) was more willing to download the app than the group that viewed the control design (3/17, 18%). Hence, the tenth hypothesis (H4a), nonadopters who viewed the persuasive design of the no-exposure status interface are more likely to adopt the COVID Alert app than those who viewed the control design, is validated.

This finding was replicated with regard to the diagnosis report interface. Those who viewed the persuasive design (12/17, 71%) were more willing to download the app than those who viewed the control design (7/16, 44%). Thus, the twelfth hypothesis (H4c), nonadopters who viewed the persuasive design of the diagnosis report interface are more likely to adopt the COVID Alert app than those who viewed the control design, is validated. The validation of H4a and H4c corroborates the findings in Table 13: among the nonadopter group, the overall perceived persuasiveness of the persuasive designs (mean 5.01, SD 1.54) is significantly higher than that of the control designs (mean 4.72, SD 1.25).

However, although the effect size tests for P1 and P3 showed that the persuasive designs were more likely to be downloaded by the participants than the control designs (C1 and C3), the reverse was true for C2 and P2. The effect size test for the exposure status interface indicated that the 11th hypothesis (H4a), nonadopters who viewed the persuasive design of the exposure status interface (P2) are more likely to adopt the COVID Alert app than those who viewed the control design (C2), was not validated. Specifically, only 46% (12/26) of those who viewed the persuasive design were willing to download the app, compared with 74% (14/19) of those who viewed the control design. This finding is counterintuitive, given that the nonadopters who viewed the other 2 persuasive designs (P1 and P3) were more willing to download the app than those who viewed the control designs (C1 and C3). Although the finding is counterintuitive, it may not be far-fetched given that it aligns with the finding that among adopters (Table 12), the perceived persuasiveness of the control exposure status interface (mean 6.12, SD 1.01) is significantly higher than that of its persuasive version (mean 5.70, SD 1.02). One plausible explanation for this counterintuitive finding is the idea that the app keeps a record of the user’s total number of contacts and exposure minutes within the last 14 days (Figure 2), which, in the context of privacy, users may not like. The historical record displayed by the app may be perceived as individual surveillance [81]. Second, it has the potential to reveal the individual from whom the user contracted the virus if the total number of contacts over the 14-day rolling period was small. This may partly explain the poor performance of the persuasive version of the exposure status interface among adopters and nonadopters. Another plausible explanation for the counterintuitive finding is the relatively high hypothetical statistics presented in the P2 interface, which may be far from reality. In other words, viewing relatively high number of contacts and exposure time within the last 14 days (75 persons and 212 minutes) might have made some of them feel very uncomfortable and even doubtful. The reason for this assertion is that one would have expected the percentage of the P2 group of participants willing to download the app to be much higher given that (1) they could view the cumulative sum of their contacts and exposure minutes, which is an added value and (2) the P1 and P3 groups, who viewed the persuasive designs, were more willing to download the app than the C1 and C3 groups, respectively, who viewed the control designs. In other words, the hypothetical numbers might have been significantly higher than what the P2 group expected in a real-life setting; for example, based on their actual social
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distancing behavior, such as staying at and working from home. This might have caused cognitive dissonance, thereby making the P2 group doubt the accuracy of the app, which might have negatively affected their willingness to download it. In future work, we will investigate how the number of contacts and exposure time displayed in the exposure status interface influence its perceived persuasiveness and participants’ willingness to download the app.

Moreover, in future work, we will investigate the possible effects of demographic factors such as gender, age, education, and smartphone use experience on the willingness to download the app. This might help explain why the group that viewed the control design of the exposure status interface was more willing to download the app than the group that viewed the persuasive design. However, by merely inspecting the percentage demographic distribution for the C2 and P2 nonadopter groups of participants based on all 4 demographic factors, there seems to be little to no difference between the 2 groups (Multimedia Appendix 2). For example, regarding gender, 53% (10/19) of the C2 nonadopter group compared with 62% (16/26) of the P2 nonadopter group were men. Second, regarding education, 16% (3/19) of the C2 nonadopters vs 23% (6/26) of the P2 nonadopters had a high school qualification, 68% (13/19) vs 54% (14/26) had a bachelor’s degree, and 11% (2/19) vs 19% (5/26) had a master’s degree. The demographic similarities between both groups led us to the question Apart from demographic variables, what else could possibly account for the difference between the C2 and P2 nonadopter groups in terms of their willingness to download the COVID Alert app? The analysis of the qualitative data collected in this study and investigation of the effect of the total exposure levels displayed on the exposure status interface, in future work, can help answer this research question and gain more insights.

Summary of Main Findings

We have shown that exposure notification apps can be designed as persuasive technologies to make them more effective in motivating behavior change. Our results revealed that exposure notification apps are more likely to be adopted and effective if they incorporate persuasive features such as self-monitoring and social learning. Our key findings can be summarized as follows:

1. Nonadopters find the persuasive design of the no-exposure interface of an exposure notification app to be more persuasive than the control design.
2. Nonadopters are more willing to download an exposure notification app with a persuasive design of the no-exposure status and diagnosis report interfaces than one with a control design.
3. Nonadopters are more willing to download an exposure notification app with a control design for the exposure status interface than one with a persuasive design.
4. Adopters are more likely to be motivated to report their COVID-19 diagnosis by the persuasive design of the diagnosis report interface than by the control design.
5. Adopters perceive the control design of the no-exposure and exposure status interfaces as more persuasive than the control design of the diagnosis report interface.

6. Adopters find an exposure notification app more persuasive than nonadopters.

7. Equipping only the no-exposure status and diagnosis report interfaces with self-monitoring and social learning, respectively, can increase adoption among nonadopters by >30%.

Recommendations and Future Work

On the basis of the overall findings from Figure 9, a total of 58% (37/64 nonadopters) who viewed the persuasive designs were more willing to download the app from the app stores than 46% (24/52 nonadopters) who viewed the control designs. In other words, the percentage of nonadopters willing to download it from app stores increased by >10% owing to the incorporation of persuasive features into the COVID Alert app. More importantly, incorporating persuasive features into the no-exposure status interface and diagnosis report interface only has the potential to increase adoption by >30%. The exposure status interface aside, two-thirds (25/38 nonadopters) who viewed the persuasive designs were willing to download it compared with one-third (10/33 nonadopters) who viewed the control designs. This finding, together with the validation of most of the hypotheses, indicates that overall, the persuasive design of an exposure notification app is more likely to be adopted and effective than the control design. Hence, we recommend that exposure notification app sponsors work toward incorporating persuasive features such as self-monitoring and social learning into future iterations to increase adoption and user experience and make them more effective in curbing the spread of COVID-19. However, because of privacy concerns (the possibility of knowing the person from whom the user contracted the virus), displaying the total number of contacts within the last 14 days of exposure may not be advisable for the exposure status interface. In future studies, this recommendation should be investigated further. Moreover, the potential effectiveness of the other persuasive features identified in our conceptual paper (tailoring, personalization, expertise, trustworthiness, authority, praise, reward, etc) [18] should be investigated as well; for example, how would praising or rewarding the user one way or the other for uploading their one-time COVID-19 diagnosis key influence their continued use of the app or their intention to report their future diagnosis if they test positive again?

Contributions

This study is the first to conduct research of this nature (designing contact tracing apps as persuasive technologies), using an actual exposure notification app currently being used by Canadian residents (COVID Alert app) as proof of concept. In this study, we made several contributions to knowledge regarding the persuasive design of exposure notification apps to make them more effective in curbing the spread of COVID-19. We identified and presented 3 key user interfaces (no-exposure status, exposure status, and diagnosis report). Researchers can adopt these interfaces as a basis for future research on exposure notification apps, not only for the current COVID-19 pandemic but also for other epidemics and pandemics in the future that may require exposure notification apps. Moreover, designers can work toward improving the
design of exposure notification apps by incorporating persuasive features, such as self-monitoring and social learning, which we showed to be effective in the no-exposure status interface and diagnosis report interface, respectively. Finally, we showed empirically that the persuasive design of these 2 interfaces has the potential to increase adoption among nonadopters by >30%.

Limitations
This study has limitations. The first limitation is the sample size. We only had an average of 30 participants in each of the 6 groups after data cleaning. Moreover, the participants recruited on the web (ie, on the Amazon Mechanical Turk platform) may not be representative of the entire Canadian population. For example, digital literacy and willingness to download the COVID Alert app may be higher among study participants recruited on the web [82]. This limitation may affect the generalization of the current findings to the entire Canadian population. Hence, there is a need for further research with larger sample sizes that are more representative of the Canadian population. This will help investigate how the current findings can be generalized to a larger Canadian population. Moreover, there is a need for similar research among national populations outside Canada to examine the generalizability of the findings to other countries with similar and different cultures. For example, in future, we hope to conduct a similar study among participants residing in the United States (which has an individualist culture similar to Canada’s) and Nigeria (which has a collectivist culture different from Canada’s). The second limitation of the study is the remuneration of the participants, which may have influenced their responses in some ways. The third limitation is that our findings are based on the Government of Canada’s COVID Alert app, which is only targeted at the Canadian population. Hence, there is a need for further research on country-specific apps among other national populations to investigate how the current findings generalize across different countries and cultures. The fourth limitation of this study is that we did not, in our ANOVA, investigate the main and interaction effects of important demographic variables such as gender, age, education, and smartphone use experience on the findings, although we did discuss their possible effects. The fifth limitation is that we did not investigate the entire range of persuasive strategies available from the PSD model. In addition to self-monitoring and social learning, other persuasive strategies may be instrumental in improving the persuasive design of contact tracing and exposure notification apps, with some being more likely to be effective in motivating certain health behaviors than others. Future work should address these limitations.

Conclusions
Contact tracing and exposure notification apps may continue to be useful for a long time given the endemic potential of COVID-19 [83]. In this paper, we demonstrated that the persuasive design of an exposure notification app is more likely to be effective, using Canada’s COVID Alert as proof of concept. First, we showed that nonadopters, through self-monitoring, prefer to track their daily exposure levels (number of contacts and exposure time) in addition to knowing their exposure status. However, they are not favorable toward knowing the total number of contacts and exposure time after being notified of possible exposure to the virus. This may be due to privacy concerns, which include the possibility of knowing the individual from whom one contracted the virus, if the total number of contacts over the 14-day rolling period is small. Second, we showed that adopters are more likely to be motivated to report their COVID-19 diagnosis using a persuasive design that supports social learning (knowing how many others have reported their diagnosis) than a control design. In summary, this study indicates that equipping the no-exposure status and diagnosis report interfaces of an exposure notification app with self-monitoring and social learning, respectively, can increase the percentage of nonadopters willing to download the app by >30%. In future work, we aim to investigate how demographic variables such as age, gender, and education moderate the effectiveness of persuasive features in exposure notification app design. We also look forward to investigating the relationship between perceived persuasiveness, on one hand, and intentions to install exposure notification apps, self-isolate, and report COVID-19 diagnosis, on the other hand.
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Abstract

Background: Temperature-taking behaviors vary with levels of circulating infectious illness; however, little is known about how these behaviors differ by demographic characteristics. Populations with higher perceived risks of illness are more likely to adopt protective health behaviors.

Objective: We investigated differences in temperature-taking frequency and the proportion of readings that were feverish among demographic groups (age, gender, urban/rural status) over influenza offseason; influenza season; and waves 1, 2, and 3 of the COVID-19 pandemic.

Methods: Using data from smart thermometers collected from May 1, 2019, to February 28, 2021, across the United States, we calculated the frequency of temperature-taking and the proportion of temperature readings that were feverish. Mixed-effects negative binomial and mixed-effects logistic regression analyses were performed to identify demographic characteristics associated with temperature-taking frequency and the proportion of feverish readings, respectively. Separate models were fit over five study periods: influenza offseason (n=122,480), influenza season (n=174,191), wave 1 of COVID-19 (n=350,385), wave 2 (n=366,489), and wave 3 (n=391,578).

Results: Both temperature-taking frequency and the proportion of feverish readings differed by study period (ANOVA \( P<.001 \)) and were the highest during influenza season. During all periods, children aged 2-5 years and 6-11 years had significantly higher frequencies of temperature-taking than users aged 19-30 years, and children had the highest proportion of feverish readings of all age groups, after adjusting for covariates. During wave 1 of COVID-19, users over the age of 60 years had 1.79 times (95% CI 1.76-1.83) the rate of temperature-taking as users aged 19-30 years and 74% lower odds (95% CI 72%-75%) of a reading being feverish. Across all periods, men had significantly lower temperature-taking frequency and significantly higher odds of having a feverish reading compared to women. Users living in urban areas had significantly higher frequencies of temperature-taking than rural users during all periods, except wave 2 of COVID-19, and urban users had higher odds of a reading being feverish in all study periods except wave 1 of COVID-19.

Conclusions: Temperature-taking behavior and the proportion of readings that were feverish are associated with both population disease levels and individual demographic characteristics. Differences in the health behavior of temperature-taking may reflect changes in both perceived and actual illness risk. Specifically, older adults may have experienced an increase in perceived risk during the first three waves of COVID-19, leading to increased rates of temperature monitoring, even when their odds of fever were lower than those of younger adults. Men’s perceived risk of circulating infectious illnesses such as influenza and COVID-19 may be lower than that of women, since men took their temperature less frequently and each temperature had a higher odds of being feverish across all study periods. Infectious disease surveillance should recognize and incorporate how behavior impacts illness monitoring and testing.
Introduction

At-home health monitoring behaviors have the potential to greatly impact health outcomes. However, health behaviors differ by demographic and social determinants, including poverty, gender, and neighborhood social and physical characteristics [1]. For example, women and older individuals are more likely to report practicing protective health behaviors [2] such as taking COVID-19 precautions [3]. Individuals also alter behaviors in response to circulating illness levels and associated health recommendations or policies; this was observed with both increases in mask wearing and social distancing after the H1N1 influenza outbreak [4], and increases in handwashing and social distancing during the COVID-19 pandemic [5].

The Health Action Process Approach (HAPA) framework for health behavior states that perceived risk, particularly of severe health outcomes, can motivate health behavior change [6,7]. Additionally, changes to perceived risk based on underlying conditions, attention to media coverage, or knowledge of disease can impact health behaviors [8,9]. A study of behavior among individuals in the United States during spring of 2020 guided by HAPA found that risk perception and self-efficacy were both predictors of social distancing [10]. A systematic review of nonpharmaceutical interventions prior to the COVID-19 pandemic found that individuals adopt behaviors partially based on their perceived vulnerability of respiratory illness [11].

Most respiratory illness-related health behavior studies are cross-sectional surveys relying on self-reported behavior during a pandemic or influenza season [12-14]. Temperature-taking using a smart thermometer is a timely and sensitive surveillance measure that circumvents the issue of self-reporting. Smart thermometers record body temperatures and aggregate the anonymized, deidentified readings along with basic demographic information [15]. Based on a user’s temperature, symptoms, and age, they receive illness guidance through an associated app. Aggregated user temperature data are closely correlated with traditional influenza surveillance methods [16-18]. Unlike COVID-19 prevention behaviors such as mask wearing and social distancing, temperature-taking is not typically performed in public settings. Therefore, temperature-taking may be less influenced by social pressures and could therefore better approximate individual perceptions of risk. Previous studies using smart thermometers have shown that the number of fevers and the total number of thermometer readings correlate with influenza-like illness at the national and regional levels during both influenza season [16,17] and off-season [16], and with influenza test positivity at the regional level [17]. Kinsa fever data were also found to be correlated with confirmed cases during the first wave of COVID-19 [19].

Methods

Data Collection

Kinsa smart thermometers record and store body temperatures using a smartphone app. Most users purchase their thermometer through major retailers. Kinsa thermometers are also distributed free of charge for families in Title 1 elementary schools through a program called FLUency [20]. Title 1 programs provide federal funding to schools with high numbers or percentages of children from low-income families [21]. FLUency school nurses can use the program to communicate with families about current illness in the school or grade. When any user takes a temperature, the reading and timestamp are recorded along with deidentified, user-entered demographic information, including age and gender. Readings are geocoded using GPS coordinates or the IP address of the connected device. Users can assign temperature readings to different profiles within their account, allowing for differentiation among readings from multiple users in the same household.

Study Population

Individuals who recorded at least one temperature reading with a Kinsa thermometer in the United States from May 1, 2019, to February 28, 2021, were included in this analysis. Study periods were defined based on trends of seasonal influenza and COVID-19: influenza offseason (May 1, 2019, to October 31, 2019), influenza season (November 1, 2019, to February 2, 2020), wave 1 of COVID-19 (February 3, 2020, to May 31, 2020), wave 2 of COVID-19 (June 1, 2020, to October 31, 2020), and wave 3 of COVID-19 (November 1, 2020, to February 28, 2021). The 2019-2020 influenza season was considered moderately severe and was dominated by A(H1N1)pdm09 viruses [22]. The influenza season ended in early 2020, likely due to COVID-19 lockdowns and precautions [22]. Users were only included in a study period if they recorded at least one temperature reading within that period. Therefore, the
same user would not be included in all study periods if they did not record a reading in each separate period.

We performed our analyses on users who had no missing demographic or geographic information. Standardized mean differences showed that the full population had a similar number of readings as the complete case population.

**Measures**

The two outcomes assessed were: (1) the number of readings per user and (2) the proportion of readings with a fever. The number of readings provides a measure of how often a user is potentially concerned about a possible fever and the proportion of readings with a fever provides a measure of how many readings were taken because of a true fever. To define the number of readings per user, we counted each reading a user took during a given period and then adjusted for varying amounts of follow-up time. The number of days a user was active during a study period was calculated from device activation through to the end of that period. If the activation date was before the start of the study period, the user was considered to be active for the entire period. Because users could take multiple readings on the same day, a sensitivity analysis was performed that examined the number of distinct days with at least one temperature reading to circumvent intraday variability in reading behavior. The second outcome, proportion of readings with a fever, was defined as the number of readings >37.8°C divided by the total number of readings for a user during a period.

Age and gender were self-reported and defined at the first reading during the period. Age was categorized into 0-1 years, 2-5 years, 6-11 years, 12-18 years, 19-30 years, 31-60 years, and 61+ years. We assumed that an adult in the household was driving temperature-taking among individuals 18 years and under. Any user associated with a device that was distributed through the school program was categorized as a FLUency user.

Household composition was derived from the ages of registered users associated with one thermometer: if all users were <18 years old, the household was considered “child only”; if all users were aged 18 years and older, the household was considered “adult only”; and if there were users both under 18 years and 18 years and older, the household was categorized as “multigeneration.” “Child-only” households reflect devices where a parent/guardian has not created a profile for themselves but has created profiles for their children.

Neighborhood poverty, US region, and urban/rural designation were determined based on the location with a majority of a user’s readings. Census tract–level poverty was obtained from the 2015-2019 American Community Survey and defined as the percent of residents living below 100% of the federal poverty level [23]. Poverty was then classified into four categories: 0 to <10%, 10% to <20%, 20% to <30%, and ≥30%. Region was defined using the 10 regions created by the Centers for Disease Control and Prevention National Center for Chronic Disease Prevention and Health Promotion [24]. A user was categorized as living in an urban area if 50% or more of the land area of their census tract (based on the 2010 US Census) was classified as urban [25].

**Statistical Analysis**

We assessed unadjusted differences in both temperature-taking frequency and the proportion of readings with a fever across periods using ANOVA. Differences in the frequency of the categorical variables across periods were assessed by $\chi^2$ tests.

We used mixed-effects negative binomial models to examine the relationships between explanatory variables and the overdispersed outcome of frequency of readings per month. A separate model was fit for each of the five study periods. Since users were nested within devices, device was treated as a random effect. All other variables of interest were treated as fixed effects. The outcome of the number of readings was offset by the number of days a user was active during the period to obtain a frequency of readings over time. This offset calculated a more conservative estimate of variance. We checked for collinearity among predictor variables by requiring their generalized variance inflation factors to be less than 5. Age group, gender, urban/rural status, census tract poverty group, household composition, region, and FLUency participation were included in the final model. A predictor was considered significant if the 95% CI of its incidence rate ratio (IRR) did not contain the null value of 1. The same methods were applied to the outcome of the distinct number of days with a reading in the sensitivity analysis.

We used mixed-effects logistic (binomial) regression to examine the adjusted relationships between our explanatory variables and the proportion of readings with a fever. A separate model was fit for each of the five study periods with the outcome of number of fevers and number of nonfevers recorded per user. Device was added as a random intercept with all other predictors treated as fixed effects. A predictor was considered significant if the 95% CI of its odds ratio (OR) did not contain the null value of 1.

Statistical analyses were performed in R 4.1.0 (R Core Team, Vienna, Austria 2021) using the glmmTMB package [26]. Reported regression outputs and ratios are adjusted for all predictors included in the model.

**Ethical Considerations**

Upon downloading the app, users were asked to acknowledge and consent to data collection practices outlined in the Kinsa Privacy Policy [15]. Users must expressly consent to sharing geolocation data. All personally identifiable information was collected and maintained in compliance with state and federal confidentiality guidelines. This study was approved by an external institutional review board, Advvar Inc (Pro00065469).

**Results**

**Descriptive Statistics**

There were 122,480 users with full demographic information in influenza offseason 2019, 174,191 users in influenza season 2019-20, 350,385 users during wave 1 of COVID-19, 366,489 users during wave 2, and 391,578 users during wave 3 (Table 1). The combined study population had a median age of 26 years (IQR 6-43), with 57.3% women, and primarily resided in urban (77.8%) and 0-10% poverty tracts (56.0%); 12.9% of users...
obtained their thermometer through the FLUency program. The study populations changed significantly over time (Table 1). Notably, the median age of the study population increased from 7 years during the influenza offseason to 30 years in wave 1 of COVID-19.

Temperature-taking frequency differed significantly by study period (Figure 1; $F=141.2$, $P<.001$). The median frequency of readings was lower during influenza offseason compared to that during influenza season (1.22 vs 2.06 readings per month).

During the COVID-19 pandemic, the median reading frequency was the highest during wave 1 (1.79 readings per user per month) and decreased slightly during waves 2 and 3 (1.76 and 1.23 readings per month, respectively).

The proportion of readings with a fever also differed significantly by study period (Figure 1; $P<.001$). The mean percent of readings that were feverish was the highest during the influenza season (21.2%) and was the lowest during wave 2 of COVID-19 (5.6%).
Table 1. Demographic characteristics of the study population with temperature readings, stratified by study period, May 2019 to February 2021.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Users, n</td>
<td>122,480</td>
<td>174,191</td>
<td>350,385</td>
<td>366,489</td>
<td>391,578</td>
<td>N/A^a</td>
</tr>
<tr>
<td>Devices, n</td>
<td>83,628</td>
<td>113,433</td>
<td>219,056</td>
<td>239,010</td>
<td>255,483</td>
<td>N/A</td>
</tr>
<tr>
<td>Temperature readings per user, median (IQR)</td>
<td>3 (1-8)</td>
<td>3 (1-9)</td>
<td>4 (1-13)</td>
<td>4 (1-12)</td>
<td>3 (1-9)</td>
<td>N/A</td>
</tr>
<tr>
<td>Follow-up time (days), median (IQR)</td>
<td>130 (44-184)</td>
<td>69 (32-94)</td>
<td>79 (63-119)</td>
<td>109 (49-153)</td>
<td>105 (72-120)</td>
<td>N/A</td>
</tr>
<tr>
<td>Temperature readings/month, median (IQR)</td>
<td>1.22 (0.41-3.97)</td>
<td>2.06 (0.72-6.52)</td>
<td>1.79 (0.65-5.75)</td>
<td>1.76 (0.60-5.81)</td>
<td>1.23 (0.51-3.56)</td>
<td>&lt;.001^b</td>
</tr>
<tr>
<td>Days with a temperature reading, median (IQR)</td>
<td>1 (1-3)</td>
<td>1 (1-3)</td>
<td>2 (1-4)</td>
<td>2 (1-5)</td>
<td>2 (1-4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Days with a temperature reading/month, median (IQR)</td>
<td>0.53 (0.25-1.45)</td>
<td>0.97 (0.46-2.17)</td>
<td>0.81 (0.42-2.10)</td>
<td>0.87 (0.24-1.52)</td>
<td>0.72 (0.34-1.65)</td>
<td>&lt;.001^b</td>
</tr>
<tr>
<td>Readings with a fever (%), median (IQR)</td>
<td>0 (0-0.30)</td>
<td>0 (0-0.39)</td>
<td>0 (0-0)</td>
<td>0 (0-0)</td>
<td>0 (0-0)</td>
<td>&lt;.001^b</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>7 (2-30)</td>
<td>8 (3-30)</td>
<td>30 (8-48)</td>
<td>28 (9-46)</td>
<td>29 (9-46)</td>
<td>N/A</td>
</tr>
<tr>
<td>Age group, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001^c</td>
</tr>
<tr>
<td>0-1</td>
<td>20,146 (16.4)</td>
<td>17,898 (10.3)</td>
<td>18,914 (5.4)</td>
<td>20,325 (5.5)</td>
<td>18,329 (4.7)</td>
<td></td>
</tr>
<tr>
<td>2-5</td>
<td>27,520 (22.5)</td>
<td>35,372 (20.3)</td>
<td>38,276 (10.9)</td>
<td>34,784 (9.5)</td>
<td>36,221 (9.3)</td>
<td></td>
</tr>
<tr>
<td>6-11</td>
<td>22,387 (18.3)</td>
<td>45,924 (26.4)</td>
<td>46,554 (13.3)</td>
<td>47,890 (13.1)</td>
<td>57,647 (14.7)</td>
<td></td>
</tr>
<tr>
<td>12-18</td>
<td>7127 (5.8)</td>
<td>14,751 (8.5)</td>
<td>23,659 (6.8)</td>
<td>27,857 (7.6)</td>
<td>28,559 (7.3)</td>
<td></td>
</tr>
<tr>
<td>19-30</td>
<td>13,305 (10.9)</td>
<td>16,312 (9.4)</td>
<td>42,521 (12.1)</td>
<td>58,690 (16.0)</td>
<td>59,279 (15.1)</td>
<td></td>
</tr>
<tr>
<td>31-60</td>
<td>28,935 (23.6)</td>
<td>40,624 (23.3)</td>
<td>128,326 (36.6)</td>
<td>130,512 (35.6)</td>
<td>139,048 (35.5)</td>
<td></td>
</tr>
<tr>
<td>61+</td>
<td>3060 (2.5)</td>
<td>3310 (1.9)</td>
<td>52,135 (14.9)</td>
<td>46,431 (12.7)</td>
<td>52,495 (13.4)</td>
<td></td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001^c</td>
</tr>
<tr>
<td>Women</td>
<td>69,577 (56.8)</td>
<td>100,016 (57.4)</td>
<td>198,125 (56.5)</td>
<td>210,423 (57.4)</td>
<td>226,531 (57.9)</td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>52,903 (43.2)</td>
<td>74,175 (42.6)</td>
<td>152,260 (43.5)</td>
<td>156,066 (42.6)</td>
<td>165,047 (42.1)</td>
<td></td>
</tr>
<tr>
<td>Poverty group^d, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001^c</td>
</tr>
<tr>
<td>0 to &lt;10%</td>
<td>69,099 (56.4)</td>
<td>92,356 (53.0)</td>
<td>207,678 (59.3)</td>
<td>208,457 (56.9)</td>
<td>208,693 (53.3)</td>
<td></td>
</tr>
<tr>
<td>10 to &lt;20%</td>
<td>36,370 (29.7)</td>
<td>54,457 (31.3)</td>
<td>96,911 (27.7)</td>
<td>100,535 (27.4)</td>
<td>116,984 (29.9)</td>
<td></td>
</tr>
<tr>
<td>20 to &lt;30%</td>
<td>12,046 (9.8)</td>
<td>19,192 (11.0)</td>
<td>31,512 (9.0)</td>
<td>37,045 (10.1)</td>
<td>42,959 (11.0)</td>
<td></td>
</tr>
<tr>
<td>≥30%</td>
<td>4965 (4.1)</td>
<td>8186 (4.7)</td>
<td>14,284 (4.1)</td>
<td>20,452 (5.6)</td>
<td>22,942 (5.9)</td>
<td></td>
</tr>
<tr>
<td>Density^e, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001^c</td>
</tr>
<tr>
<td>Urban tract (%)</td>
<td>96,212 (78.6)</td>
<td>127,192 (73.0)</td>
<td>282,673 (80.7)</td>
<td>291,516 (79.5)</td>
<td>295,074 (75.4)</td>
<td></td>
</tr>
<tr>
<td>Rural tract (%)</td>
<td>26,268 (21.4)</td>
<td>46,999 (27.0)</td>
<td>67,712 (19.3)</td>
<td>74,973 (20.5)</td>
<td>96,504 (24.6)</td>
<td></td>
</tr>
<tr>
<td>FLUency group^f, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001^c</td>
</tr>
<tr>
<td>FLUency user</td>
<td>7673 (6.3)</td>
<td>46,809 (26.9)</td>
<td>31,695 (9.0)</td>
<td>33,402 (9.1)</td>
<td>66,930 (17.1)</td>
<td></td>
</tr>
<tr>
<td>Non-FLUency user</td>
<td>114,807 (93.7)</td>
<td>127,382 (73.1)</td>
<td>318,690 (91.0)</td>
<td>333,087 (90.9)</td>
<td>324,648 (82.9)</td>
<td></td>
</tr>
<tr>
<td>Household composition^g, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001^c</td>
</tr>
<tr>
<td>Adult-only house</td>
<td>24,170 (19.7)</td>
<td>31,706 (18.2)</td>
<td>167,023 (47.7)</td>
<td>180,067 (49.1)</td>
<td>192,482 (49.2)</td>
<td></td>
</tr>
<tr>
<td>Child-only house</td>
<td>53,461 (43.6)</td>
<td>78,542 (45.1)</td>
<td>70,015 (20.0)</td>
<td>71,099 (19.4)</td>
<td>77,866 (19.9)</td>
<td></td>
</tr>
</tbody>
</table>
### Table 1. Characteristics and Region Characteristics

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Multigenerational house (%)</td>
<td>44,849 (46.6)</td>
<td>63,943 (36.7)</td>
<td>113,347 (32.3)</td>
<td>115,323 (31.5)</td>
<td>121,230 (31.0)</td>
<td>&lt;.001c</td>
</tr>
<tr>
<td>Region b (comprising state abbreviations), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (CT, ME, RI, MA, NH, NY, VT)</td>
<td>11,511 (9.4)</td>
<td>14,681 (8.4)</td>
<td>39,386 (11.2)</td>
<td>53,182 (14.5)</td>
<td>44,391 (11.3)</td>
<td></td>
</tr>
<tr>
<td>2 (DC, MD, WV, DE, NJ, PA, VA)</td>
<td>15,474 (12.6)</td>
<td>21,808 (12.5)</td>
<td>44,449 (12.7)</td>
<td>40,462 (11.0)</td>
<td>63,308 (16.2)</td>
<td></td>
</tr>
<tr>
<td>3 (GA, FL, NC, SC)</td>
<td>17,207 (14.0)</td>
<td>22,567 (13.0)</td>
<td>40,731 (11.6)</td>
<td>37,444 (10.2)</td>
<td>37,389 (9.5)</td>
<td></td>
</tr>
<tr>
<td>4 (KY, TN, AL, MS)</td>
<td>5918 (4.8)</td>
<td>10,579 (6.1)</td>
<td>12,699 (3.6)</td>
<td>12,317 (3.4)</td>
<td>17,136 (4.4)</td>
<td></td>
</tr>
<tr>
<td>5 (IL, WI, IN, MI, MN, OH)</td>
<td>19,509 (15.9)</td>
<td>28,607 (16.4)</td>
<td>57,017 (16.3)</td>
<td>61,453 (16.8)</td>
<td>61,028 (15.6)</td>
<td></td>
</tr>
<tr>
<td>6 (OK, AR, LA, NM, TX)</td>
<td>17,547 (14.3)</td>
<td>28,915 (16.6)</td>
<td>39,731 (11.3)</td>
<td>38,069 (10.4)</td>
<td>45,840 (11.7)</td>
<td></td>
</tr>
<tr>
<td>7 (NE, IA, KS, MO)</td>
<td>7053 (5.8)</td>
<td>11,578 (6.6)</td>
<td>16,867 (4.8)</td>
<td>18,975 (5.2)</td>
<td>18,531 (4.7)</td>
<td></td>
</tr>
<tr>
<td>8 (MT, ND, WY, CO, SD, UT)</td>
<td>3345 (2.7)</td>
<td>4343 (2.5)</td>
<td>12,129 (3.5)</td>
<td>13,998 (3.8)</td>
<td>13,627 (3.5)</td>
<td></td>
</tr>
<tr>
<td>9 (CA, NV, AZ, HI)</td>
<td>20,990 (17.1)</td>
<td>26,310 (15.1)</td>
<td>70,611 (20.2)</td>
<td>73,715 (20.1)</td>
<td>75,880 (19.4)</td>
<td></td>
</tr>
<tr>
<td>10 (AK, ID, OR, WA)</td>
<td>3926 (3.2)</td>
<td>4803 (2.8)</td>
<td>16,765 (4.8)</td>
<td>16,874 (4.6)</td>
<td>14,448 (3.7)</td>
<td></td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bDifferences in continuous variables across study periods assessed via ANOVA.
cDifferences in frequencies of categorical variables across study periods assessed via χ² test.
dPercentage of population living below the 100% federal poverty level at the census tract level, from the 2015-2019 American Community Survey.
eCategorized as urban if the census tract was part of an urbanized area of 50,000 or more people based on the 2010 US Census.
fReceived the thermometer through Kinsa’s school distribution and engagement program, FLUency.
gBased on ages of profiles associated with the device, with child-only households representing devices where a parent has made profiles for their children but not themselves.
hClassified using the Centers for Disease Control and Prevention National Center For Chronic Disease Prevention and Health Promotion Regions.

Figure 1. The number of thermometer readings (A) and proportion of readings with a fever (B) aggregated by week, May 2019-February 2021. Study periods are separated by vertical lines (influenza offseason; influenza season; COVID-19 pandemic waves 1, 2, and 3).

### Temperature-Taking Frequency Regression

During all study periods, the age groups of 0-1, 2-5, and 6-11 years had significantly higher rates of temperature-taking than those of users aged 19-30 years (Table 2). During influenza season, users aged 6-11 years had elevated rates of temperature-taking (IRR 2.25, 95% CI 2.18-2.31) and users aged over 60 years had suppressed rates of temperatures-taking.
(IRR 0.94, 95% CI 0.89-1.00) compared to users aged 19-30 years. During wave 1 of the COVID-19 pandemic, these age patterns reversed, with users aged over 60 years taking temperatures at a significantly increased rate (IRR 1.79, 95% CI 1.76-1.83) compared to those of young adults. During COVID-19 waves 2 and 3, users aged over 60 years continued to have significantly higher frequencies of temperature-taking (Table 2).

Men had a significantly lower rate of temperature-taking compared to women during all periods (Table 2), and the difference was the largest during influenza offseason (IRR 0.91, 95% CI 0.90-0.93). Users living in urban census tracts had an increased rate of temperature-taking compared to that of rural users during all periods except wave 2 of COVID-19, when urban users had 0.95 (95% CI 0.93-0.96) times the rate of temperature-taking compared to rural users. Similar trends for age, gender, and population density were observed in the sensitivity analysis using the outcome of distinct days with at least one reading (Multimedia Appendix 1).
Table 2. Characteristics associated with temperature-taking frequency from multivariable mixed-effects negative binomial regressions, May 2019-February 2021.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Offseason 2019 (May 1, 2019, to October 31, 2019)</td>
<td>Flu season (November 1, 2019, to February 2, 2020)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (ref: 19-30 years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-1 years</td>
<td>2.41 (2.33-2.50)</td>
<td>1.65 (1.59-1.70)</td>
<td>1.78 (1.73-1.83)</td>
<td>1.34 (1.30-1.37)</td>
</tr>
<tr>
<td>2-5 years</td>
<td>2.37 (2.29-2.45)</td>
<td>2.23 (2.16-2.29)</td>
<td>1.71 (1.67-1.74)</td>
<td>1.26 (1.23-1.29)</td>
</tr>
<tr>
<td>6-11 years</td>
<td>1.90 (1.84-1.97)</td>
<td>2.25 (2.18-2.31)</td>
<td>1.40 (1.37-1.43)</td>
<td>1.11 (1.09-1.14)</td>
</tr>
<tr>
<td>12-18 years</td>
<td>1.40 (1.34-1.47)</td>
<td>1.67 (1.61-1.72)</td>
<td>1.03 (1.01-1.06)</td>
<td>0.94 (0.92-0.96)</td>
</tr>
<tr>
<td>31-60 years</td>
<td>0.92 (0.90-0.95)</td>
<td>0.96 (0.93-0.99)</td>
<td>1.32 (1.30-1.34)</td>
<td>1.02 (1.01-1.04)</td>
</tr>
<tr>
<td>&gt;60 years</td>
<td>1.05 (0.98-1.11)</td>
<td>0.94 (0.89-1.00)</td>
<td>1.79 (1.76-1.83)</td>
<td>1.28 (1.25-1.31)</td>
</tr>
<tr>
<td>Gender, men (ref: women)</td>
<td>0.91 (0.90-0.93)</td>
<td>0.94 (0.92-0.95)</td>
<td>0.93 (0.92-0.94)</td>
<td>0.96 (0.95-0.97)</td>
</tr>
<tr>
<td>Density, urban (ref: rural)b</td>
<td>1.06 (1.03-1.09)</td>
<td>1.12 (1.09-1.14)</td>
<td>1.08 (1.06-1.10)</td>
<td>0.95 (0.93-0.96)</td>
</tr>
<tr>
<td>Poverty (ref: 0 to &lt;10%)c</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10% to &lt;20%</td>
<td>0.98 (0.95-1.00)</td>
<td>0.98 (0.96-1.00)</td>
<td>1.03 (1.01-1.04)</td>
<td>1.02 (1.00-1.03)</td>
</tr>
<tr>
<td>20% to &lt;30%</td>
<td>0.97 (0.94-1.01)</td>
<td>0.97 (0.94-1.00)</td>
<td>1.07 (1.05-1.09)</td>
<td>0.99 (0.97-1.01)</td>
</tr>
<tr>
<td>≥30%</td>
<td>0.98 (0.93-1.03)</td>
<td>0.95 (0.91-0.99)</td>
<td>1.09 (1.06-1.12)</td>
<td>0.97 (0.94-1.00)</td>
</tr>
<tr>
<td>FLUency user (ref: non-FLUency)d</td>
<td>6.00 (5.73-6.29)</td>
<td>0.65 (0.63-0.66)</td>
<td>0.72 (0.70-0.73)</td>
<td>1.31 (1.28-1.34)</td>
</tr>
<tr>
<td>Household composition (ref: adult-only)e</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Child-only</td>
<td>0.48 (0.46-0.49)</td>
<td>0.49 (0.48-0.51)</td>
<td>0.51 (0.50-0.52)</td>
<td>0.66 (0.64-0.67)</td>
</tr>
<tr>
<td>Multigenerational</td>
<td>0.58 (0.57-0.60)</td>
<td>0.53 (0.51-0.54)</td>
<td>0.50 (0.50-0.51)</td>
<td>0.56 (0.55-0.57)</td>
</tr>
<tr>
<td>Region (ref: 1 [Northeast])f</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 (DC, MD, WV, DE, NJ, PA, VA)</td>
<td>0.94 (0.90-0.98)</td>
<td>0.88 (0.84-0.91)</td>
<td>0.90 (0.88-0.92)</td>
<td>0.91 (0.89-0.93)</td>
</tr>
<tr>
<td>3 (GA, FL, NC, SC)</td>
<td>1.04 (1.00-1.09)</td>
<td>0.86 (0.83-0.90)</td>
<td>0.83 (0.81-0.85)</td>
<td>0.90 (0.88-0.92)</td>
</tr>
<tr>
<td>4 (KY, TN, AL, MS)</td>
<td>0.92 (0.87-0.98)</td>
<td>0.86 (0.82-0.90)</td>
<td>0.80 (0.77-0.83)</td>
<td>0.87 (0.84-0.90)</td>
</tr>
<tr>
<td>5 (IL, WI, IN, MI, MN, OH)</td>
<td>0.99 (0.95-1.03)</td>
<td>0.87 (0.84-0.91)</td>
<td>0.88 (0.86-0.90)</td>
<td>1.01 (0.99-1.03)</td>
</tr>
<tr>
<td>6 (OK, AR, LA, NM, TX)</td>
<td>0.96 (0.93-1.01)</td>
<td>0.80 (0.77-0.83)</td>
<td>0.82 (0.80-0.84)</td>
<td>0.79 (0.77-0.81)</td>
</tr>
<tr>
<td>7 (NE, IA, KS, MO)</td>
<td>0.88 (0.84-0.93)</td>
<td>0.77 (0.73-0.80)</td>
<td>0.82 (0.79-0.85)</td>
<td>0.93 (0.90-0.96)</td>
</tr>
<tr>
<td>8 (MT, ND, WY, CO, SD, UT)</td>
<td>0.90 (0.84-0.97)</td>
<td>0.91 (0.85-0.96)</td>
<td>0.89 (0.85-0.92)</td>
<td>0.92 (0.89-0.95)</td>
</tr>
<tr>
<td>9 (CA, NV, AZ, HI)</td>
<td>1.03 (0.99-1.07)</td>
<td>0.98 (0.95-1.02)</td>
<td>0.87 (0.85-0.89)</td>
<td>0.81 (0.79-0.82)</td>
</tr>
<tr>
<td>10 (AK, ID, OR, WA)</td>
<td>1.01 (0.94-1.07)</td>
<td>0.79 (0.75-0.84)</td>
<td>0.97 (0.94-1.00)</td>
<td>0.84 (0.81-0.86)</td>
</tr>
</tbody>
</table>

a Each study period consisted of a unique population and was analyzed separately. Values shown are the adjusted incidence rate ratios for temperature-taking and their associated 95% CIs. Reference groups are listed next to the name of the predictor.

b Percentage of population living below the 100% federal poverty level at the census tract level from the 2015-2019 American Community Survey.

c Categorized as urban if the census tract was part of an urbanized area of 50,000 or more people based on the 2010 US Census.

d Received the thermometer through Kinsa’s school distribution and engagement program, FLUency.

e Based on ages of profiles associated with the device, with child-only households representing devices where a parent has made profiles for their children but not themselves.

f Classified using the Centers for Disease Control and Prevention National Center For Chronic Disease Prevention and Health Promotion Regions (corresponding state abbreviations are in parentheses).
**Percent of Readings With Fever Regression**

During all study periods examined, users aged 2-5 and 6-11 years had higher odds of having a feverish reading compared to users aged 19-30 (Table 3). Users aged 31-60 years and users aged over 60 years had significantly lower odds of having a feverish reading during all study periods. Users aged over 60 years had the lowest odds of having a feverish reading during wave 1 of COVID-19, with 0.26 (95% CI 0.25-0.28) times the odds compared to users aged 19-30 years.

Men had significantly increased odds of having a reading that was feverish compared to women during all periods, and this increased with each subsequent period (Table 3). By wave 3 of COVID-19, men had 27% (95% CI 24%-29%) higher odds of a feverish reading compared to women. Urban users had elevated odds of feverish readings compared to rural users in influenza offseason (OR 1.05, 95% CI 1.01-1.10) and influenza season (OR 1.12, 95% CI 1.09-1.16) (Table 3). This relation shifted during wave 1 of COVID-19 when urban users had 0.90 (95% CI 0.86-0.94) times the odds of feverish readings as rural users. There was no association during wave 2, but by wave 3, urban users again had increased odds of feverish readings compared to rural users (OR 1.18, 95% CI 1.12-1.24).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (ref: 19-30 years)</td>
<td></td>
</tr>
<tr>
<td>0-1 years</td>
<td>0.56 (0.53-0.58)</td>
</tr>
<tr>
<td>2-5 years</td>
<td>1.69 (1.61-1.76)</td>
</tr>
<tr>
<td>6-11 years</td>
<td>1.93 (1.85-2.02)</td>
</tr>
<tr>
<td>12-18 years</td>
<td>1.33 (1.25-1.41)</td>
</tr>
<tr>
<td>31-60 years</td>
<td>0.85 (0.82-0.89)</td>
</tr>
<tr>
<td>&gt;60 years</td>
<td>0.73 (0.66-0.81)</td>
</tr>
<tr>
<td>Gender, men (ref: women)</td>
<td></td>
</tr>
<tr>
<td>Age 0-1</td>
<td>1.06 (1.04-1.08)</td>
</tr>
<tr>
<td>Age 2-5</td>
<td>1.05 (1.01-1.10)</td>
</tr>
<tr>
<td>Poverty (ref: 0 to &lt;10%)</td>
<td></td>
</tr>
<tr>
<td>10% to &lt;20%</td>
<td>1.00 (0.96-1.04)</td>
</tr>
<tr>
<td>20% to &lt;30%</td>
<td>1.00 (0.95-1.06)</td>
</tr>
<tr>
<td>≥30%</td>
<td>0.99 (0.92-1.08)</td>
</tr>
<tr>
<td>FLUency user (ref: non-FLUency)</td>
<td>0.19 (0.17-0.21)</td>
</tr>
<tr>
<td>Household composition (ref: adult-only)</td>
<td></td>
</tr>
<tr>
<td>Child-only</td>
<td>2.21 (2.10-2.33)</td>
</tr>
<tr>
<td>Multigenerational</td>
<td>1.60 (1.52-1.69)</td>
</tr>
<tr>
<td>Region (ref: 1 [Northeast])</td>
<td></td>
</tr>
<tr>
<td>2 (DC, MD, WV, DE, NJ, PA, VA)</td>
<td>1.00 (0.94-1.07)</td>
</tr>
<tr>
<td>3 (GA, FL, NC, SC)</td>
<td>1.02 (0.95-1.09)</td>
</tr>
<tr>
<td>4 (KY, TN, AL, MS)</td>
<td>0.93 (0.85-1.02)</td>
</tr>
<tr>
<td>5 (IL, WI, IN, MI, MN, OH)</td>
<td>0.85 (0.80-0.91)</td>
</tr>
<tr>
<td>6 (OK, AR, LA, NM, TX)</td>
<td>0.97 (0.91-1.04)</td>
</tr>
<tr>
<td>7 (NE, IA, KS, MO)</td>
<td>0.81 (0.74-0.88)</td>
</tr>
<tr>
<td>8 (MT, ND, WY, CO, SD, UT)</td>
<td>0.81 (0.73-0.90)</td>
</tr>
<tr>
<td>9 (CA, NV, AZ, HI)</td>
<td>0.99 (0.93-1.05)</td>
</tr>
<tr>
<td>10 (AK, ID, OR, WA)</td>
<td>0.79 (0.72-0.88)</td>
</tr>
</tbody>
</table>

aEach study period consisted of a unique population and was analyzed separately. Values shown are the odds ratios with their associated 95% CIs. Reference groups are listed next to the name of the predictor.
bPercentage of population living below the 100% federal poverty level at the census tract level from the 2015-2019 American Community Survey.
cCategorized as urban if the census tract was part of an urbanized area of 50,000 or more people based on the 2010 US Census.
dReceived the thermometer through Kinsa’s school distribution and engagement program, FLUency.
eBased on ages of profiles associated with the device, with child-only households representing devices where a parent has made profiles for their children but not themselves.
fClassified using the Centers for Disease Control and Prevention National Center For Chronic Disease Prevention and Health Promotion Regions.
Discussion

Principal Findings

Using data collected from smart thermometers, we analyzed temperature-taking behaviors through periods prior to and during the COVID-19 pandemic. We found that both the frequency of readings and proportion of feverish readings varied with age group, gender, urban/rural status, and circulating illness. The differences observed between demographic groups reflect a combination of changes in both actual illness risk and perceived risk that can only fully be understood through dual examination of the number of readings and the percent of those readings with a fever.

Users aged over 60 years experienced the largest shift in temperature-taking behaviors over the study period: during the influenza season, they were less likely to take their temperatures than young adults (aged 19-30 years), whereas through all three waves of COVID-19 assessed in the study, they had an elevated frequency of temperature-taking and reduced proportion of feverish readings.

Comparison With Prior Work

The significant switch in behavior among older adult users could reflect increases in perceived risk during COVID-19. Adults 65 years and older have higher odds of COVID-19–related concerns [2], and outcomes of hospitalization and death have been the most severe among older adults [27]. Additionally, individuals are more likely to take preventative action if they have a higher perceived risk of a negative health outcome [28]. We hypothesize that the observed shift in temperature-taking behaviors among older adults is related to increased monitoring for signs of possible COVID-19 infection, given its potential severe outcomes, even in the absence of other symptoms. The proportion of older adults among Kinsa users also increased over the three waves of COVID-19 (Table 1), likely as older adults bought and used thermometers more during the pandemic due to increases in perceived risk.

Users aged 2-5 years and 6-11 years had both increased rates of temperature-taking frequency and increased odds of those readings being feverish compared to young adults during all study periods. Child temperature-taking likely reflects parental behavior and concern. Typically, we would expect that as temperature-taking frequency increases, the percent of feverish readings would decrease because the denominator becomes larger. However, our findings suggest that during the COVID-19 pandemic, children were more likely than young adults to have a fever of any origin, as children’s temperatures were taken more often and each of those readings had a higher odds of being feverish. Similar to testing for COVID-19, only by examining both the frequency of readings and the percent of those readings with a fever can patterns of behavior and disease be separated [29]. Before the COVID-19 pandemic, children were found to experience febrile illness more often in an average year than adults [16], which may contribute to the observed increased odds of feverish readings. Because children were less likely to experience severe disease from COVID-19 [30], it is possible that child temperature-taking was undermeasured due to reduced perceived risk from caretakers. A reduced risk of severe outcomes in children may also explain why children were tested for COVID-19 less often than adults [18].

In line with previous research on most personal health behaviors [31,32], men took their temperature less frequently than women across all study periods (Table 2). Lower rates of monitoring likely explain why when men did take their temperature, they had higher odds of being feverish (Table 3). Prior research has found that men were less likely to pay attention to global pandemics than women [33] and less likely to be concerned about COVID-19 during the first two waves of the pandemic [2]. Globally, women have been tested for COVID-19 more frequently than men [34]. Similarly, within the United States, men were tested for COVID-19 less often and had a higher test positivity rate than women [35]. The increased odds of fever we observed in men likely reflects both a decreased perceived risk among men and increased temperature-taking behavior among women.

Urban users had higher rates of temperature-taking than rural users during all study periods, except for wave 2 of the pandemic. Additionally, during wave 1 of COVID-19, researchers found that urban residents reported increases in other health behaviors such as mask wearing and social distancing compared to rural residents [36]. It is likely that either urban users overmonitored their temperatures or rural users undermonitored theirs, since the odds of urban users having feverish readings decreased during wave 1 compared to rural users. Rural areas were more heavily impacted by wave 2 of COVID-19 in terms of cases, hospitalizations, and deaths [37]; accordingly, urban users may have had a decreased perceived risk relative to rural users, leading to their decrease in temperature-taking frequency during this time.

Our study has many strengths that contribute to the literature on surveillance and health behavior. We have a large sample size across multiple illness seasons. Because our behavioral data are not reliant on self-report, we gained an accurate, real-time measure of temperature-taking behavior that is not subject to recall bias. Furthermore, fever data from smart thermometers have been correlated with both COVID-19 cases and influenza-like illness levels [16-19]. Unlike cross-sectional studies that were initiated after the start of the COVID-19 pandemic, we examined data across a previous influenza season, offseason, and multiple waves of COVID-19.

Limitations

There are also limitations to our study design worth noting. The series of cross-sectional studies do not represent the same population over time and therefore could reflect changes in the user populations rather than changes in user behavior. Future studies should follow a cohort across multiple illness seasons. Because we condition on owning and using a smart thermometer, our study population may not be representative of the US population that does not own a smartphone. However, we capture a wide range of socioeconomic status (Table 1). We also did not have individual-level data on poverty, race, education, or occupation, which could confound some of the observed associations. Additional factors, besides demographics and illness risk, may have impacted the results if a user took a temperature each time they had a possible fever. Users also...
could have misassigned fevers to family members if they forgot to switch profiles before taking a temperature.

Conclusions
Unlike survey data, temperature-taking provides real-time insights into individual behaviors and concerns about circulating infectious disease. Thermometer usage rises with disease circulation, as the highest frequencies were observed during influenza season and wave 1 of COVID-19. Demographic groups react differently to changes in disease levels, with rural residents and young men taking their temperature less often. These behavioral shifts likely reflect perceived risk more than actual risk. Future studies should investigate how upstream factors such as media coverage impact perceived risk and temperature-taking behavior. Public health surveillance should consider how these behaviors affect testing and health monitoring in interpreting disease levels in different demographic groups.
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Abstract

Background: The COVID Radar app was developed as a population-based surveillance instrument to identify at-risk populations and regions in response to the COVID-19 pandemic. The app boasts of >8.5 million completed questionnaires, with >280,000 unique users. Although the COVID Radar app is a valid tool for population-level surveillance, high user engagement is critical to the success of the COVID Radar app in maintaining validity.

Objective: This study aimed to identify optimization targets of the COVID Radar app to improve its acceptability, adherence, and inclusiveness.

Methods: The main component of the COVID Radar app is a self-report questionnaire that assesses COVID-19 symptoms and social distancing behaviors. A total of 3 qualitative substudies were conducted. First, 3 semistructured focus group interviews with end users (N=14) of the app were conducted to gather information on user experiences. The output was transcribed and thematically coded using the framework method. Second, a similar qualitative thematic analysis was conducted on 1080 end-user emails. Third, usability testing was conducted in one-on-one sessions with 4 individuals with low literacy levels.

Results: All 3 substudies identified optimization targets in terms of design and content. The results of substudy 1 showed that the participants generally evaluated the app positively. They reported the app to be user-friendly and were satisfied with its design and functionalities. Participants’ main motivation to use the app was to contribute to science. Participants suggested adding motivational tools to stimulate user engagement. A larger national publicity campaign for the app was considered potentially helpful for increasing the user population. In-app updates informing users about the project and its outputs motivated users to continue using the app. Feedback on the self-report questionnaire, stemming from substudies 1 and 2, mostly concerned the content and phrasing of the questions. Furthermore, the section of the app allowing users to compare their symptoms and behaviors to those of their peers was found to be suboptimal because of difficulties in interpreting the figures presented in the app. Finally, the output of substudy 3 resulted in recommendations primarily related to simplification of the text to render it more accessible and comprehensible for individuals with low literacy levels.

Conclusions: The convenience of app use, enabling personal adjustments of the app experience, and considering motivational factors for continued app use (ie, altruism and collectivism) were found to be crucial to procuring and maintaining a population of active users of the COVID Radar app. Further, there seems to be a need to increase the accessibility of public health tools for individuals with low literacy levels. These results can be used to improve the this and future public health apps and improve the representativeness of their user populations and user engagement, ultimately increasing the validity of the tools.
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Introduction

Background

Since December 2019, the world has been battling the SARS-CoV-2 (COVID-19). In the Netherlands specifically, the first case was identified in February 2020 and has resulted, to date, in >2.6 million confirmed cases and 19,000 deaths [1]. Track-and-trace strategies and quarantine measures to limit social contact and social distancing have been widely used to prevent the transmission of the virus [2]. However, a delay between the appearance of symptoms and confirmed test results increase lead times during an outbreak. Continuous population-based monitoring of COVID-19–related symptoms and social distancing behaviors may aid in the estimation of risk of COVID-19 cases at a regional level, allowing local governments to intervene at an earlier stage [3].

Since the start of the pandemic, mobile apps have been implemented for a variety of goals such as risk assessment and decision-making as well as self-management and self-monitoring of symptoms [4]. Symptom-monitoring apps based on self-reporting show promising results in terms of predicting local COVID-19 spread using symptom-based tracking in the United Kingdom and United States [5,6]. Menni et al [5] found that a prediction model based on an app-based symptom tracker could predict a positive COVID-19 test with a sensitivity of 65% and a specificity of 78% [5]. Other studies have shown that population-wide self-reported data collected by means of a mobile app could identify 75% of the regions with the highest COVID-19 incidence according to governmental test data [6]. Finally, a recent study showed that longitudinal self-reported data on health, behavior, and demographics, as collected with web and mobile apps, could be adequately used in building prediction models to identify potential positive COVID-19 cases [7]. The above literature highlights the utility of self-reported data in population-based COVID-19 tracking and subsequent prediction of COVID-19 hot spots, which can ultimately aid in the response to the COVID-19 pandemic.

In the Netherlands, a smartphone-based surveillance app, the COVID Radar app, was developed. The goal of the app was to predict topographical future COVID hot spots with the help of self-reporting of COVID symptoms, enabling the possibility for local or national governments to intervene, for instance, by informing the public or implementing local restrictions. The app enables frequent and anonymous voluntary self-reporting of COVID-19–related symptoms and behaviors (users are asked only for their postcode, age range, sex, and profession). The app was developed during the first COVID-19 wave in the Netherlands in the spring of 2020. Among other functionalities, the app contains a short monitoring questionnaire (≥20 questions) asking users to self-report their COVID-19–related symptoms, social distancing behaviors, COVID-19 status, and vaccination status. The app additionally provides users feedback on their reported social distancing behavior (eg, number of people encountered within 1.5 meters and hours spent outside the house) and symptoms by enabling them to compare these to the mean values nationwide as well as within their specific geographic region. Since the launch of the app in April 2020, it boasts of >8.5 million completed questionnaires, with >280,000 unique users, of whom >13,000 completed the questionnaire at least twice a week on average. The COVID Radar app can be considered a citizen science project, as it involves the public in the scientific processes, in this case the collection of large-volume longitudinal symptom and social distancing data across the Netherlands [8].

Previous research has shown that the COVID Radar app is a useful and valid tool for population-level surveillance and potentially for the prediction of local COVID-19 hot spots [3]. More specifically, self-reported positive test results reported via the app closely matched government-reported case counts. In addition, there were clear associations between self-reported COVID-19 symptoms and positive test results. With respect to behavioral measures, a clear association was found between self-reported positive test results and above-average risk behaviors in terms of social distancing (eg, having had more visitors in one’s home or having had more people within 1.5 meters) in the days leading up to a test. Importantly, the identified associations among symptoms, social distancing behaviors, and test results were most pronounced in areas with high user engagement. Hence, high user engagement throughout different regions of a country seems critical to the success of any predictive model using self-reported symptoms and behavior. Stimulating and increasing user engagement by citizens in population-based surveillance apps such as the COVID Radar remains challenging.

The Netherlands Organization of Health Research and Development funded the COVID Radar project in which a multidisciplinary team aimed to develop a mobility- and behavior-based early warning system after the first wave of COVID-19 in the Netherlands. The methods in this project combine unique real-time spatial summaries per 4-digit postal code area of symptoms and high-risk behavior from the population surveillance data of the COVID Radar app at the Leiden University Medical Center (LUMC), with aggregated historic mobility information provided by mobile telecommunications data. One of the objectives of the project is to optimize the COVID Radar app and enrich the population surveillance syndrome and behavior data. The goal of this optimization of the COVID Radar app and survey is to ultimately improve the acceptability, adherence, and inclusiveness of the app and to learn lessons for improvement of future population-level health-related apps. This can subsequently support further national upscaling and use of the COVID Radar, as well as improve the representativeness of its user population. Furthermore, such targets can be subsequently used as inputs when designing national surveillance self-report data collection apps.
Objectives
The main aim of this study was to identify the optimization targets of the COVID Radar app to ultimately improve the acceptability, adherence, and inclusiveness of the app. We aimed to identify optimization targets by conducting 3 qualitative substudies: (1) gathering and analyzing in-depth information on user experiences by means of semistructured focus group interviews with end users of the COVID Radar app, (2) analyzing all received end-user emails that were sent to the COVID Radar project team since the launch of the app, and (3) review by language experts and usability testing of the COVID Radar app in individuals with low literacy levels.

Methods
Design
All 3 substudies were qualitative research investigations. The first substudy consisted of 3 semistructured focus group interviews with COVID Radar end users. The second substudy comprised a qualitative analysis of all emails sent by the end users to the COVID Radar project team. The third substudy involved expert reviews and individual usability test sessions with individuals with low literacy levels. More details on the methods of each of these substudies can be found below.

COVID Radar App
The COVID Radar app was freely available for iOS and Android systems and could be downloaded from both the Apple App Store and Google Play Store between April 2, 2020, and February 28, 2022. Upon its release, a brief publicity campaign was launched. First-time users are asked to register by providing information about (1) their gender (male, female, other, or not specified), (2) their age (10-year intervals from 0 to 80 and a ≥80 category), (3) their occupation (education, health care, catering industry, or other occupations with high risk of human contact within 1.5 meters), and (4) the 4 digits of their postal code.

The app consists of 4 sections. The first section contains the self-report monitoring questionnaire. A screenshot of the questionnaire is presented in Figure 1. The questionnaire is dynamic, meaning that the number and content of questions can be updated as needed based on new relevant insights related to the surveillance of the coronavirus. For example, questions about vaccination status were added as soon as the Dutch vaccination program started. The final questionnaire contained a total of 23 questions. The full version of the current questionnaire is presented in Multimedia Appendix 1. A total of 11 questions assess COVID-19 symptoms (eg, coughing, fever, and sore throat), and 8 questions assess social distancing behaviors, including among others, the number of human contacts within 1.5 meters, whether one has been in contact with a patient with COVID-19 infection in the last 14 days, how many visitors one had received on a particular day, whether the participant was ever tested positive (yes or no), whether the participant was tested in the last 2 weeks (no, have not been tested; have been tested—result was that I did not have the coronavirus; have been tested, result was that I did have the coronavirus), and a question about COVID vaccine status. Users receive a push message every other day to remind them to fill in the questionnaire, regardless of whether the user has already done so.

The second section of the COVID Radar app is an update section. This section is used to inform users on changes in the self-report questionnaire or to inform them about recent results of analyses of COVID Radar data.

The third section contains a frequently asked questions (FAQs) section, where users can find information on numerous topics related to information about the app (eg, the goal of the app), data protection (eg, which data are gathered exactly, and why will the data be saved for a period of 5 years?), contact information, and instructions on how to complete the questionnaire (eg, how to report symptoms when having asthma?).

The fourth and final section is the Radar section, where feedback on user-reported symptoms and social distancing behavior can be observed. More specifically, app users can compare their self-reported social distancing behaviors (eg, the number of people spoken to within 1.5 meters) and symptoms to those of other users in their local region as well as the country’s app users as a whole. The feedback regarding social distancing behaviors is provided using sliders, colored from green to brown, with green representing safe behavior and red representing relatively risky behavior. A screenshot is provided in Figure 2. Figure 3 shows the mean prevalence of symptoms per geographic region, categorized as brown (many people with symptoms), green (few people with symptoms), and gray (insufficient participants to adequately measure the prevalence).
Figure 1. Screenshot of the monitoring section, presenting part of the self-report monitoring questionnaire.

Figure 2. A screenshot of the Radar section, presenting a map with the mean symptoms per geographic region, as well as sliders providing feedback on the prevalence of symptoms compared with other users.
Figure 3. A screenshot of the Radar section, presenting a map with mean social distancing behaviors per geographic region, as well as sliders providing feedback on social distancing behavior in comparison with other users.

Substudy 1: Focus Group Interviews With End Users

Procedure

COVID Radar app users were notified of the upcoming focus groups and invited to participate via an update in the update section of the app. The invitation contained a brief summary of the study aims and corresponding procedures. For participating in one of the focus groups, an individual had to be able to read, speak, and understand Dutch. Participants could indicate their interest in participating by sending an email to the research team. A group of 50 potential participants was randomly chosen from among the responses, who were subsequently asked to provide their availability for the upcoming focus groups. A total of 3 focus groups were scheduled to accommodate varying schedules. Because of possible technical issues, the focus groups were conducted with smaller groups than the offline focus group, as recommended by previous research [9,10]. A total of 5 available participants were chosen at random for each focus group.

Two weeks before the focus group would take place, participants received an information letter by email containing all study details and corresponding focus group procedures. The email also contained an informed consent form. Individuals were instructed to complete the form digitally or manually (ie, print, sign, and scan) and to return the completed form to the researchers by email. Participants received a €20 (US $24) gift card for their participation in the interviews.

Focus Group Interviews

A semistructured interview protocol was developed to serve as a guideline for the discussion of relevant topics during the focus group interviews. The interview protocol comprised open questions aimed at gathering participants’ experiences and opinions with respect to 7 topics: (1) general opinion of the app, (2) suggestions for improvement of the app, (3) feedback on the self-report monitoring questionnaire, (4) feedback on the update section, (5) feedback on the FAQs section, (6) feedback on the Radar section, and (7) feedback on the push notifications.

A total of 3 focus groups were conducted in May 2021. All focus group interviews were web-based, conducted via Zoom (Zoom Video Communications) with the audio being recorded. The interviews were moderated by BS. NHS and JJA were present as backup moderators and for support in case of technical problems. The duration of each focus group was approximately 60 minutes.

Audio recordings were transcribed literally. The names of participants were replaced with participant numbers to preserve their anonymity. Subsequently, the transcripts were thematically coded using the framework method [11]. The framework is a qualitative content analysis method. It was used to identify
commonalities and differences in qualitative data before exploring the coherence of the data, focusing on finding explanatory conclusions per theme. The framework method works in different stages: (1) transcription, (2) familiarization with transcript, (3) coding, (4) developing an analytical framework, (5) applying the analytical framework, (6) charting data into the framework matrix, and (7) interpreting the data. During the process, it was possible to go back and forth between the different stages. This dynamic approach enabled the addition of new codes during the analysis, thereby creating an opportunity to react to unexpected findings and a broad spectrum of input on themes. This method is often used to analyze semistructured interview data. The identified themes were (1) general opinion of the app, (2) motivation for use, (3) publicity of the app and enlarging the user population, (4) self-report monitoring questionnaire, (5) in-app updates, (6) FAQs, (7) Radar section, and (8) push notifications. Coding was performed by BS and checked for reliability by JS by checking random samples of the coded transcripts. Coding was performed using Atlas.ti software (version 7.5.18). Data saturation was reached after conducting 3 focus group interviews.

Substudy 2: Email Box Analysis

The COVID Radar team offered the possibility of app users sending feedback to a general email address. This email address was published in the FAQs section under the contact information. The goal was to enable the research team to subsequently optimize the app or handle technical errors as soon as possible. A total of 1080 emails received by the COVID Radar team between May 2020 and June 2021 were exported into a text document and subsequently uploaded to Atlas.ti software (version 7.5.18). The codebook designed for substudy 1 was used for thematic coding of the email feedback.

Substudy 3: Review by Language Experts and Usability Testing in Individuals With Low Literacy Levels

In order to evaluate the COVID Radar app as a tool for individuals with low literacy levels specifically, 2 types of activities were carried out by Pharos: the Dutch center of expertise on health disparities. The first activity was an expert review of the self-report monitoring questionnaire by 2 experts from Pharos. All the text was reviewed, considering that the language needed to meet language level A2 or B1 according to the Common European Framework of Reference for Languages [12]. They also made suggestions for adapting the text based on their checklist for accessible information. The checklist contains relevant information related to the accessibility of information in terms of, for example, layout (eg, ensuring there is sufficient color contrast between the text and the background), dosage of information (eg, stating the most important message at the beginning and repeating it), and phrasing and readability of text (eg, avoiding or explaining difficult technical terms or medical jargon). On the basis of the results of the expert review, the researchers updated the phrasing of the questions in the self-report monitoring questionnaire.

The second activity was the usability testing of 4 individuals with low literacy levels. In a one-on-one web-based setting, 4 participants joined a 1-hour usability testing meeting with an expert from Pharos. During this usability testing, the participants were asked to perform assignments to check whether the navigation was simple and logical. They were also asked to read the text aloud so that it became clear which words or sentences were difficult to read. In addition, the participants were asked to explain the meaning of the text in their own words. Finally, the participants were asked for feedback about the entire usability testing process by asking them for alternatives or possible solutions to encountered difficulties. The results of the usability testing were summarized and presented by Pharos to the involved researchers.

Ethics Approval

Substudies 1 and 2 were declared as not falling under the scope of the Dutch Medical Research Involving Human Subjects Act by the medical ethical committee of the LUMC and were granted a certificate of no objection accordingly. Substudy 3 was certified and performed by a third-party organization (Pharos). All volunteers in these studies signed informed consent forms before their participation.

Results

Overview

The codebook developed and used for substudies 1 and 2 is presented in Table 1. The 8 themes were (1) user friendliness, (2) motivation for use, (3) publicity and enlarging the user population, (4) monitoring questionnaire, (5) in-app updates, (6) FAQs, (7) Radar section, and (8) push notifications.
Table 1. The codebook used for coding the transcripts of the focus groups (substudy 1) and the email feedback (substudy 2).

<table>
<thead>
<tr>
<th>Theme and codes</th>
<th>Description</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Theme 1: general opinion of the app</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User friendliness</td>
<td>Comments related to the user friendliness of the app; for example, the ease of using the app and navigating through the app</td>
<td>• “I find it very down-to-earth, simple, easy to use” • “It is a pleasant app to use, but it is indeed very text-heavy. No symbols are used, so you will mainly reach the people with high literacy levels.”</td>
</tr>
<tr>
<td>Design</td>
<td>Comments related to the design of the app, such as colors and layout</td>
<td>• “I’m just wondering here, but not all colors may be easy to distinguish on mobile phones, because of the often used colors dark blue, light blue, and gray. On many mobile phones it is not easy to distinguish them.”</td>
</tr>
<tr>
<td><strong>Theme 2: motivation for use</strong></td>
<td>Comments related to participants’ motivation and reasons for using the app</td>
<td>• “I started using the COVID radar to help you gain insight…” • “It is not only an app that is relevant to the field of research but also relevant to oneself. You can also use it to monitor your own behavior and the behavior of your environment. So it also holds up a mirror to oneself.”</td>
</tr>
<tr>
<td><strong>Theme 3: publicity of the app and enlarging the user population</strong></td>
<td>Comments related to increasing the user population of the app and supporting the national awareness of the app</td>
<td>• “Almost all of us [referring to focus group participants] have a connection with Leiden or the Leiden University Medical Center. I live in Leiden and the only newspaper in which I read something about the app was a local Leiden newspaper, so more national publicity may persuade other people to start using your app.”</td>
</tr>
<tr>
<td><strong>Theme 4: self-report monitoring questionnaire</strong></td>
<td>Comments related to the content of the questions, such as language issues, understandability, suggestions for additional questions, and other suggestions for improvements related to the self-report monitoring questionnaire</td>
<td>• “It is impossible to estimate how many people come within five meters when you are at something like a market or a supermarket.” • “I think the question is how many hours were you out of the house yesterday. Of course it is clear in itself. But the explanation says that a holiday destination counts as leaving home. Well, at one point we spent a week in a house a while ago...I find that a bit strange that I was out of the house that whole week, 24 hours a day. I don’t think that makes sense.”</td>
</tr>
<tr>
<td>Length and duration</td>
<td>Comments related to the time it took to fill in the questionnaire or about the number of questions</td>
<td>• “And what strikes me is that more and more questions are added and I understand that you want to know more about vaccination and everything, but the list is getting very long.”</td>
</tr>
<tr>
<td>Additional information</td>
<td>Comments related to the use of the icons for additional information or elaboration of questions as well as its content</td>
<td>• “Yeah in the beginning I clicked on the icons an read their content, you know. Because at one point I wondered ‘yes what about that?’: do I need to count being in the garden as time outside of the house? Well, that didn’t appear to be the case.”</td>
</tr>
<tr>
<td>Frequency of completion</td>
<td>Comments related to the frequency of filling in the questionnaire or about when and where participants completed the questionnaire</td>
<td>• “Usually, I fill it in at night when I’m on the couch. Often then I think: ‘oh yeah that radar.’” • “Every day! I’m one hundred percent sure. It’s almost something compulsive, that I feel that I need to complete it, I must not forget.”</td>
</tr>
<tr>
<td><strong>Theme 5: in-app updates</strong></td>
<td>Comments related to about the frequency or timing for the updates</td>
<td>• “I think those updates are great, just like what participant X just said; it could be as often as weekly.”</td>
</tr>
<tr>
<td>Effect</td>
<td>Comments related to the experienced effects of in-app updates</td>
<td>• “They mainly motivate me. Then I think, oh well, nice to hear something back. I also think because I have been using the app for more than a year now, I then also see what I am doing it for. So therefore yes I always read the updates.”</td>
</tr>
</tbody>
</table>
Examples

<table>
<thead>
<tr>
<th>Theme and codes</th>
<th>Description</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content</td>
<td>Comments related to the content of the updates</td>
<td>“Generally, I find the updates informative and it's good to have some more background information about the whole subject.”</td>
</tr>
</tbody>
</table>

**Theme 6: FAQs**

<table>
<thead>
<tr>
<th>Reason(s) for consulting</th>
<th>Comments related to (the) reason(s) of why a user consulted the FAQs section and suggestions for improvement</th>
<th>“Yes, certainly I looked at the FAQ section. Especially in the beginning before I started filling in the questionnaire. Just to see who is behind this app and what they are doing with my data.”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content</td>
<td>Comments related to the content of the FAQs section, such as the clarity of answers and the completeness of topics</td>
<td>“This section is clear. Yes, and the answers are too.”</td>
</tr>
</tbody>
</table>

**Theme 7: Radar section**

<table>
<thead>
<tr>
<th>Content</th>
<th>Comments related to the content of the Radar section (e.g., maps and sliders) and its effect</th>
<th>“I think you have those sliders regarding behaviour; how many hours have you been outside. It took me a really long time to realize that there are three sliders and not two…”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of visiting</td>
<td>Comments related to how often a user takes a look at the Radar section</td>
<td>“Yes, I look at it daily. Or daily, every time I fill in the list, that’s not necessarily daily.”</td>
</tr>
</tbody>
</table>

**Theme 8: push notifications**

<table>
<thead>
<tr>
<th>Suggested improvements</th>
<th>Comments related to suggested ways to improve the push notifications, for example with regard to the timing and frequency</th>
<th>“A personalized pushing message, like for me it is part of my morning routine. When I forget to fill in the questionnaire, I would prefer to hear it [the reminder] in the morning because it happens before nine o'clock or it wouldn’t happen.”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effect</td>
<td>Comments related to the effect of the (nonintelligent) push messages</td>
<td>“And I think that reminder, whether that is by means of a sound or a pop-up, certainly helps. I have noticed myself… Yes, if I would be able to set a reminder on my own time with a snooze function, then I think the completion score would be much higher.”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“Well I have to say, I’m really happy with those reminders you get. Because, I am someone who does not complete the questionnaire routinely during a particular part of the day, unfortunately. So I have noticed that it helps when I receive such a message, like a push message.”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“I turned them off, because I thought it was very mean that I completed it [the questionnaire] and still received a reminder.”</td>
</tr>
</tbody>
</table>

**Substudy 1: Focus Group Interviews**

**Overview**

In all, 2 focus groups comprised 5 participants and a focus group comprised 4 participants because of a participant not being able to join the interview owing to personal circumstances. Of the 14 participants, 12 (86%) were female. Other demographic information was not acquired to preserve the anonymity of the participants. The results of substudy 1 are summarized in Table 2. In the text, a brief explanation of the results is presented, according to the 8 identified themes (Table 1).
Table 2. Results of the focus groups as summarized in strengths and potential improvements.

<table>
<thead>
<tr>
<th>Theme and subthemes</th>
<th>Strengths</th>
<th>Potential improvements</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Theme 1: general opinion of the app</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User friendliness</td>
<td>• Simple and intuitive to use</td>
<td>• For some users, the app was a bit too simplistic, which made the app experience boring</td>
</tr>
<tr>
<td></td>
<td>• Previous answers being saved as default answers</td>
<td></td>
</tr>
<tr>
<td>Design</td>
<td>• Basic and simple</td>
<td>• Create a dark mode option</td>
</tr>
<tr>
<td></td>
<td>• Satisfaction with functionalities</td>
<td>• Use of more symbols and less text</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• More use of effective color contrast</td>
</tr>
<tr>
<td>Theme 2: motivation for use</td>
<td>• Enables app users to help advance science and contribute to data collection</td>
<td>• Increased exposure to the research goals and the broader aim of the COVID Radar app</td>
</tr>
<tr>
<td></td>
<td>• Increased awareness of social distancing behavior</td>
<td>• Add motivational tools such as gaming elements</td>
</tr>
<tr>
<td>Theme 3: publicity of the app and enlarging the user population</td>
<td>• High engagement of citizens with a direct or indirect connection to the research organization and its city</td>
<td>• More effort in terms of national publicity campaigns to enlarge the national user population</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• More effort in terms of publicity campaigns specifically in geographic areas with relatively low user engagement</td>
</tr>
<tr>
<td><strong>Theme 4: self-report monitoring questionnaire</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content</td>
<td>• Most questions were deemed as important and logical by the users</td>
<td>• Phrase some questions including their answer categories in a more clear and uniform manner, reducing ambiguity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Adapting or deleting difficult-to-answer questions or questions that cannot always be answered in a reliable manner</td>
</tr>
<tr>
<td>Length and duration</td>
<td>• The duration of less than a minute supports regular completion</td>
<td>• Create the opportunity for app users to shorten the questionnaire by introducing more logic (ie, skipping questions, where not applicable)</td>
</tr>
<tr>
<td>Additional information</td>
<td>• Overall clear</td>
<td>• Elaborate on the provided explanatory information to increase the understanding of questions and thereby provide more support for selecting the right answer category</td>
</tr>
<tr>
<td>Frequency of completion</td>
<td>• Most users completed the questionnaire on a regular basis</td>
<td>• Personalized push notifications to motivate to complete the questionnaire and help to create the habit of filling in the questionnaire regularly</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Also refer to potential improvements for theme 2 (motivation for use) as well as theme 5 (in-app updates)</td>
</tr>
<tr>
<td><strong>Theme 5: in-app updates</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency</td>
<td>• None</td>
<td>• More frequent updates</td>
</tr>
<tr>
<td>Effect</td>
<td>• Encourages and motivates to complete and continue to complete the questionnaire</td>
<td>• None</td>
</tr>
<tr>
<td>Content</td>
<td>• Interesting</td>
<td>• Increase the understandability of presented figures</td>
</tr>
<tr>
<td><strong>Theme 6: frequently asked questions—content</strong></td>
<td>• Clear and comprehensive</td>
<td>• None</td>
</tr>
<tr>
<td><strong>Theme 7: Radar section</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content</td>
<td>• Section provides insight in symptoms and behaviors compared with peers</td>
<td>• Increase the understandability of the figures by increasing its design and elaborate on and better explain the corresponding functionalities.</td>
</tr>
<tr>
<td>Frequency of visiting</td>
<td>• None</td>
<td>• Making the Radar section more visible to users.</td>
</tr>
</tbody>
</table>
General Opinion of the App

In general, participants evaluated the COVID Radar app positively. They found the app to be user-friendly and intuitive. Most of the participants were pleased with the design and functionality of the app, with its simplicity frequently being listed as one of its strengths:

I find it very down-to-earth. Simple and easy to use. For me the app is loud and clear, yes, I don’t think it could be more easy.

On the other hand, some participants found the app to be a bit too basic and suggested that the simplicity of the app did not challenge them sufficiently:

How to reach a different or bigger target audience? I think you will have to fix something in the app itself. I am going to say something ugly, but the app looks superficial.

Overall, participants appreciated the fact that their most recent answers regarding COVID-19 symptoms were saved as default answers, thereby saving them time the next time they filled in the questionnaire.

Motivation for Use

Participants’ main motivation to use the app can be summarized as their desire to advance science. Participants were motivated to contribute to data collection to help scientists predict future COVID-19 flare-ups:

I’m very pleased with the app, because it gives me the feeling that I’m contributing to something. Of course, that is a great feeling, especially in this time where you often feel helpless.

In addition, several participants mentioned that the time spent reflecting on their social distancing behaviors increased their awareness thereof. For example, when reporting the number of people coming within 1.5 meters or the number of visitors coming within 5 meters of you, outside the house? received extensive feedback. Most participants considered this question challenging or even too difficult to answer, as they did not feel capable of accurately estimating this number:

And then you think, well, perhaps I could do that differently next time. It didn’t lead me to self-report it differently than it actually was, although I did think from time to time “maybe I should report less people.” But it has kept me on my toes every day, so in that sense I’m definitely doing it for you [the researchers/science], but I’m also doing it for myself and for my own awareness.

When discussing the motivation to keep using the app, several participants discussed the potential of integrating motivational tools in the app to increase adherence. Particular suggestions included repeated exposure to the research goals and the broader aim behind the COVID Radar; for example, by means of in-app updates. Other suggestions related to the potential addition of serious gaming elements, such as enabling participants to collect digital badges based on the number of times they completed the questionnaire:

But you could also use badges, you know. I have another app in which I earn badges for 5 days, 10 days, and 50 days. But then you have to make some kind of dashboard available in the COVID Radar where one can see if one has completed the questionnaire. I know that I am very motivated by those kinds of streaks.

Publicity of the App and Enlarging the User Population

Most participants in the focus groups became aware of the app through a direct or indirect personal connection to the LUMC or the city of Leiden. More efforts in terms of national publicity campaigns using social media were suggested to reach more citizens. Another suggestion was to advertise the app in geographic areas with relatively low user engagement using pamphlets or local media.

Self-report Monitoring Questionnaire

Most feedback on the self-report monitoring questionnaire concerned the content and phrasing of the questions. Several participants pointed out that some questions left room for interpretation by app users, which may lead to biased answers. More specifically, the question “Yesterday, how many people came within 5 meters of you, outside the house?” received extensive feedback. Most participants considered this question challenging or even too difficult to answer, as they did not feel capable of accurately estimating this number:

I ride my bike almost daily. How many people do you come across within 5 meters? A street is 5 meters, so every time I ride my bike I am almost sure that I can fill in that 50 people came closer than 5 meters to me.

The question “Are you completely vaccinated against COVID-19?” also received extensive feedback. Some participants wondered why there was only an interest in whether they were completely vaccinated, instead of allowing users to indicate how many times they had received vaccination.

Regarding the additional information accompanying the questions, the provided information did not always clarify questions or doubts the participants had concerning the respective question. For example, there were numerous questions regarding whether certain locations, such as work offices, shops, and supermarkets, should be categorized as public places.
Concerning the length of the questionnaire, some participants found it too long, although most participants reported that filling in the questionnaire took less than a minute. Relatedly, some participants struggled with their motivation to answer the same questions repeatedly. One suggestion was to enable the possibility of indicating whether the participant experienced changes in COVID symptoms, as these were found to be relatively steady in comparison with behavioral measures (eg, one does not have a sore throat every other day, whereas the number of people coming closer than 5 meters can fluctuate by day). More specifically, participants suggested creating a shortened version of the questionnaire once in which the symptom complaints of COVID-19 were combined into one question (eg, “Are you experiencing any COVID symptoms?”) which, if answered positively, resulted in a pull-down menu in which they could indicate which specific symptoms were present.

Most participants reported completing the monitoring questionnaire regularly, with some reporting doing so daily. Most participants reported having made a habit of filling in the questionnaire at a set time each day:

*It needs to become just like brushing your teeth.*

Participants who filled in the questionnaire on a less regular basis seemed to report less consistency in their timing of completion, struggling to create a habit.

**In-App Updates**

Most participants read the updates as soon as they noticed the in-app notification, whereas others never received or noticed any notifications and checked this section once in a while for updates. Overall, the push messages of the in-app updates were evaluated as being valuable.

Participants were enthusiastic about the content of the updates and described the updates as very interesting. Furthermore, participants elaborated on how these updates motivated them to keep filling in the questionnaire:

*For me, the updates are the most fun part of the app, because it is some kind of reward for completing the questionnaire.*

However, numerous participants mentioned that the figures used in the updates were not always comprehensive or explained in sufficient detail. For example, the color scheme was a source of confusion, with some participants not being able to fully understand the figures. It was also mentioned that the axis labels were sometimes lacking or incomplete. Almost all participants indicated that they preferred more frequent updates.

**Frequently Asked Questions**

Approximately half of the participants reported having accessed the FAQs section of the app at least once. Reasons for consulting the FAQs section ranged from being interested in the research and corresponding analyses performed with the collected data and wanting to know more about privacy-related issues to curiosity as to how many active app users there were. In general, participants perceived the information in this section to be clear and comprehensible.

**Radar Section**

For a few participants, the Radar section of the app provided a convenient method for comparing their symptoms and behaviors with those of their peers. They elaborated that they sometimes adjusted their behavior based on peer comparison data:

*I compare myself to other people in my region. I am sensitive to social pressure, so for me sometimes this is a reason to hold myself back on the weekends.*

Nevertheless, the Radar section received the most attention in terms of identified optimization targets. Two participants had never noticed the Radar. The visuals (ie, figures) presented in the Radar section were another frequently mentioned subject of potential improvement. Lack of contrast and nonmatching colors in the legends and figures were described as hindering to understanding by the app users.

**Push Notifications**

Participants who did not complete the questionnaire daily reported that the push messages motivated them to completing the questionnaire more frequently:

*I am very pleased with the reminders... The reminders definitely encourage me to fill in the questionnaire.*

In contrast, participants who completed the questionnaire daily reported that the push messages created confusion. The messages made them question whether or not they had already completed the questionnaire on that day. They also reported the reminders to be a source of irritation when they were certain they had already completed the questionnaire that day. A potential solution offered by the participants was to create the possibility of personalizing push notifications, allowing them to be set at a user-defined time and frequency, thereby helping them to create a routine.

**Substudy 2: Mailbox Analysis**

A total of 1080 emails were analyzed; approximately one-third of the emails were coded as irrelevant, as they comprised either duplicate mail, spam mail, mail commercials, or updates from the COVID Radar Facebook or Instagram accounts. Most emails contained questions from app users on how to interpret or answer a specific question from the self-report questionnaire (Table 1, Theme 4: content). The monitoring question about how many people came within 5 meters on a particular day resulted in extensive feedback from many users, indicating that they felt it was not reasonable to accurately estimate this value. In addition, users asked several questions about which contacts to count as “people coming within 5 meters”:

*On my way to work I pass many people that come within 5 meters of me. Should I report all these brief contacts in the Radar?*

Another monitoring question that received extensive feedback pertained to the question about the number of visitors one had received at home during a particular day. Users often questioned whether they needed to count their grandchildren aged <12 years as visitors:

*We take care of our grandchildren. Of course, they do come closer to me than 1.5 meters, but we have...*
understood that the risk of infection via children is minimal. Do we need to report our grandchildren as people we came closer than 1.5 meters?

Several emails contained suggestions for additional questions to be included in the monitoring questionnaire. For example, many individuals suggested adding a question on vaccine status once the vaccination program started in January 2021. Another common point of feedback was that the answer format of the self-report questionnaire did not allow for any nuance. Some users reported feeling badly about their social distancing habits, for example, owing to their role as caregivers for older persons or sick family members:

I’m sure it sometimes looks like as if I don’t stick with the rules. But if the questions would allow for any nuance, especially regarding the age of visitors and informal care of, for instance, older family members, it would be a totally different outcome for me.

Furthermore, numerous emails contained feedback on the Radar section of the app (Table 1, Theme 7: Radar section). These primarily consisted of questions on how to adequately interpret the data in the maps, as the colors in the maps did not always correspond to those in the legend. In addition, numerous emails contained comments about the answer scales of the questions regarding social distancing behavior, which were originally formatted as sliders, resulting in negative feedback from users who found the sliders difficult to use, often resulting in reporting an incorrect number of contacts. On the basis of this feedback, the sliders were replaced with a box in which the number of contacts can be entered manually, and (+) and (−) buttons can be used to manually adjust the number of contacts. This resulted in numerous emails receiving positive feedback.

Substudy 3: Usability Testing in Individuals With Low Literacy Levels

On the basis of input from experts from the Dutch center of expertise on health disparities, and usability test sessions with individuals with low literacy levels, several optimization targets were identified regarding the design of the app. One related to improving the use of colors and color contrast to improve the visibility of letters. For example, the blue color used to color the boxes of default answers in the self-report monitoring questionnaire (Figure 1) provided limited color contrast with the white letters, sometimes leading to the default answer options being overlooked by users. Further optimization targets regarding design were to highlight the differences in the answer options by using bold text or underlining, as users with low literacy levels may otherwise have difficulty in distinguishing between slightly different answer options. A participant in one of the usability test sessions indicated the following:

I think it says the same thing twice, I don’t see what the difference is.

Other outputs regarding design optimization were to instruct end users more explicitly on all app features. For example, that they need to scroll down for more questions, and that they need to press “submit” after completing the last question.

Regarding textual optimization, adding information was sometimes suggested to improve comprehension of questions. For example, it was suggested we define “fever” as not everyone is aware that this is defined by a body temperature of ≥38 °C. Further, several simplifications of the text were suggested, such as to simplify or elaborate on “moderate to severe psychical exercise.” Other textual suggestions included writing out “one-and-a-half meter,” as 1.5 meters is often read as “1 to 5 meters” by individuals with low literacy.

Discussion

Principal Findings

A total of 3 qualitative substudies were conducted, and numerous optimization targets for the COVID Radar app were identified, both in terms of the design and content of the app. Convenience of app use, personal adjustments of the app experience, and motivation to keep using the app are key to procuring and maintaining a population of active users engaging with public health surveillance apps such as the COVID Radar. This information can be used to maximize user satisfaction, adherence, and engagement with national surveillance data collection apps.

Optimization targets as identified by the 3 studies included highlighted design elements, such as the importance of using sufficient color contrasts as well as using more visuals and less text to increase the user friendliness of the app and the comprehensibility of the corresponding texts. The results of substudy 3 highlight the importance of increasing the accessibility and comprehensibility of text for individuals with low (health) literacy levels, for example, by using language level A2 or B1 according to the Common European Framework of Reference for Languages [12] and by conducting usability tests with this target population. Limited (health) literacy levels are a prevalent and common concern worldwide [13-15]. It is essential that public health services and tools simplify their use and content to address health disparities and increase the inclusiveness of such services. High user engagement and adherence are crucial to the success of web-based monitoring tools for population-based surveillance and corresponding successful predictive modeling [3,16].

Although the feasibility and acceptability of using smartphone apps for continuous monitoring of disease seems evident from the literature [17-20], motivating individuals to use and specially keep using such tools remains challenging. The results of substudy 1 showed that the main motivations of COVID Radar users engagement were contributing to scientific research and, more specifically, helping fight the pandemic. This is in line with the available literature in the field of citizen science demonstrating that participants in citizen science projects are motivated to contribute to the scientific goals of such projects [21]. Furthermore, these results are in line with 2 important categories of community involvement in scientific projects identified by Batson et al [22]: altruism and collectivism. That is, motivation to be involved in increasing the welfare of another individual and the welfare of a group, respectively. Along similar lines, the results of substudy 1 showed that app users were eager to know what was done with their data and that in-app updates informing them about recent analyses using COVID Radar data were an important source of motivation to
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keep using the app. This is in line with the results of a citizen project by Land-Zandstra et al [21], who showed that participants wanted to be kept informed about the project and its outputs. Our findings also confirm that highlighting data use can be an effective means of supporting individuals to participate in citizen science projects, as shown by Rotman et al [23].

Another potential strategy to increase user engagement and motivation is the incorporation of persuasive technology such as gamification: the use of gaming elements such as challenges and rewards to a nongame environment. Although still in its early stages, preliminary evidence supports the use of gamification to increase use and user engagement in internet interventions focusing on (mental) health and behavior change [24]. However, the effects of gamification on initiation, adherence, and engagement in a long-term monitoring population-based surveillance app remain unclear. Finally, the results from the focus group interviews demonstrated that convenience of app use (ie, user friendliness and limited time needed to complete the monitoring questionnaire) and enabling personalization of the app (ie, personal settings in terms of colors, layout, and reminders) are other important factors to consider when attempting to maximize user engagement and motivation.

Limitations
The main limitations of substudies 1 and 2 pertain to sample bias; it is likely that the participants in the focus groups were above-mean motivated app users with more positive attitudes toward the project and the app. Likewise, email feedback is likely to be sent more frequently by highly engaged app users, whereas less motivated users or users with negative evaluations or experiences with the app may have stopped using the app and were thus not involved and reached by substudies 1 and 2. Another potential limitation is the selection bias based on the online nature of the interviews: because the focus groups were conducted using Zoom, possible participants who were not yet familiar with this program might have decided against participation for this reason. To reduce this bias, we offered a practice round to participants who were not yet experienced in using Zoom. One participant took advantage of this opportunity. NS was available for technical assistance, which was not requested during the 3 focus group interviews. However, we cannot claim that other potential participants with a lower digital literacy were not deterred from participation. However, the participants in substudy 3 had not previously used the app; therefore, their feedback on the textual features of the app was unbiased by previous experience with the app. Furthermore, the results of substudies 1 and 3 may be limited in terms of generalizability because of the relatively low number of participants in these substudies (N=14 and N=4, respectively). The use of web-based interviewing further comprised the ability to fully assess body language. However, the interviews were conducted via videoconference, so facial expressions could be read and interpreted by the interviewer. Therefore, it is not believed that this biased our conclusions regarding the focus groups.

Conclusions
A self-report population-based surveillance mobile app seems useful in national research on symptoms and social distancing behavior. The main motivations of citizens to use such an app are related to altruism, collectivism, and wanting to help science in developing and improving mobile self-report apps in the context of public health surveillance tools. Convenience of app use, enablement of personalization of the app, and motivational factors are key to procuring and maintaining a population of active users engaging with an app such as the COVID Radar. When designing such an app and developing content, it is important to consider its accessibility for individuals with low literacy levels. These results are not only critical to the optimization of the COVID Radar app, ultimately increasing its acceptability, inclusiveness, and adherence, but are also relevant in the broader context of citizen science projects and public health surveillance tools during the pandemic.
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Abstract

Background: Telemedicine can take many forms, from telephone-only consultations to video consultations via a smartphone or personal computer, depending on the goals of the treatment. One of the advantages of videoconferencing is the direct visual contact between patients and therapists even over long distances. Although some telemedicine models require specially designed add-on devices, others get by with off-the-shelf equipment and software and achieve similarly successful successful results. This depends, among other things, on the nature of the injury, the desired outcome of therapy, and the medical consultation. In the last decade, the science and practice of telemedicine have grown exponentially and even more so during the COVID-19 pandemic. Depending on the traumatic lesion, posttraumatic and postoperative treatment and care of patients who experience trauma may require medical or physical therapy consultations in a clinic or office. However, due to the COVID-19 lockdown, direct physical follow-up was more difficult, and therefore, telemedicine solutions were sought and implemented.

Objective: The aim of this study was to assess satisfaction with telemedical aftercare in patients with orthopedic trauma.

Methods: Between March and July 2020, a standardized interview using a standardized questionnaire—Freiburg Index of Patient Satisfaction (FIPS)—among patients with orthopedic trauma who received telemedical postsurgical or physiotherapeutic care was conducted. The FIPS is composed of 5 questions regarding treatment and 1 question on the overall treatment satisfaction. Furthermore, we assessed patients’ demographics and their telemedical use. Subgroup analysis was performed for age groups (<65 years vs ≥65 years), the used device, and gender.

Results: In total, we assessed 25 patients with a mean age of 43 (SD 24.31) years (14 female). The majority of patients (n=19, 76%) used their smartphone for consultations. The mean overall FIPS score assessed was 2.14 (SD 0.87). The mean FIPS score for younger patients was 2.23 (SD 0.90) vs 1.91 (SD 0.82) for older patients. The vast majority of the surveyed patients (n=20, 80%) were absolutely confident with their smartphone or tablet use.

Conclusions: Most patients surveyed stated a high satisfaction with the telemedical follow-up. Older patients showed a higher satisfaction rate than their younger counterparts. It seems that telemedical postsurgical or physiotherapeutic care is a viable option, especially in times of reduced contact, like the current COVID-19 pandemic. Thus, telemedicine offers the opportunity to ensure access to effective patient care, even over long distances, while maintaining patient satisfaction.

(JMIR Form Res 2022;6(9):e35718) doi:10.2196/35718
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Introduction

In the age of digitalization and new communication technologies, almost every generation uses smartphones or computers to be in constant exchange with the environment, to communicate with other people, or to get information anywhere and anytime [1,2]. The term telemedicine is not defined uniformly. Among other definitions, the definition of the European Commission’s Health Care Telematics Program is as follows: “telemedicine is the rapid access to shared and remote medical expertise by means of telecommunication and information technologies, no matter where the patient or relevant information is located” [3]. Accordingly, a key point of telemedical treatment is the rapid exchange of information between the patient and the treating physician. The main reason for this characteristic is the widespread access to technological methods for telemedical communication, further enhanced by the independence of a geographically fixed setting for these consultations. By replacing one-on-one consultations with phone and video calls, patients can eliminate long travels to the clinic and waiting times in the waiting room before visiting the doctor [4]. The resources and costs required for this can be significantly reduced, which makes the interaction between doctor and patient much more cost-efficient [5]. Communication media used for telecommunication are phone calls, emails, videotelephony, SMS, and broadcast or telemedia [6]. Due to the COVID-19 lockdown, many hospitals had to reduce the number of their daily one-on-one consultations [7]. Therefore, they had to find a solution to ensure adequate aftercare of patients [8].

Several previous studies have shown a hypothetical acceptance (if offered by physicians) of postsurgical follow-up or surveillance via telemedical solutions as well as a high willingness to conduct video consultations in general [9,10]. Studies have shown that even physiotherapeutic interventions can be conducted effectively via videoconferencing, which is cost-effective and can give access to patients who live in remote areas [11]. However, a previous study [12] has shown that the COVID-19 crisis had no significant impact on the willingness of patients to use telemedical solutions, and data on patients’ satisfaction with telemedicine, especially during national lockdowns, is lacking. Thus, the aim of this study was to determine the acceptance (subjectively) and satisfaction of telemedicine by patients who have experienced such a telemedical aftercare procedure. A standardized patient satisfaction questionnaire was used to visualize patient satisfaction in a consistent manner. Furthermore, the question of how well patients cope with digital devices, such as smartphones, computers, and tablets, was answered.

Methods

Patients and Setting

During the COVID-19 lockdown from March to July 2020, the department of a European Level 1 trauma center offered selected patients, for whom one-on-one therapy was not medically imperative, the option of telemedicine follow-up or physical therapy in lieu of a one-on-one consultation. Patients included in this study consented verbally to telemedical care and had the technical requirements (ie, smartphone, computer, or phone) and expertise (subjectively) needed to attend the telemedical consultation. The telemedical follow-up or physical therapy took place either as a pure telephone consultation or as a videotelephone consultation by means of a smartphone or computer with integrated video function, where the patient could demonstrate findings such as wounds and range of motion to the treating therapist, or the therapist could instruct the patient on appropriate physiotherapeutic exercises.

Patients who medically required a one-on-one consultation, those who were declined telemedical follow-up or treatment, or could not meet the technical requirements for other reasons, such as not owning a smartphone, tablet, or computer, or not having an internet connection, were excluded.

Patients who received a telemedical follow-up or treatment were called by phone and asked to retrospectively complete a standardized patient satisfaction questionnaire (Freiburg Index of Patient Satisfaction) in relation to the treatment that had taken place after the postoperative treatment was ended. In addition, they were asked what type of device they used for telemedicine consultations and whether they are familiar with using smartphones and tablets. The questionnaire and the additional question were then completed during the telephone call as part of a standardized interview.

Freiburg Index of Patient Satisfaction

The standardized questionnaire used in this study was the Freiburg Index of Patient Satisfaction (FIPS) questionnaire, which was developed in 2013 by Miernik et al [13] to assess treatment-related patient satisfaction. The questionnaire can be used across disciplines and regardless of the type of interventional or operative treatment. The questionnaire consists of 5 questions, called items, which are assessed using a 6-point scheme. Questions 1 to 4 can be rated on a scale from 1 (strongly agree) to 6 (strongly disagree). Question 5 can be rated on a scale from 1 (excellent) to 6 (very poor). The sum value of the points awarded is divided by the number of items after all questions have been answered, resulting in an overall score, the FIPS score. The FIPS score is thus between 1 and 6, with 1 corresponding to an excellent score and 6 to a very poor score.

With the help of a regression analysis, Miernik et al [13] were able to show that neither the invasiveness of the procedure nor sociodemographic factors, such as age, gender, or school leaving certificate, have any influence on patient satisfaction. The independence of sociodemographic factors is very unusual, as they have been shown to be influencing factors in many studies. This underlines the ubiquitous applicability of the FIPS questionnaire [13-15].

The questionnaire is formulated in a way that is very understandable for everyone and can therefore be answered completely by almost all patients independently. The FIPS questionnaire is considered valid, reliable, and one-dimensional, meaning that it only focuses on subjective patient satisfaction [13]. However, patient satisfaction alone cannot provide a final verdict on the quality of a treatment or therapy, as it provides a subjective picture. Nevertheless, it is an important parameter for establishing a comprehensive quality assessment of a treatment. For the optimal validity, patient satisfaction as well
as clinical parameters or scores should be included in the overall assessment.

**Statistical Analysis**

Further statistical analysis was performed with the use of IBM SPSS Statistics for Mac (version 26.0; IBM Corp). Data are presented as frequencies (n) and means with SDs. To assess differences in ordinal data between the groups, a nonparametric median test and a chi-square test for nominal data were used. A subgroup analysis was performed for the age groups (<65 years vs ≥65 years), gender, and the used device. The level of statistical significance was set at \( P < .05 \).

**Ethical Considerations**

The local ethics committee (Kantonale Ethikkommission, Kanton Zürich) ruled that no ethical approval was necessary for this study (BASEC-Nr. Req-2020-00562).

**Results**

**Demographics**

In total, 25 patients (14 female) with a mean age of 43 (SD 24.31; range 14-95) years were included. Of them, 7 patients were 65 years or older. Most patients (n=19, 76%) used a smartphone for the telemedical consultations, 4 (16%) used a computer, and 2 (8%) used a landline phone. There was no difference between female and male patients (\( P = .42 \)) and between age groups (\( P = .06 \)).

**FIPS Questionnaire**

The results of the FIPS Questionnaire can be found in Figure 1 and Table S1 in Multimedia Appendix 1.

![Figure 1. Freiburg Index of Patient Satisfaction (FIPS) ratings stratified by subgroups.](image-url)

**1. Burden of Treatment**

The mean overall score for this question was 1.88 (SD 1.23; range 1-5). There was no difference between female and male patients (\( P = .56 \)). Patients over 65 years (n=7, 28%) rated this question significantly better than their younger counterparts (\( P = .04 \)). Patients using a smartphone and landline phone had significantly better ratings than patients using a computer (\( P = .04 \)).

**2. Recovery After Treatment**

The mean overall score for this question was 2.92 (SD 1.55; range 1-6). Male patients rated this question insignificantly better than their female counterparts (\( P = .07 \)). There was no difference between the assessed age groups (\( P = .57 \)). No difference was seen between the used devices (\( P = .12 \)).

**3. Success of the Treatment**

The mean overall score for this question was 2.08 (SD 1.04; range 1-5). No differences were seen in regard to gender (\( P = .84 \)) as well as between the age groups (\( P = .66 \)). Smartphone users and landline phone users showed a significantly better rating than those who used a computer (\( P = .02 \)).

**4. Willingness to Repeat the Treatment**

The mean overall score for this question was 2.12 (SD 1.30; range 1-5). No differences were seen in regard to gender (\( P = .55 \)) as well as between the age groups (\( P = .48 \)). No difference was seen between the used devices (\( P = .71 \)).
5. Overall Rating of the Treatment

The mean score among all participants for the overall rating was 1.72 (SD 0.79; range 1-4). No differences were seen in regard to gender ($P=.40$) as well as between the age groups ($P=.83$). No difference was seen between the used devices ($P=.62$).

6. Overall FIPS

The mean overall FIPS score among all patients was 2.14 (SD 0.87; range 1-4). The mean FIPS score for younger patients was 2.23 (SD 0.90) vs 1.91 (SD 0.82) for older patients. There was no significant difference between female and male patients ($P=.69$). There was also no difference between younger and older patients ($P=.33$). There was no statistical difference between the devices used ($P=.21$).

Familiarity With Smartphones and Computers or Tablets

Additionally, we found a mean score of 1.64 (SD 1.49; range 1-6) regarding electronic device familiarity among all patients. The vast majority of the surveyed patients (n=20, 80%) were absolutely confident with their smartphone or tablet use. There was no significant difference between female and male patients ($P=.23$). There was also no difference between younger and older patients ($P=.08$). Regarding device use, there was no significant difference between the groups ($P=.11$; Figure 2).

Figure 2. Familiarity with smartphones and computers or tablets.

Discussion

Principal Findings and Comparison With Prior Work

The aim of this study was to investigate satisfaction with telemedical consultations in patients with orthopedic trauma during the COVID-19 pandemic. The answers of the 25 included patients to the FIPS questionnaire showed very positive results, reflected by an average FIPS score of 2.14 (SD 0.87). Interestingly, patients older than 65 years of age scored in the “burden of treatment” question significantly better than their younger counterparts. Furthermore, they scored the treatment in almost every item of the FIPS better than patients younger than 65 years of age. This is interesting, since other studies suggest that older patients are rather less interested in telemedicine than younger patients [5,9]. Interestingly, patients aged more than 65 years stated that they were less familiar with their electronic devices than younger patients but rated a better score for the actual telemedical treatment. The authors suggest that this indicates the easy use of telemedical devices after treatment, showing that it does not require advanced technical skills. This is all the more true for smartphones, which have become widely used in all social classes and age groups in recent years. This could be one explanation why smartphone users and also landline phone users rated the success of the therapy significantly better than their counterparts who used a computer. No significant differences between male and female patients were found in our study. Male patients showed slightly higher confidence with their electronic devices and showed a slightly better FIPS rating than female participants. This is contrary to several studies, which showed higher use of and satisfaction with telemedicine in female patients [12]. However, a recent study on telemedical use during the COVID-19 pandemic showed findings similar to our study. Ramaswamy et al [16] assessed that younger age and female gender were associated with lower satisfaction after telemedical treatment. However, they were also able to show that during the COVID-19 pandemic, patients treated with telemedical solutions showed higher satisfaction compared to one-on-one treatments. This result supports the idea of introducing telemedical consultations with videotelephony as an alternative to one-on-one consultations. These findings as well as the results of our study suggest that telemedical solutions are valid options in terms of cost-effectiveness and travel times and especially in times of a pandemic when personal contact avoidance is desired. To our
knowledge, no such findings have been described in the current literature.

Limitations
This study has certain limitations. It is well known that surveys have minor levels of evidence, and the outcome of this study is directly connected to participants’ understanding of the questionnaire. Although there are clear trends seen in our results, these findings should be treated with caution, considering the broad age spectrum and the very diverse patient population. Patients selected for a telemedical consultation were required to have the necessary prerequisites, such as internet connection, a telemedicine-enabled digital device, and the expertise needed to operate it. This causes a certain bias in the results obtained, as patients were already selected and were sympathetic toward telemedical consultations.

As another limitation, it may be noted that we did not focus on patients with a specific injury and included patients with different patterns of injury. However, because the focus of this study was on overall patient satisfaction with telemedical treatment regardless of injury pattern, we consider the inclusion of patients with different injury patterns to have a negligible bias on the significance regarding patient satisfaction.

In addition, the limited number of included patients limits the generalizability of the statements. However, the statistically significant findings can be considered highly significant with such a small cohort.

Conclusions
The majority of patients surveyed stated a high satisfaction with the telemedical follow-up. The results of this survey showed a positive trend in patients’ attitudes toward telemedicine in both age groups, with a higher satisfaction rate in the group of older patients. It seems that telemedical postsurgical or physiotherapeutic care is a viable option, especially in times of reduced contact, like the current COVID-19 pandemic. Our study is another component to fill the gap in the available literature on telemedicine in the treatment of patients who experience orthopedic trauma.

Further studies should include a larger number of patients and focus specifically on different trauma entities. Furthermore, a matched-pair analysis, assessing differences between telemedical aftercare and conventional aftercare, should be performed.
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Abstract

Background: During the COVID-19 pandemic, increased social media usage has led to worsened mental health outcomes for many people. Moreover, due to the sociopolitical climate during the pandemic, the prevalence of online racial discrimination has contributed to worsening psychological well-being. With increases in anti-Asian hate, Asian and Asian American social media users may experience the negative effects of online racial discrimination in addition to the reduced psychological well-being resulting from exposure to online COVID-19 content.

Objective: This study aims to investigate the impact of COVID-19–related social media use and exposure to online racial discrimination during the pandemic on the mental health outcomes (ie, anxiety, depression, and secondary traumatic stress [STS]) of Asian Americans compared with those of non-Asian Americans. In addition, this study explores the mediating role of negative affect and the moderating role of racial/ethnic identification.

Methods: An online survey was conducted through Amazon Mechanical Turk and a university-wide research portal from March 3 to March 15, 2021. A total of 1147 participants took the survey. Participants’ social media usage related to COVID-19 and exposure to 2 online forms of racial discrimination (individual and vicarious), mental health outcomes (anxiety, depression, and STS), racial/ethnic identification, negative affect, and demographics were assessed.

Results: Our results showed that COVID-19–related social media use, individual discrimination, and vicarious discrimination were predictors of negative mental health outcomes (anxiety, depression, and STS). Asian Americans reported higher vicarious discrimination than Latinx and White Americans, but Asian Americans’ mental health outcomes did not differ substantially from those of the other racial/ethnic groups. Racial/ethnic identification moderated the relationship between both types of discrimination and STS, and negative affect served as a mediator between both types of discrimination and all 3 mental health outcomes.

Conclusions: These results suggest that social media exposure continues to have a dire effect on mental health during the COVID-19 pandemic. This study helps to contextualize the rise of anti-Asian American hate and its impact on mental health outcomes in the United States.

(JMIR Form Res 2022;6(9):e38589) doi:10.2196/38589
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Introduction

Background

Because of a surge in social media usage by millions of individuals during the COVID-19 pandemic, social media has played an important role in the communication of disaster and health crisis–related news [1-4]. Social media may provide forms of comfort and mutual connectivity during phases of social distancing [5] and assist in sharing social, psychological, and instrumental aid [6], as well as up-to-date information regarding the pandemic [7,8]. Meanwhile, it is on social media platforms such as Twitter, Instagram, and Facebook where individuals constantly engage with disaster and health crisis–related information, such as news of deaths and mass paranoia regarding COVID-19 [9,10]. Research has shown that disaster-related content on social media during events of collective trauma (such as the COVID-19 pandemic) may negatively impact users’ mental health [11-13]. Additionally, racialized hate incidents that have occurred on the internet may exacerbate the negative influence of the pandemic on racial/ethnic minority groups’ mental health [14,15]. To date however, little research has conducted an integrated and contextualized empirical investigation of how the use of certain media with regard to specific types of content during significant historical and public health contexts can exert differential impacts on different groups of people, as well as the mechanisms underlying the impacts. This type of investigation is especially important, given the mixed findings of media effects documented in prior research, and can provide a nuanced understanding of the complexity of the phenomenon.

This study, therefore, aims to fill this gap. More specifically, we investigate the impact of social media usage related to COVID-19 content and social media exposure to racial discrimination on the mental health outcomes of Asian Americans (defined in this paper as anyone of Asian ethnicity living in the United States regardless of nationality) and various other racial/ethnic groups in the United States. We also examine the mediating role of negative affect and the moderating role of racial/ethnic identification in these processes.

Social Media Usage Related to COVID-19

Social media refers to a group of internet-based applications that allow for the creation and exchange of user-generated content and enable users to participate in online social networking [16-18]. For the purposes of this study, we specifically delineated social media to include SMS text messaging, online chats, comment sections, discussion forums, online games, and social networking sites (e.g., Yubo, Instagram, Twitter, and TikTok). Social media usage covers a broad range of online activities, and scholars have categorized these activities into the following two primary types: active and passive use [19-21]. Active use relates to a conscious behavior to share information [22]. This includes activities such as posting, commenting, and messaging. By contrast, passive use involves the consumption of content rather than the creation of content (e.g., browsing). While scrolling or browsing content passively, social media users may have little control over what is presented to them. This is seen as “lurking” on the internet and has been shown to be the most prominent form of usage on social media sites [23].

In this study, social media use related to COVID-19 refers to any form of social media use related to COVID-19 or the COVID-19 pandemic (e.g., changes to public safety measures or a Facebook friend sharing their experience with COVID-19) that appears online, including on social media platforms. In the context of the COVID-19 pandemic, social media usage related to COVID-19 has been shown to be associated with poorer psychological outcomes [14]. Chao et al [24], for example, found that Chinese individuals’ use of social media during the pandemic was positively associated with negative affect, anxiety, and stress. Social media usage predicted depression and secondary traumatic stress (STS; defined as emotional duress that results when an individual hears about the firsthand trauma experiences of another) among Wuhan residents in early February 2020, 2 weeks after Wuhan was put on lockdown [25]. A national study conducted across 30 provinces in China found that social media usage related to COVID-19 content mediated the levels of traumatic emotions among nonpatients, but did not cause negative mental health symptoms nor lead to a negative impact on mental health [26]. Furthermore, in studies on China's netizens, social media exposure to COVID-19–related content was found to be associated with poor mental health outcomes such as anxiety and depression [9]. However, to our knowledge, no current research has investigated the impact of COVID-19–related social media usage on mental health outcomes in the United States. Although Riehm et al [27] found a positive association between media exposure and mental distress in a sample of adults living in the United States during the beginning of the pandemic, they did not focus specifically on COVID-19 social media content. In accordance with the current research on social media usage and the pandemic, we predict that individuals’ social media usage related to COVID-19 content would be positively associated with their anxiety, depression, and STS.

Exposure to Online Discrimination

Exposure to online racial discrimination is an added stressor for racial/ethnic minority groups in the United States, especially during the COVID-19 pandemic [28-30]. Online racial discrimination is defined in this study as any form of discrimination denigrating or excluding individuals or groups on the basis of race through the use of symbols, voice, video, images, text, and graphic representations [31]. Online racial discrimination can be broken down into 2 forms: individual online racial discrimination and vicarious online racial discrimination, referred to as individual and vicarious discrimination, respectively, hereafter. Individual online discrimination is any form of racialized discrimination that is directly targeted at and perceived by an individual online. By contrast, vicarious online discrimination is the secondhand exposure to online racial discrimination or prejudice directed at an individual’s community [32,33]. Research has shown that both individual and vicarious discrimination are significantly and positively associated with psychological distress and negative behavioral patterns such as alcohol use [34,35].
Studies have shown that various racial groups have experienced discrimination online due to their race or ethnicity [36-40], and this discrimination has continued throughout the COVID-19 pandemic [41-43]. During the COVID-19 pandemic, Asian Americans and people of Asian ethnic origin have become particularly vulnerable to racial discrimination. Asian Americans throughout US history have been and continue to be subjected to forms of xenophobia, hate, and bias [41-43], dating back to the concept of Orientalism, which refers to viewing Asians through a Western lens consisting of exoticism and a sense of superiority over the “inferior” Eastern countries. Discrimination against Asian Americans has dramatically risen in the past couple of years due to the link that has been drawn between COVID-19 and Wuhan, China, through multiple sources, especially the mass media [44]. Coinciding with this rhetoric, a large body of recent research has revealed how Asians specifically have been the subject of hate, cruelty, and anger after the outbreak of the COVID-19 pandemic [43-50]. During the start of the pandemic from March 19, 2020, to May 13, 2020, more than 1700 Anti-Asian hate incidents were reported to Stop Asian, Pacific Islander, and Mixed Asian (AAPI) Hate nationwide [51].

Regardless of their pan-ethnic Asian identities (eg, South Asian, Filipino, Japanese, and Hmong), Asians have been targets of derogatory language and attacks on public social media platforms since the beginning of the pandemic [45,52]. Stop AAPI Hate’s national report through June reveals that Asian Americans experienced a sharp increase in online hate from 2020 (6.1%) to 2021 (10.6%) [53]. In addition, as outlined by Cheah et al [14], Chinese Americans have experienced both individual and vicarious forms of online COVID-19-related racial discrimination. Because of the sharp increase in anti-Asian online sentiments, it can be reasonably inferred that Asian Americans may be experiencing more racial discrimination during the pandemic compared with other ethnic/racial groups in the United States. However, no research exists to analyze the rise of online discrimination of Asian Americans compared with online discrimination directed toward other racial groups. Therefore, we expect that, during the COVID-19 pandemic, individuals of Asian ethnicity would report experiencing more individual and vicarious online racial discrimination compared with individuals of non-Asian ethnicity (ie, White Americans, Black Americans) in the United States.

Prior to the COVID-19 pandemic, much research has examined the impact of racial discrimination on the mental health of ethnic minorities [38,54-64]. For example, Tynes et al [37] found that Black students and other adolescents of color were subjected to both vicarious and individual forms of online racial discrimination, which impacted students’ psychological functioning. In addition, both online vicarious and individual discrimination were significantly associated with worse psychological well-being among adults of racial/ethnic minorities (eg, Black Americans, Latinx Americans, Asian Americans) [34,35,39,40]. To our knowledge, existing research has only focused on the impacts of offline forms of racial discrimination in the context of COVID-19. Therefore, it remains unclear if online COVID-19 racial discrimination would also impact individuals’ mental health. Our study thus also examines how the online vicarious and individual racial discrimination individuals experienced during the COVID-19 pandemic might be associated with their anxiety, depression, and STS. Online racism has impacted the mental health outcomes of various racial/ethnic groups in the United States. However, as discussed earlier, this pandemic has been a particularly difficult time for Asian Americans as anti-Asian hate has been reported to be at an all-time high. Therefore, we also aim to assess whether individuals of Asian ethnicity would report higher negative mental health outcomes (anxiety, depression, and STS) compared with individuals of non-Asian ethnicity (eg, White Americans) in the United States.

**Mechanisms Underlying the Impact of Online Racial Discrimination on Mental Health**

To understand the mechanisms underlying the impact of online racial discrimination on individuals’ mental health during the COVID-19 pandemic, we draw upon the Differential Susceptibility to Media Effects Model (DSMM) [65]. The DSMM is a contemporary communication-based model that describes the relationships between media use and various mental health outcomes. From the perspective of the DSMM, social media use can have an adverse effect on users’ cognition and emotional state and can produce negative physiological and behavioral outcomes [65]. Besides, individual differences such as race, gender, and ethnicity can moderate the strength of social media’s effects. There are 3 response states (cognitive, executive, and excitative states) that explain the connection between the use of online media and its outcomes [65]. For our study, we investigate racial/ethnic identification as a moderator and negative affect, an excitatory response state, as a mediator.

In this study, we define racial/ethnic identification as an amalgamation of racial and ethnic identities. Racial identification refers to the “multidimensional construct that includes the strength of one’s identification with one’s racial group, a sense of attachment to other group members, an evaluation of group membership” (eg, how much the individual likes or dislikes being White, for example) and “may include group-relevant attitudes and behaviors” [66]. Ethnic identification relates to a dynamic, social construct that is reflective of cultural practices as well as the acquisition and maintenance of cultural characteristics (eg, ethnic group behaviors, knowledge and awareness of cultural beliefs, and traditions of one’s ethnic group) [67-69]. Although these are distinct social constructs, they overlap in many ways, specifically regarding how racial/ethnic identification can help can help those who have experienced racialized discrimination better understand their experience as a communal rather than a personal one [70].

Findings from past research vary in terms of whether racial/ethnic identification should be considered as a buffer [71,72] or an exacerbator of the impact of racial discrimination on negative mental health outcomes [73-75]. For example, Tynes et al’s [76] study of Black adolescents found that ethnic identification moderated the negative impact of online racial discrimination on anxiety levels such that ethnic identification lessened the impact of discrimination on mental health. Although past research has shown that ethnic/racial identification may...
buffer against the negative impacts of racial discrimination [77], a recent meta-analysis revealed that the directionality of moderation varies for each ethnic/racial group [78]. Again, because past research has focused on offline forms of racial discrimination, no empirical research has examined whether the impact of online racial discrimination on individuals’ mental health outcomes varies as a result of an individual’s level of racial/ethnic identification. Therefore, we also examine the moderating role of racial-ethnic identification in the relationship between online racial discrimination and mental health during the COVID-19 pandemic.

Negative affect has been shown to be significantly associated with racial discrimination [79] and serves as a mediator between experiences of racial discrimination and health and psychological well-being [80,81]. For instance, Gibbons et al [81], as well as Gibbons and Stock [82], investigated the relationship between perceived racial discrimination and substance abuse, finding that negative affect mediated this relationship, such that increased perceived racial discrimination leads to greater experienced negative affect, which was positively associated with substance abuse [82,83]. Negative affect has also been shown to mediate the relationship between racial discrimination and other outcome variables such as delinquency [83] and reactive aggression for African American youth [84]. Recent research also found that social media usage concerning COVID-19 content and its effects on mental health was mediated by negative affect in a population of Chinese college students [85]. No study, however, has examined whether negative affect may mediate the impact of specific forms of online racial discrimination on psychological health. Therefore, our study also aims to assess whether negative affect can explain the effect of online racial discrimination on mental health outcomes.

Methods

Participants

The study was conducted through a university research participation portal as well as Amazon Mechanical Turk (MTurk) from March 3 to 15, 2021. Only individuals who were 18 years or older and were residing in the United States at the time of recruitment were qualified to participate in the study. Qualified participants recruited from the university research participation portal received course credit. Participants recruited from Amazon MTurk received a monetary compensation of US $0.50.

Measures

Negative Affect

The 10-item Negative Affect Scale of the Positive and Negative Affect Schedule was used to measure participants’ negative affect over the previous month [86]. Participants’ experience with negative affect was measured with a 5-point Likert-type scale (1=never; 5=nearly every day). Participants were asked how frequently they experienced emotions/feelings such as “irritable,” “distressed,” and “afraid.” Total scores were averaged for analyses, with higher scores on the scale indicating greater negative affect (mean 2.26, SD 0.92; Cronbach α=.925).

Anxiety

An adapted version of the 7-item Generalized Anxiety Disorder Scale was used to measure participants’ anxiety during the previous month [87]. A 5-point Likert-type scale asked participants to respond on a scale from 1 (not at all) to 5 (nearly every day). Example items include “Not being able to stop or control worrying” and “Feeling afraid something awful might happen.” The 7 items were averaged to indicate the level of anxiety (mean 2.55, SD 1.10; Cronbach α=.932).

Depression

The 9-item Patient Health Questionnaire depression module [88] was used to measure participants’ depressive symptoms during the previous month. The scale consists of 9 items measured on a 5-point Likert-type graded response (1=not at all; 5=nearly every day). Example items include “Had little interest or pleasure in doing things” and “Had thoughts that you would be better off dead or thoughts of hurting yourself in some way.” The 9 items were averaged to indicate the level of depression (mean 2.37, SD 0.99; Cronbach α=.915).

Secondary Traumatic Stress

An adapted version of the 17-item Secondary Traumatic Stress Scale was used to measure participants’ STS during the previous month [89]. The scale assessed participants’ traumatic symptoms such as avoidance, intrusion, and arousal during the COVID-19 pandemic using 5-point Likert-type items (1=not at all; 5=nearly every day). Example items include “It seems as if I can relive the trauma(s) experienced through the pandemic” and “I wanted to avoid thinking about the pandemic.” All 17 items were averaged to indicate STS level (mean 2.30, SD 0.91; Cronbach α=.939).

Social Media Usage

Social media usage was measured with 6 items adapted from the social media scale developed by Yang et al [90]. The scale measures participants’ engagement in both active and passive use of social media on a scale of 1 (not at all) to 5 (regularly). Example questions include “How frequently have you paid attention to and read posts related to the COVID-19 pandemic on social media?” and “How frequently have you posted or reposted information and news related to the COVID-19 pandemic?” The 6 items were averaged to create an index of social media exposure (mean 2.33, SD 0.88; Cronbach α=.859).

Online Racial Discrimination

Participants’ experience of online racial discrimination during the pandemic was measured utilizing items adapted from the Online Victimization Scale [91]. A total of 5 items were adapted to measure online individual racial discrimination (eg, “I have been harassed or bothered online because of my race or ethnic group online”), and 5 items were adapted to measure online vicarious racial discrimination (eg, “People have said negative things [like rumors or name-calling] about my race or ethnic group online”). All items were measured with a 5-point Likert scale (1=never; 5=regularly) for each question. Responses to the 5 items regarding individual discrimination were averaged
to create an index of individual online racial discrimination (mean 1.47, SD 0.95; Cronbach α=.962), and the overall level of vicarious racial discrimination online was calculated by averaging the 5 items for vicarious discrimination (mean 2.27, SD 1.22; Cronbach α=.941).

Racial/Ethnic Identification

Racial/ethnic identification was measured with an adapted version of the Asian American Identity Scale [92]. The Asian American Identity Scale was chosen due to its ability to address attachment and belonging to one’s racial/ethnic group, as well as pride in and awareness of prejudice against one’s racial/ethnic group. The original scale consists of 12 items, and items that referred specifically to Asian American identity or stereotypes were removed and the item “my racial/ethnic identity is important to me,” was added. Participants responded using a 7-point Likert-type scale (1=strongly disagree; 7=strongly agree). Example questions include “I feel a lot of pride in the achievements of my group,” “I try to carry out at least some of my group’s customs and traditions (eg, relating to holidays, food, language),” and “It is important for me to learn about my group’s traditions, customs, and values.” Participants were asked to respond to the items based on their experiences over the last 6 months. Responses to the 7 individual items were averaged to indicate the level of racial identification (mean 4.93, SD 1.40; Cronbach α=.913).

Covariates

Several variables were also measured as covariates in this study. Specifically, mental health history was assessed by asking whether participants had a history of mental disorders prior to COVID-19. Participants responded either “Yes,” “No,” or “Prefer not to say.” Demographic characteristics including age, gender, level of education, and ethnicity were also assessed. Zhao and Zhou’s [85] 11-item COVID-19 stressor checklist tool was used to measure COVID-19–related stressors [85]. Participants were asked to respond “yes” or “no” to the following items: whether they experienced lockdown; known someone with confirmed or suspected (COVID-19) infection; experienced the death of a loved one(s) due to COVID-19; known an acquaintance dying from the COVID-19 infection; worked in a frontline job/as essential worker; interacted with infectious patients who had COVID-19; worked as an essential worker during this pandemic; volunteered in epidemic prevention and control; and lacked necessities such as food, face masks, disinfectants, and medical care. The average values and standard deviations of each of the variables measured are summarized in Multimedia Appendix 1.

Ethics Approval

This study was approved by the institutional review board of the University of California, Davis (approval number: 1701406-1). All ethical procedures were maintained and followed, including the process of preserving web-based data privacy and security for data under the institutional review board protocol. This study abided by all applicable laws, regulations, and standard operations governing the protection of human subjects, student information, and protected health information. Participation in this study was completely voluntary. Written consent to collect data was obtained from all participants electronically and ensured that their identity would remain anonymous.

Results

Participants

A total of 1147 participants were included in the analysis after removing 35 incomplete responses, those who spent greater than 2 hours (n=11) or less than 5 minutes (n=297) on the survey, and those who incorrectly answered at least 1 of 4 attention checks (n=216). Of the total participants (n=1147), 676 (58.94%) were recruited through MTurk and 471 (41.06%) were undergraduates recruited from the researchers’ institution. Participants ranged in age from 18 to 80 years (mean 32, SD 14 years), and most were female (701/1147, 61.12%), with 423 (36.88%) identifying as male and 15 (1.31%) identifying as nonbinary. A total of 549 (47.86%) participants reported their race as White, 306 (26.68%) as Asian/Pacific Islander or mixed Asian, 133 (11.60%) as Latinx, 109 (9.50%) as Black, 11 (0.96%) as Indigenous, and 33 (2.88%) as mixed (not Asian). Asian American and Pacific Islander participants were combined for analysis because these groups have historically been studied in tandem [93] and have been shown to experience similar increases in instances of discrimination during the COVID-19 pandemic [51,53]. Additional demographic information is provided in Table 1.
Table 1. Participant demographics (N=1147).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>32 (14.4)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>423 (36.88)</td>
</tr>
<tr>
<td>Female</td>
<td>701 (61.12)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>15 (1.31)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>4 (0.35)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (0.35)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>109 (9.50)</td>
</tr>
<tr>
<td>Latinx</td>
<td>133 (11.60)</td>
</tr>
<tr>
<td>Indigenous</td>
<td>11 (0.96)</td>
</tr>
<tr>
<td>AAPI&lt;sup&gt;a&lt;/sup&gt;</td>
<td>306 (26.68)</td>
</tr>
<tr>
<td>White</td>
<td>549 (47.86)</td>
</tr>
<tr>
<td>Mixed</td>
<td>33 (2.88)</td>
</tr>
<tr>
<td><strong>Asian ethnicity&lt;sup&gt;b&lt;/sup&gt;, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>117 (10.20)</td>
</tr>
<tr>
<td>Japanese</td>
<td>10 (0.87)</td>
</tr>
<tr>
<td>Korean</td>
<td>25 (2.18)</td>
</tr>
<tr>
<td>Filipino</td>
<td>27 (2.35)</td>
</tr>
<tr>
<td>Vietnamese</td>
<td>20 (1.74)</td>
</tr>
<tr>
<td>Indian</td>
<td>42 (3.66)</td>
</tr>
<tr>
<td>Pakistani</td>
<td>14 (1.22)</td>
</tr>
<tr>
<td>Bangladeshi</td>
<td>3 (0.26)</td>
</tr>
<tr>
<td>Sri Lankan</td>
<td>2 (0.17)</td>
</tr>
<tr>
<td>Hmong</td>
<td>3 (0.26)</td>
</tr>
<tr>
<td>Not shown</td>
<td>22 (1.92)</td>
</tr>
<tr>
<td>Mixed</td>
<td>15 (1.31)</td>
</tr>
<tr>
<td><strong>Mechanical Turk sample (n=676)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>5 (0.44)</td>
</tr>
<tr>
<td>High school</td>
<td>48 (4.18)</td>
</tr>
<tr>
<td>Some college</td>
<td>91 (7.93)</td>
</tr>
<tr>
<td>Associates</td>
<td>74 (6.45)</td>
</tr>
<tr>
<td>Bachelors</td>
<td>304 (26.50)</td>
</tr>
<tr>
<td>Masters</td>
<td>137 (11.94)</td>
</tr>
<tr>
<td>Doctoral</td>
<td>12 (1.05)</td>
</tr>
<tr>
<td>Professional</td>
<td>5 (0.44)</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Self-employed</td>
<td>91 (7.93)</td>
</tr>
<tr>
<td>Full-time</td>
<td>396 (34.52)</td>
</tr>
<tr>
<td>Part-time</td>
<td>76 (6.63)</td>
</tr>
</tbody>
</table>
### Demographics Values

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Out of work</td>
<td>32 (2.79)</td>
</tr>
<tr>
<td>Not able to work</td>
<td>14 (1.22)</td>
</tr>
<tr>
<td>Retired</td>
<td>36 (3.14)</td>
</tr>
<tr>
<td>Other</td>
<td>31 (2.70)</td>
</tr>
</tbody>
</table>

**Income (US $), n (%)**

- <10,000: 27 (2.35)
- 10,000-20,000: 52 (4.53)
- 20,001-40,000: 137 (11.94)
- 40,001-60,000: 146 (12.73)
- 60,001-80,000: 122 (10.64)
- 80,001-100,000: 70 (6.10)
- 100,001-120,000: 55 (4.80)
- >120,000: 67 (5.84)

**College student sample (n=471)**

**College year, n (%)**

- 1: 155 (13.51)
- 2: 103 (8.98)
- 3: 119 (10.37)
- 4: 80 (6.97)
- 5: 14 (1.22)

**Major, n (%)**

- Social science: 246 (21.45)
- Humanities: 21 (1.83)
- Math/engineering: 22 (1.92)
- Biological science: 125 (10.90)
- Physical science: 7 (0.61)
- Undeclared: 18 (1.57)
- Professional school: 1 (0.09)

---

**Predictors of Mental Health Outcomes**

Multiple hierarchical regression models were run utilizing SPSS version 27 (IBM Corp) to assess social media usage and individual and vicarious discrimination as predictors of mental health outcomes. Step 1 included the covariates of mental health history, the experience of COVID-19 stressors, age, gender, race, education, and income. The independent variables of interest (COVID-19–related social media use, individual online discrimination, and vicarious online discrimination) were added in step 2. Full results from the hierarchical regressions are presented in Multimedia Appendices 3-5. The results showed that COVID-19–related social media use was positively associated with STS ($\beta=.39$, $P<.001$), depression ($\beta=.36$, $P<.001$), and anxiety ($\beta=.30$, $P<.001$). Individual online perceived discrimination was a significant positive predictor of STS ($\beta=.52$, $P<.001$), depression ($\beta=.53$, $P<.001$), and anxiety ($\beta=.41$, $P<.001$). Similarly, vicarious online perceived discrimination was positively associated with STS ($\beta=.39$, $P<.001$), depression ($\beta=.39$, $P<.001$), and anxiety ($\beta=.33$, $P<.001$).

**Racial/Ethnic Differences**

To test whether Asian participants differed from other racial/ethnic groups in reports of individual and vicarious online perceived discrimination and negative mental health outcomes, a 1-way ANOVA and Bonferroni post hoc test were utilized. Black, Latinx, White, and AAPI groups were compared in the analysis. Because of the small sample size, Indigenous (n=11) and mixed (n=33) racial/ethnic groups were not included. There was a statistical difference between racial/ethnic groups for individual ($F_{3,1083}=31.23$, $P<.001$; $\eta^2=0.080$) and vicarious
discrimination ($F_{3,1085}=46.40, P<.001; \eta^2=0.114$). Black participants (mean 2.21, SD 1.31) reported significantly higher individual discrimination than Asian (mean 1.34, SD 0.79; $P<.001$), Latinx (mean 1.13, SD 0.43; $P<.001$), and White (mean 1.47, SD 0.97; $P<.001$) participants. Additionally, Black participants (mean 2.98, SD 1.18; $P<.001$) reported significantly higher vicarious discrimination than Latinx (mean 2.24, SD 0.97; $P<.001$) and White (mean 1.90, SD 1.14; $P<.001$) participants. Asian participants reported significantly higher vicarious discrimination (mean 2.69, SD 1.23) than Latinx (mean 2.23, SD 0.97; $P<.001$) and White participants (mean 1.90, SD 1.14; $P<.001$). Therefore, partial support for Asian Americans reporting higher discrimination was found.

There was a statistical difference between racial/ethnic groups for depression ($F_{3,1068}=6.73, P<.001; \eta^2=0.019$) and anxiety ($F_{3,1076}=3.40, P=.017; \eta^2=0.009$) but not for STS. Post hoc analyses showed that AAPI participants did not differ significantly in STS from White ($P>.99$), Black ($P>.99$), or Latinx ($P=.97$) participants. AAPI participants also did not differ significantly in depression from White ($P=.05$), Black ($P>.99$), or Latinx ($P=.23$) participants or differ significantly in anxiety from White ($P=.42$), Black ($P>.99$), or Latinx ($P=.80$) participants.

Considering that Chinese participants made up the largest ethnic subgroup in the sample of Asian participants, an unpaired independent sample $t$ test (2-tailed) was used to determine whether Chinese participants experienced different levels of discrimination and mental health outcomes compared with other Asian ethnicities. Chinese participants experienced lower levels of STS (n=114; mean 1.99, SD 0.75) compared with other Asian participants (n=185; mean 2.48, SD 0.91; $t_{274.76}=-5.016, P<.001$). Chinese participants also experienced lower levels of depression (n=114; mean 2.18, SD 0.87) compared with other Asian participants (n=187; mean 2.61, SD 0.99; $t_{332.63}=-3.991, P<.001$) and anxiety (n=115; mean 2.30, SD 0.98) compared with other Asian participants (n=188; mean 2.61, SD 0.99; $t_{271.82}=-3.978, P<.001$). Lastly, other Asian participants (n=187; mean 2.84, SD 1.24) experienced more vicarious discrimination compared with Chinese participants (n=117; mean 2.46, SD 1.19; $t_{253.02}=-2.692, P=.008$).

Racial/Ethnic Identification

To address the moderating role of racial/ethnic identification in the relationship between individual and vicarious online racial discrimination and the 3 mental health outcomes, the interaction between individual and vicarious online racial discrimination and racial/ethnic identification was tested utilizing model 1 of the PROCESS macro for SPSS by Hayes [94]. Racial/ethnic identification was a significant moderator between both individual ($\beta=0.07, P=0.1$) and vicarious ($\beta=0.06, P=0.002$) online racial discrimination and STS such that the association between discrimination and STS was stronger as racial identity increased. This was not the case for depression or anxiety for either type of discrimination.

Negative Affect

Lastly, the role of negative affect as a mediator in the relationship between individual and vicarious discrimination and the 3 mental health outcomes was assessed using model 4 of the PROCESS macro. Negative affect mediated the effects of individual discrimination on STS (indirect effect [IE] 0.3375, 95% CI 0.27-0.42) and depression (IE 0.3332, 95% CI 0.26-0.41), and fully mediated the effects of individual discrimination on anxiety (IE 0.3974, 95% CI 0.31-0.49). Negative affect also mediated the effects of vicarious discrimination on STS (IE 0.2379, 95% CI 0.18-0.31) and depression (IE 0.2369, 95% CI 0.18-0.30) and fully mediated the effects of individual discrimination on anxiety (IE 0.2711, 95% CI 0.21-0.35).

Discussion

Principal Findings

The main goal of this study was to examine the impact of social media use and racial discrimination on individuals’ mental health (ie, symptoms of depression, anxiety, and STS) among different ethnic and racial groups in the United States during the COVID-19 pandemic. In addition, we investigated the moderating effects of racial/ethnic identification and the mediating role of negative affect in those relationships.

The findings of our study support several general conclusions. First, as expected, we found that increased use of social media during the public health crisis of the COVID-19 pandemic had a negative impact on users’ mental health. This finding resonates with those from similar studies that have examined social media usage and its impact on people’s mental health during the pandemic in other countries such as China [9,24,95], Bolivia [96], and Bangladesh [97]. This finding holds important pragmatic implications. Although media can provide social connectivity and public health updates, it can also contribute to the negative mental well-being of users. Social media has fueled the rapid spread of misinformation (eg, false news and racial discrimination) during this pandemic [98-101], which may create a sense of panic and confusion, leading to problematic social media usage (PSMU)—a form of addiction to social media that is associated with anxiety, depressive symptoms, and low self-esteem [102]. There is evidence that PSMU has increased during the pandemic, that is, when social isolation became the new norm [103-106]. Although this study did not directly examine PSMU, it is likely that the observed negative association between social media use specifically related to COVID-19 content and mental health outcomes can be partially attributed to PSMU. Future research should explore the relationship between PSMU and COVID-19–related social media use and their impact on mental health.

The connection between social media usage related to the COVID-19 pandemic and negative mental health outcomes shows the importance not only of further research into the topic, but also the need for actions such as policy change and educational campaigns [9,107]. In particular, concrete recommendations may be introduced and encouraged to combat...
misinformation and PSMU. For instance, social media platforms can reinforce more website policing to delineate false online information and regulate the content. With negative information being regulated, this may mitigate the negative media effects on users. Users may also seek fact-checking labels on posts as well as other sources of news to verify online statements. Additionally, national policy may be implemented to further limit and moderate social media content that includes hateful speech and discriminatory online behaviors. In addition, social media users may want to reduce their screen time and actively become mindful consumers of media. Online users can use various methods such as apps to track their screen time or disabling notifications to limit usage. Although placing the onus on individual social media users is not the only approach to reducing the negative impacts of social media use, recent studies have demonstrated that behavioral, self-imposed regulations may be powerful methods to regulate usage and promote healthy online habits. Additionally, future long-term strategies have included the promotion of digital health guidelines that are taught in public sectors and enforced by evidence-based policy and legislation [101].

Consistent with our predictions, individual and vicarious forms of online discrimination experienced during the COVID-19 pandemic were found to be positively associated with STS, depression, and anxiety. Our data also revealed several interesting findings regarding different ethnic groups’ experiences during the pandemic. On the one hand, Asian participants in our study reported significantly higher vicarious discrimination than both Latinx and White participants. This finding corroborates recent research concerning discrimination experienced by Asian Americans [53,73,90]. In relation to our large Chinese subgroup, we also found that Chinese participants experienced lower levels of each of the mental health outcomes and lower levels of vicarious discrimination compared with other Asian participants, which reflects the rise in online hate toward the group of Asian Americans as a whole [53]. On the other hand, Asian American participants in our study also did not perceive significantly more individual online discrimination compared with the other racial/ethnic groups. Although this study did not compare sources of discrimination, previous research suggests that this finding may be related to the fact that multiple racial/ethnic minority communities have experienced distinct forms of discrimination during this pandemic in the spheres of health care, accessibility to resources, and vaccines, and more [108-111]. Research on Black Americans, for example, points to structural health discrimination and bioethical concerns causing the “epidemic” of premature black death [112-114]. Additionally, there is evidence showing that Indigenous and Latinx groups had the highest hospitalization and mortality rates in the United States during the pandemic [115-119].

Contrary to our expectations, in comparison to other large racial groups in our study, Black Americans reported experiencing more online discrimination compared with Asian Americans. In particular, we found that Black Americans reported the highest levels of individual as well as vicarious discrimination among all the racial/ethnic groups examined in this study, corresponding to the vast prevalence of online hatred directed toward Black Americans throughout US history [60,120-122]. These findings may be related to the collective hardships experienced by Black Americans, who continued to experience heightened forms of hate and systemic oppression made salient during the COVID-19 pandemic through media coverage and social movements such as Black Lives Matter [123-125].

Black Americans also reported the worst mental health outcomes. As a result, this study emphasizes the importance of recognizing the mental health struggles of this community, especially due to the disproportionate number of deaths in the Black community from COVID-19 health disparities [126]. Additionally, racism and bias do impact medical care, as research shows that Black women are much more likely to not receive appropriate diagnoses for depression, and are more likely to be seen as having psychosis than depression [127].

The findings from our study also revealed that racial/ethnic identification moderates both individual and vicarious discrimination for STS. In other words, it can be understood that the STS levels of individuals who identify more strongly with their racial/ethnic community are more likely to be impacted by their experience with individual and vicarious discrimination. If one closely aligns themself and takes pride in their racial/ethnic community, attacks on that identity or on others who share that identity would be more personally devastating to them than to someone who is not as aligned with their racial/ethnic community. Considering that the extent to which one identifies with their racial/ethnic identity can be a powerful indicator of how adversely racial discrimination can impact their mental health outcomes, certain individuals may benefit more from reducing their exposure to online content or taking steps toward limiting their mental health effects of social media use by seeking mental health care. Racial/ethnic identification was not a moderator for the other 2 mental health outcomes. Taken as a whole, our findings regarding online racial discrimination suggest the necessity for some policy and educational interventions. For example, if policy-level regulations, such as content blocking, were implemented on a national level, there is a possibility that racial hate online could significantly decrease. Moreover, culturally sensitive educational plans for children and youth can be made to promote cross-cultural understanding and social awareness of social issues online. These potential educational opportunities that specifically discuss online racial discrimination and hate could be useful for reducing the prevalence of hateful speech on social media as well as providing social media users with ways to reduce the negative mental health impacts of online racial discrimination.

Comparison With Prior Work

Our study connects with prior research in several ways. First, regarding the impact of social media use and discrimination on mental health, our findings are consistent with past research that shows that increases in media use are common during experiences of collective trauma [128,129]. Importantly, it echoes past findings regarding the impact of media usage related to trauma and disaster content on psychological well-being [95,130-136]. Additionally, our finding of increased racial discrimination being correlated with worse negative mental...
health outcomes is also in line with previous work [31,54-63]. Although our study did not distinguish between online racism and online discrimination, it aligns with recent studies, demonstrating that online discrimination, including online racism, during the pandemic could have a substantial negative impact on individuals’ mental health [34,35,38,39]. Second, we were intrigued to find that White Americans in our study reported experiencing more individual discrimination than Asian Americans during the COVID-19 pandemic. Previous research has shown that White Americans perceive different types of discrimination compared to those experienced by people of color and that White Americans report experiencing discrimination as a racial group [137-139]. This anti-White bias is empirically shown to be linked to worse mental wellness for White participants [137]. National surveys have indicated that White individuals have reported discrimination in several public sectors [138,139]. For instance, a national poll conducted by Harvard found that 19% of White Americans in its sample said that they have been personally discriminated against because they are White when applying for jobs, and 28% of White individuals who believe in the existence of anti-White discrimination reported that they have personally experienced hearing insensitive comments related to their race [139].

Finally, our findings suggest that negative affect could aid in explaining the relationship between online racial discrimination and mental health outcomes. In the past, online and offline experiences with racial discrimination have been shown to trigger certain negative emotional or physical responses (eg, stress), which in turn may lead to worse mental well-being. However, this was not explicitly examined as negative affect [36,140,141]. Our findings suggest that negative affect may explain how racial discrimination is linked to worsening behavioral [85] and psychological well-being [82,83] in offline and online contexts. This finding is also consistent with the pathway proposed by the DSMM, that is, negative emotions or affective states may explain the relationship between online racial discrimination on social media and negative mental health outcomes.

Limitations and Recommendations for Future Research

A primary limitation of our study was the method used for data collection, specifically the use of college students as well as participants recruited from Amazon MTurk. Although the college student sample primarily identified as Asian or mixed Asian (232/471, 49.3%), other racial/ethnic groups, such as Black individuals (109/1147, 9.50%), were underrepresented in our sample; thus, experiences of discrimination online may have been underreported. Additionally, some studies indicate that MTurk samples may not be as representative as national probability samples [99,142,143]. Considering that we were unable to conduct a pan-ethnic survey and that the majority of the participants in our survey were White, it is reasonable to assume that if we opted for a different platform for data collection, our results may have been different and may have better represented the experience of all Americans [83]. Because of our limited sample size, we could not conduct a national survey. Our cross-sectional study was not able to analyze and compare all experiences of individuals from all race/ethnic groups in the US population.

Another limitation of our study was the time frame for which we kept the survey open. At the time of data collection, the United States was approaching an end to strict COVID-19 guidelines, and data collection was completed in 2 weeks in consideration of the rapidly evolving nature of the pandemic. However, the time frame during which we collected our data was not during the peak of the pandemic, nor the peak of racialized discrimination against Asian Americans. As such, we believe that the true salience of discrimination against AAPI was not fully captured by this survey, as many hate crimes were reported taking place in 2020 compared with the time of data collection [53].

Because of the limited size and representativeness of our sample, we were unable to run pan-ethnic comparisons of various Asian ethnicities (eg, comparing Japanese Americans with Indian Americans). Future research should conduct an examination of pan-ethnic comparisons of various Asian ethnicities, which will provide more insights into the experiences of Asian American communities. As previously mentioned, due to our data collection methods and inability to keep our survey available for longer periods of data collection, we could not examine changes in perceived online discrimination or the longer effects of exposure to online discrimination. Therefore, it remains important for future research to capture how changes in the prevalence of online discrimination in the wake of global events impact racial/ethnic minority groups.

Conclusions

Our study demonstrated a high prevalence of mental health concerns associated with social media usage related to COVID-19, as well as a link between perceived online discrimination and poor mental health during the pandemic. Our results concerning online social media may reflect the offline experiences and struggles of several racial/ethnic communities. Our study used a self-report survey data collection method to examine Asian Americans and various racial/ethnic groups living in the United States as they experienced perceived discrimination during the pandemic. This research and additional studies should broaden the scientific community’s and the public’s understanding of different ethnic groups’ social media use and its impact on their mental health, especially during a period of crisis.
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Abstract

Background: Despite high rates of novel COVID-19, acceptance of COVID-19 vaccination is low among Black adults. In response, we developed a digital health intervention (Tough Talks-COVID) that includes digital stories created in a workshop we held with young Black adults.

Objective: Our formative research using digital storytelling workshops asked 3 research questions: (1) What issues did participants have in conceptualizing their stories, and what themes emerged from the stories they created? (2) What issues did participants have related to production techniques, and which techniques were utilized in stories? and (3) Overall, how did participants evaluate their workshop experience?

Methods: Participants were workshop-eligible if they were vaccine-accepting based on a baseline survey fielded in late 2021. Final participants (N=11) completed a consent process, all 3 workshops, and a media release form for their digital story. The first 2 workshops provided background information and hands-on digital storytelling skills from pre- to postproduction. The third workshop served as a screening and feedback session for participants' final videos. Qualitative and quantitative feedback elements were incorporated into all 3 sessions.

Results: Digital stories addressed one or more of 4 broad themes: (1) COVID-19 vulnerability, (2) community connections, (3) addressing vaccine hesitancy, and (4) countering vaccine misinformation. Participants incorporated an array of technical approaches, including unique creative elements such as cartoon images and instant messaging tools to convey social interactions around COVID-19 decision-making. Most (9/11, 82%) strongly agreed the digital storytelling workshops were delivered as expected; 10 of 11 agreed (n=5) or strongly agreed (n=5) that they had some ideas about what story to tell by the end of the first workshop, and most (8/11, 73%) strongly agreed they had narrowed down their ideas by workshop two. Of the participants, 9 felt they would very likely (n=6) or likely (n=3) use digital storytelling techniques for personal use in the future, and even more were very likely (n=7) to use the techniques for professional use.

Conclusions: Our study is one of the first to incorporate digital storytelling as a central component to a digital health intervention and the only one to do so with exclusive focus on young Black adults. Our emphasis on digital storytelling was shown to be
highly acceptable. Similar approaches, including careful consideration of the ethical challenges of community-based participatory approaches, are applicable to other populations experiencing both COVID-19 inequities and marginalization, such as other age demographics and people of color.

(JMIR Form Res 2022;6(9):e38070) doi:10.2196/38070
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Introduction

Background
The inequitable impact of the novel COVID-19 pandemic on Black, Indigenous, and other People of Color (BIPOC) communities has manifested itself in myriad ways. Beyond disparities in morbidity and mortality [1,2], the effects have included stigma, discrimination, and distress [3], particularly among those with multiple minority identities [4]. Inequities persist due, in part, to factors like frontline worker positions, higher rates of underlying comorbidities, and limited access to and quality of care [5]. All these challenges predate COVID-19, and in the era of telehealth, the digital divide has exacerbated them [6].

Despite greater likelihood of COVID-19 infection, Black communities have been slower to accept vaccination, due to longstanding historical misrepresentation, exclusion, discrimination, and exploitation in clinical research [7-9]. Furthermore, messages promoting the vaccine—through social and mainstream media outlets—reflect the voices of communities other than their own. Misinformation about COVID-19 vaccination, therefore, has spread widely, and lower rates of acceptance of COVID-19 vaccination among young adults are being seen [10]. Young Black adults, as frequent users of social media [11], have potential to play a crucial role in slowing the spread of misinformation and changing the narrative about the virus. Although they may be exposed to more potential sources of (mis)information, they also have potential to create content that is credible, engaging, and expressive of cultural pride [12].

To address these disparities, our team has developed a digital health intervention (Tough Talks: COVID) with a digital storytelling component featuring short videos created by and for young Black adults. Grounded in real-life experiences, these videos showcase how people have made decisions to get the vaccine and its impact on their lives. We describe digital storytelling workshops in which participants learned skills to create these videos, and we summarize the themes and features of videos, participants’ feedback, and personal takeaways. Therefore, this research is formative and documents the process by which digital storytelling approaches were used to empower young Black adults in COVID-19 vaccine decision-making. This work bridges disciplines of digital storytelling and community-based participatory research (CBPR); to our knowledge, it is the only work to do so in the context of vaccine uptake among young Black adults.

Digital Storytelling and Community-Based Participatory Approaches
We define a story as a representation of thoughts or events with an explicit or implicit message about a topic, in line with other work on health narratives [13]. Digital stories often combine multimedia components (eg, video, audio) and are typically shared with wider networks online: the approach is well-suited to the experiences of communities experiencing marginalization due to factors like medical racism [14]. Although digital storytelling is relatively new, use of narratives has a long history in health behavior change [15]. Stories are especially effective when change requires overcoming resistance, processing complex information, and dealing with existential issues [13]—challenges that are all present in the context of preventing the spread of COVID-19 in Black communities. Stories may suspend habitual ways of thinking by eliciting emotion, enjoyment, or identification with characters and, in so doing, generate openness to new perspectives [16]. In the case of digital stories, the social validation of stories that are spread through social media may make them even more compelling.

Our project combines digital storytelling with the well-established approach of CBPR for addressing health inequities [17,18]. A hallmark of CBPR is involvement of stakeholders as partners in the research at all stages of the process, and in response, we engaged young adults as youth advisors to the project and as the creators of digital stories in our intervention itself. CBPR and digital storytelling are complementary approaches because both center the voices of communities, particularly those who experience marginalization. It is an ethical imperative to uplift the voices of these communities, and digital storytelling in the context of CBPR is an innovative approach in line with this. Further, the asset-building emphasis of CBPR [19] is congruent with our goal in digital storytelling workshops of providing skills training and support for digital storytelling. Despite these strengths, inherent to CBPR are several ethical considerations, including how to achieve a true community-driven agenda, how to navigate the tension of insiders versus outsiders, recognizing the limits of participation, and deciding on shared ownership and use of findings [20]. We are mindful of these issues and communicate regularly with our partners on them; in the discussion, we return to these considerations in light of our digital storytelling findings.

Research Questions
With the goal of empowering young Black adults with the skills to create digital stories about their experiences with COVID-19...
and vaccination, we conducted a series of workshops with 2 cohorts. We asked the following research questions (RQs):

- **RQ1**: What issues did participants have as they conceptualized their stories, and what themes emerged from the stories they created?
- **RQ2**: What issues did participants have related to production techniques, and which techniques were utilized in stories?
- **RQ3**: Overall, how did participants evaluate their workshop experience?

## Methods

### Overview

Digital storytelling workshops were conducted as part of a larger study (Tough Talks: COVID) aimed at testing a digital health intervention to empower young Black people in the southern United States to make autonomous decisions about COVID-19 vaccine receipt with culturally tailored and appropriate resources. The entire study (including digital storytelling activities) is guided by a youth advisory board comprised entirely of young Black adults in the 3 regions of the South where the study is being conducted (Alabama [AL], Georgia [GA], and North Carolina [NC]) and an expert advisory board comprised predominantly of Black experts in bioethics, intersectional stigma, health communication, faith-based initiatives, and CBPR. The aims of the larger study are to (1) conduct formative research to elicit the behavioral, cognitive, and environmental determinants influencing COVID-19 vaccine hesitancy among young Black people; (2) utilize implementation science to iteratively develop and refine the Tough Talks-COVID digital intervention with guidance from advisors; and (3) conduct a hybrid type 1 effectiveness implementation trial with young Black people from AL, GA, and NC to assess acceptability, feasibility, and effectiveness of the Tough Talks-COVID intervention on increasing COVID-19 vaccine uptake.

This research addresses the formative research proposed in Aim 1, which includes a series of digital storytelling workshops with young Black adults to create their own digital stories with potential to be included in the Tough Talks-COVID digital health intervention.

### Participants

Digital storytelling workshop participants were recruited through an online survey fielded in the larger study (N=150) from August 2021 to November 2021 and described elsewhere [21]. Respondents all self-identified as Black in survey demographic questions in the larger study from which workshop participants were identified. Median age was 23 (IQR 20-26) years. Over 80% (122/150, 81.3%) were vaccinated (1 dose of a 2-dose vaccine or fully vaccinated). Compared with cisgender women, cisgender men represented 27.3% (41/150) of the overall sample but roughly 40% (11/28, 39%) of unvaccinated individuals. Most participants had some college education or greater (125/150, 83.3%), and among essential workers (N=49), the proportion was roughly 30% (8/49, 16%). Participants were eligible for workshops if they reported willingness to or previous completion of a COVID-19 vaccine series in the survey. Each survey respondent who was eligible and expressed interest was scheduled for a meeting with a study team coordinator to be consented and address any questions about participation. Our final workshop participants (N=11) were those who completed the survey and all workshop activities. Participants were divided into 2 cohorts to (1) offer 2 sets of dates for which participants could gauge their availability and (2) ensure a small enough group size that all participants were given ample time to work in small groups with our study team when developing their digital stories. With our final group, cohort 1 had 6 participants, and cohort 2 had 5 participants.

### Digital Storytelling Workshops

All workshops took place on a Health Insurance Portability and Accountability Act (HIPAA)-compliant Zoom platform and were scheduled on weekday evenings accommodating work and school schedules. Each workshop lasted between 120 minutes and 150 minutes and were held 2 weeks apart from October 2021 to November 2021. Workshops were led by a group of 5 facilitators, 4 of whom identify as people of color, and 3 of whom identify as young Black adults.

The goal of the series was to help participants develop a digital story (1 minute to 3 minutes) for use in the Tough Talks-COVID intervention. The series was designed to be comprehensive yet approachable to participants with varying levels of experience with digital storytelling. The first 2 workshops provided background information and hands-on digital storytelling skills from pre- to postproduction. The third workshop was a screening and feedback session for participants’ final videos, as well as an opportunity to discuss how participants could highlight their digital storytelling workshop experience on their resume and professional lives. Additionally, the third workshop combined participants in both cohorts so that they could serve as audiences for each other’s videos. Most but not all participants in our 2 digital storytelling cohorts chose to screen their videos and discuss their experiences during a final “showcase” event attended by community partners and the wider research team.

Because of the virtual format of the sessions, it was important to keep participants engaged. One strategy was the use of ice breakers, such as asking a participant to name their city of birth and favorite food and to “popcorn” it to another participant to do the same until everyone had shared. Another ice breaker involved creating a collaborative story, in which a workshop facilitator began a story with a one-sentence opening and passed it to another person who would then add another sentence, until all facilitators and participants had contributed. Another engagement strategy was the use of emotion cards to gauge participants’ comfort level with different activities (see Figure 1). Cards featured 6 licensed stock images of young adults of color and were numbered from 1 to 6, without additional labels but with clearly portrayed emotions (eg, shyness, excitement). In each case, we invited participants to say or type the number they associated with the emotion. All sessions ended with a recap of key information and any reminders for the next session.
Sources of Feedback

**Qualitative (Brainstorming Discussions and Breakout Groups)**

In addition to workshop engagement approaches, we incorporated qualitative feedback and evaluation measures into each workshop. During session one, we utilized Google Jamboards to facilitate discussion around 2 key questions: (1) What COVID-19 vaccine stories need to be told? and (2) What could these stories look and sound like? During session two, the same Jamboard questions were utilized but with more focus on the themes and technical aspects of the “practice” videos they were asked to create. Facilitators with digital storytelling expertise led breakouts to address any specific editing or technical questions. During session three, we utilized Jamboard to facilitate discussion related to 3 questions: (1) How do you feel about the workshops, now that you have completed them; (2) How would you explain the experience to others who may not be familiar with digital storytelling; and (3) How (if at all) could you use these skills moving forward? Team members recorded responses in real time to all questions in the form of “sticky notes” and actively confirmed with participants while writing them that the notes were accurately representing their feedback. Thematic analyses were conducted by team member EET and reviewed and discussed with team members AMB, MLC, and DS to ensure they were grounded in feedback from participants.

**Quantitative (Feedback Forms)**

At the completion of session three, participants completed a 9-question feedback form about their experience. Each question utilized a 4-point Likert scale and included items such as “The digital storytelling workshops were like what was explained to me during the consent process;” “How likely are you to use digital storytelling in the future for your professional use?” and “After completing the digital storytelling workshops, I feel this was worth my time.” Descriptive statistics were conducted with the total number of participants who completed all 3 workshops (N=11). Between sessions one and two, 3 participants from the original 14 discontinued participation due to work schedules or inability to complete a digital story in time.

**Ethical Considerations**

All workshop participants completed (1) a survey, (2) an informed consent discussion with our study coordinator prior to consenting to the workshops with opportunities to ask questions, (3) all 3 workshop sessions, and (4) a media release form consenting to the use of their digital story in the Tough Talks-COVID digital health intervention in addition to a consent form for participation in the workshops. For all sessions, participants were asked to keep cameras on, if preferred, and to share names and pronouns; participants were also able to use preferred names or pseudonyms in all sessions. Participants received US $50 for each session in which they participated and an additional US $75 for successful video creation. All digital storytelling workshop activities were fully approved by the University of North Carolina at Chapel Hill Institutional Review Board (IRB# IGHID 12112).

**Results**

Across the 2 cohorts of participants in the workshop series, 11 unique videos were created, ranging in content and technical approach and from 1 minute to 3 minutes in length. In the following sections, we detail the workshop sessions and final videos, organized by our 3 research questions on the types of stories told (RQ1), the video and digital techniques used (RQ2), and participants’ overall assessment of the process (RQ3.)

**RQ 1: Issues Related to Storytelling and Types of Stories Told**

Although some participants were initially anxious about determining what story “should be told,” the digital storytelling process helped most to develop their own unique story about COVID-19 and to answer the question “Why get the vaccine?” Summarized in the following sections and in Figures 2 and 3 are sample “sticky notes” from participant brainstorming in sessions one and two prior to the final digital stories’ creation. Our summary, therefore, also describes the content ultimately included in videos, which centered around one or more of 4 broad themes, which we have labeled (1) COVID-19 vulnerability, (2) community connections, (3) addressing vaccine hesitancy, and (4) countering vaccine misinformation.
COVID-19 Vulnerabilities

As participants worked through initial story ideas in digital storytelling workshop sessions one and two, fear of getting COVID-19 was a common theme. Participants suggested that fear of getting COVID, of losing a loved one to the disease, or of concerns that chronic underlying conditions could make someone more vulnerable to COVID-19 death or long-term health effects was a strong motivating factor for vaccine uptake. Within this theme, a range of stories emerged, including a first-person experience of having gotten COVID-19 and the emotional and physical effects experienced; a story about a friend who was on a ventilator; and a story about a COVID-19 naysayer who regretted not having gotten the vaccine after suffering a major health event (see Figures 2 and 3).

Community Connections

A second theme was more positive framing focused on family and community connections. Participants emphasized the need to make people feel like part of a community. They offered...
images of, for example, gatherings among extended family and singing spirituals together. One approach to conveying this theme was to highlight that we all face similar struggles and that getting the vaccination shows concern about and for the community. A second focused on the idea of a return to normalcy and being able to live one’s best life. For example, getting vaccinated meant that a person could move back out into the world, connect with friends and family members, and participate once again in important events, such as seeing a sister graduate from law school.

**Addressing Vaccine Hesitancy**

Several participants acknowledged that discussing COVID-19 vaccines was challenging, either for themselves or for their families. One participant indicated that people had strong opinions on both sides—both for and against the vaccine. She and others intimates that the vaccine should not be politicized or weaponized on either side and that the more aggressive the stance, the more resistant people will be. To be most effective, we must show patience, provide different perspectives, and be respectful in conversations with reluctant family members. Several ideas emerged during brainstorming, including showing someone who did not want the vaccine but whose mind was changed by an event or person, someone who feels it is not OK to mandate but still got the vaccine themselves, or someone afraid of needles but who was helped by a friend to get through it.

**Countering Vaccine Misinformation**

A final theme focused on the need to debunk vaccine rumors and misinformation. Participants noted that some members of their community raised questions about what is in the vaccine and whether the vaccine could change your DNA. They also noted deep-seated mistrust of the medical establishment and concerns that previous vaccines had been tested on Black people as well as lingering resistance because you can still get COVID-19 if vaccinated. Final videos reflected these concerns, as well as various counterarguments participants offered. For example, one participant equated motivations for prevention of COVID-19 and pregnancy by pointing out that we still encourage condom use even though “you can still get pregnant.” Some highlighted the persuasiveness of using celebrities to discuss and combat vaccine misinformation or of featuring positive experiences from breastfeeding moms who got the vaccine.

**RQ 2: Issues Related to Production Techniques and Techniques Used**

**Production Technique Issues and Process**

In the first 2 workshops, our video experts reviewed basic technical procedures and how-to tips on filming and editing videos. Digital storytelling participants were invited to consider several technical aspects as they planned their videos. They included (1) venues, (2) how to shoot their video, (3) who the “speaker” for the video is, and (4) any unique creative elements they might use.

Regarding brainstorming venues, participants seemed comfortable envisioning appropriate backdrops. In the breakout sessions, participants suggested a diverse set of backgrounds, including a public park or church, the Birmingham Civil Rights Institute, or sitting on a porch with friends.

Regarding how to record videos, during breakout sessions, a few participants described previous experience shooting and editing videos, but most had not had much experience with that and expressed concern about being able to produce videos. Our video experts reminded them to be gentle with themselves, shoot more, and edit out. Participants were also encouraged to use the technology they had (cell phone, tablet, or computer) rather than obtaining special equipment or software.

Regarding speakers, as they brainstormed initial story ideas, some participants seemed comfortable placing themselves at the center of their stories, while others imagined their story delivered by others (for example, a trusted elder or stand-in actors).

For unique creative elements, ideas generated during the breakout sessions included music or dramatic news headlines to set a somber tone and then shifting scenery, speaker, or music to move viewers’ emotions from dark or anxious to hopeful. Other ideas included depiction of an instant messaging conversation between friends who were supporting each other to resist vaccine-related misinformation.

**Technical Approaches Used in Final Digital Stories**

Summarized in Table 1 are each of the 11 videos. Most of the videos (n=7) incorporated music at some point during the story to convey emotions or to serve as a backdrop. Only a handful of stories utilized subtitles (n=3), most notably used in a video that depicted a text message–based conversation with peers about COVID-19 vaccines. Unique creative elements were seen in every digital story, which shows the individual creativity of each creator using the skills taught during the workshops. The elements included, but were not limited to, continuous narration (video 1), animations to add visual interest (videos 2 and 8), multimedia platform usage with transitions (video 4), and incorporation of news or social media headlines and addressing misinformation (videos 9 and 11).
Table 1. Digital story loglines and content from digital storytelling workshop participants (N=11).

<table>
<thead>
<tr>
<th>Video</th>
<th>Logline</th>
<th>Sex</th>
<th>Age (years)</th>
<th>Theme(s)</th>
<th>Music</th>
<th>Subtitles</th>
<th>Unique creative elements</th>
</tr>
</thead>
</table>
| 1     | A young student somberly reflects on why she chose to get the COVID-19 vaccine. | F² | 21           | 1. Community connections  
2. Addressing vaccine hesitancy | Yes | No | The video is narrated with overlaid audio and edited together with simple transitions. There is a good balance of narrative footage (where she speaks directly into the camera) and cutaway footage (contextual video clips), which provide a clear digital story. Ambient music played softly in the background to strengthen the reflective tone of the video. |
| 2     | When a young woman is not receiving support from her family about the COVID-19 vaccine, her close friends are there to give her the validation she needs. | F | 21           | 1. COVID-19 vulnerability  
2. Community connections  
3. Countering vaccine misinformation | No | Yes | The video begins with a short title and introductory slide, then quickly fades to a simulated screen capture of someone typing and sending a text message (recreated via animation). The video features 2 text message threads. The first conversation is between her and some unsupportive family members, and the second is between her and a group of supportive friends. Each is clearly demarcated with different message colors, and the conversations are separated by a narrative slide with bold yellow text on a black background. The video ends with a closing slide that is styled in the same way for visual continuity. The video effectively uses sound effects to replicate the experience of an active text conversation. |
| 3     | When a young woman is hesitant about receiving the COVID-19 vaccine, the possibility of missing out on major family moments motivates her to decide. | F | 26           | 1. COVID-19 vulnerability  
2. Community connections  
3. Addressing vaccine hesitancy | Yes | Yes | The video begins with a blank screen and the sounds of a person getting into their car/turning on the radio. Footage from driving to a pharmacy is shot from the car dashboard (street view). It also captures her walking into the pharmacy for her vaccination appointment. This “in-car” perspective shows up again in footage of her family celebrating her sister’s graduation from their car. Throughout the video, black slides with white text fade onto the screen to move the narrative along. Although the first part of her video does not include music (just natural background sounds from her car), in the second half of the video, she overlays upbeat music on a slideshow of pictures and video clips capturing the postgraduation festivities. The music contrast conveys the contrast of her initial feelings of anxiety and hesitancy with her eventual excitement and relief. |
| 4     | A young woman experiences a date-gone-wrong when talking about COVID-19 misinformation with her date. | F | 24           | 1. Community connections  
2. Countering vaccine misinformation | No | No | The video begins with a Zoom-esque call between her and her 2 friends. All 3 videos are displayed on the screen (gallery style), and you can see that they are filming from different locations. They greet each other, and her friends are curious to know more about a date she recently went on. After sharing that it did not go well, she starts to describe the last moments of the date. She begins, “Pretty much it went like this…”—the video uses a jump cut to take us directly to a scene/conversation from her date. The dialogue scenes are edited together using a mix of wide and closeup shots. The wide-shot framed her and her date as they sit on a couch. Tighter, over-the-shoulder shots focused in on her date and his perspective on COVID-19. The date ends with her wishing him well and encouraging him to change his views on COVID-19 vaccination. The video jumps back to the video call between the sisters for the final wrap up. They laugh together and end their video call. |
<table>
<thead>
<tr>
<th>Video</th>
<th>Logline</th>
<th>Sex</th>
<th>Age (years)</th>
<th>Theme(s)</th>
<th>Music</th>
<th>Subtitles</th>
<th>Unique creative elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>A young mother reflects on her most isolating and impactful moments from the beginning of the pandemic.</td>
<td>F</td>
<td>26</td>
<td>1. COVID-19 vulnerability 2. Community connections</td>
<td>Yes</td>
<td>No</td>
<td>The video begins with dramatic music and an all-caps title slide that reads “2020 THE YEAR OF COVID-19.” The words are bright red and are on a black background. As the burst of music fades, the video quickly transitions to footage of her speaking directly to the camera. She filmed outdoors, her lighting was even, and the audio was clear.</td>
</tr>
<tr>
<td>6</td>
<td>A young woman wants to encourage people to get the COVID-19 vaccine with hopes of getting our lives back before the pandemic.</td>
<td>F</td>
<td>23</td>
<td>1. COVID-19 vulnerability 2. Community connections</td>
<td>Yes</td>
<td>No</td>
<td>The video opens with a title slide and fades to footage of a woman sitting on a sofa—staring straight ahead. As the strings play the intro of a well-known, somber, soul music song, the video zooms in on her emotionless expression. The clip has a blue monotone filter, and the year 2020 is fixed to the top left corner of the screen. As the camera inches closer, she stretches out her TV remote to signal that she is changing the channel as the music plays for a few bars. The screen transitions to black and uses a quick iris close transition to mimic turning off a TV screen. At the same time, she uses the turntable rewind sound effect to signal a shift in the narrative. The screen is black, and the date 2021 appears in the top left corner. An uplifting, high-tempo, R&amp;B song begins playing. As the music builds, you see footage of her entering a pharmacy for her vaccine appointment. The visual style of the video changes from this point on, showing full color and the edits timed to match the upbeat rhythm of the song. In some areas, she plays with speeding up the footage or removing frames (stop-motion aesthetic) to highlight special moments (eg, showing off her vaccination Band-Aid, hugging family). The video continues in this style as she drives to her family’s home to play Monopoly. As the footage continues and the music plays softly, she adds a voiceover narration. She encourages people to get vaccinated so we can “safely get back to enjoying life.” The video ends with an end card slide and #ToughTalks.</td>
</tr>
<tr>
<td>7</td>
<td>A classroom engages in insightful conversation on the importance of the COVID-19 vaccine.</td>
<td>F</td>
<td>26</td>
<td>1. Community connections 2. Addressing vaccine hesitancy 3. Countering vaccine misinformation</td>
<td>No</td>
<td>No</td>
<td>The video begins with a stock photo of a smiling teacher standing in front of a chalkboard. The video continues in this aesthetic and combines voiceovers with stock photos to visualize a conversation between a teacher and inquisitive students. The transitions cut from photo to photo, and the photos correspond with the character voice that is speaking (characters: teacher and students Ashley, David, Veronica, Lindsey).</td>
</tr>
<tr>
<td>8</td>
<td>COVID-19 superwoman shares tips and information about the COVID-19 vaccine.</td>
<td>F</td>
<td>19</td>
<td>1. COVID-19 vulnerability 2. Community connections</td>
<td>Yes</td>
<td>No</td>
<td>The video is informational and presented as a series of animated slides. Some of the slide graphics include simple animations to add visual interest. The music is ambient and does not distract from the content.</td>
</tr>
</tbody>
</table>
All participants said they would be interested in being contacted in the future for a related Tough-Talks: COVID or other research activity.

When asked about how they might explain what they learned about digital storytelling to others, one participant described it as “sort of like TikTok but with really personal stories,” while another described it as learning “how to put your ideas and experiences out there for others—not just for your family.” One participant liked learning how to frame ideas more clearly and script them to be purposeful. Several participants appreciated the introduction to video editing and acknowledged that these (new-found, for many) digital storytelling skills could help with classes, presentations, job searches, and work-related activities. Participants came to these workshops with different motivations and expectations. Several joined out of curiosity or to accept a challenge; some worried that their personal story would not measure up. All who completed the workshop series shared positive remarks at the end. On the personal side, one participant reflected that she now felt prepared to share not just digital stories but also personal stories. Many of the participants felt validated or even empowered from hearing the diverse perspectives about why their peers had chosen to get vaccinated.

*F: female.*

**RQ 3: Overall Assessment of the Digital Storytelling Workshop Process**

In the quantitative workshop feedback, participants identified both professional and personal value from learning how to tell digital stories. Based on evaluation forms and informal feedback at the end of the third workshop, participants appreciated learning technical skills for both storytelling and videography (Figure 4).

All participants agreed that their time was well spent, with almost three-quarters (8/11, 73%) strongly agreeing. The majority (9/11, 82%) strongly agreed that the digital storytelling workshops were like what had been explained to them; 10 of 11 agreed (n=5) or strongly agreed (n=5) that they had some ideas about what story to tell by the end of the first workshops, and most (8/11, 73%) strongly agreed they had narrowed down their ideas by workshop two. Of the 11 participants, 9 felt they would very likely (n=6) or likely (n=3) use these digital storytelling techniques for personal use in the future, and even more were very likely (n=7) to use the techniques for professional use. Most participants (6/11, 55%) spent between 3 hours to 4 hours shooting their videos. Just under one-half (4/11, 36%) spent about 3 hours to 4 hours editing their video.

<table>
<thead>
<tr>
<th>Video</th>
<th>Logline</th>
<th>Sex</th>
<th>Age (years)</th>
<th>Theme(s)</th>
<th>Music</th>
<th>Subtitles</th>
<th>Unique creative elements</th>
</tr>
</thead>
</table>
| 9     | A young woman addresses myths about the COVID-19 vaccine. | F    | 19          | 1. Addressing vaccine hesitancy  
2. Countering vaccine misinformation | Yes   | No         | The video begins with dramatic, high-energy music playing in the background and a screenshot of a tweet from a well-known rapper who has expressed COVID-19 vaccine hesitancy through social media. After a few seconds, the clip and music abruptly stop, and the video cuts to a CNN news clip addressing the misinformation in the rapper’s tweet. With the context and format established (present misinformation, and address it head on), her video transitions to her speaking directly to the camera. She continues to address common rumors and misinformation surrounding COVID-19. She used graphics and supporting screenshots as she told the story. |
| 10    | A young woman reflects on her experience with missing loved ones and how getting vaccinated brought back the connections she longed for. | F    | 24          | 1. COVID-19 vulnerability  
2. Community connections | No    | No         | The video is a personal account of a young woman’s experience with COVID-19. The video was filmed in one continuous take, and she shared her story by speaking directly into the camera. Her background was styled with neutral décor to add visual interest but not distract from herself. Her lighting was in front of her and even cast her face, and her audio was consistent and clear. |
| 11    | A young woman shares how her mother being a nurse influenced her decision to get the COVID-19 vaccine. | F    | 22          | 1. COVID-19 vulnerability  
2. Community connections | Yes   | Yes        | The video is set in New York. It opens with a slide that reads “My COVID-19 experience was so much different than anything I’ve heard” as a somber, hopeful piano track plays in the background. The video transitions between news clip headlines, photos of empty city streets, and exhausted health care workers. While the music continues in the background, a news clip featuring an interview with her mother, a nurse, plays. Throughout the video, black slides with white text fade onto the screen to move the narrative along. |
Discussion

The purpose of this research was to describe the use of digital storytelling methods to empower young Black adults in the South who continue to experience COVID-19 disparities by documenting what type of stories were told and how they emerged, as well as the way in which these individuals felt about the process.

Principal Findings and Application to Ongoing Study Activities

Overall, we observed high satisfaction with workshop participation, and every participant reported professional benefits to digital storytelling training and that workshops were a good use of their time. This is a unique innovation of our approach, which, when compared with PhotoVoice, may offer more professional as well as personal relevance to young people who often share about their lives in social media formats but may not be empowered to describe their views on COVID-19 vaccine decision-making.

The videos produced have potential to resonate with peers because they reflect the unique voices of participants and may invoke shared experiences. Videos also addressed risk factors for Black communities (such as vaccine misinformation) and highlighted cultural strengths (such as community connections). Stories were conveyed using a variety of techniques, most of which were more sophisticated than simply capturing video on one’s phone.

In future digital storytelling workshops, our team would increase the interactive nature of the sessions, such as a devoted workshop session where draft versions receive hands-on guidance from our content and technical team leaders. Another improvement for future workshops would be a brief inventory about familiarity with digital storytelling that could be shared with participants ahead of workshops to gauge their existing familiarity with and interest in social media engagement and digital storytelling. This type of inventory would be adapted to other health topics and other populations to better tailor workshop content. Lastly, given the engagement of our youth advisors throughout all aspects of the study, youth advisors could be invited to attend digital storytelling workshops, create digital stories themselves, or lead aspects of the training that may yield professional benefit to them like that expressed by workshop participants.

Comparison With Prior Work

Our approach, guided by CBPR principles, was conducive to centering the needs and voices of communities experiencing marginalization, such as young adults of color. Compared with common CBPR methods such as PhotoVoice, digital stories similarly focus on empowering communities, with added innovative ability to incorporate mixed media and conduciveness to dissemination through social media. Given the ubiquity of social media, digital storytelling holds powerful potential to combat COVID-19 misinformation when told from the vantage point of young Black adults to peers.

As the larger Tough Talks-COVID study gets underway, we continue to consider ways to address the ethical standards of CBPR described earlier: (1) how to achieve a true community-driven agenda, (2) the tension of insiders versus outsiders, (3) the reality of participation limitations, and (4) shared ownership and dissemination of findings to drive action [20]. We have worked to achieve a true community-driven agenda with the formation and maintenance of youth and expert advisory board members who are from and work in the
communities in the South where our study is based. Our experts include community advocates, bioethicists, pastors, and vaccine scientists and is 93% Black (youth advisory board is 100% Black). To date, our advisory board members have edited and tested our baseline surveys, informed the scripts for informational videos that are being built into the Tough Talks-COVID intervention, and were featured judges for a showcase where our digital storytelling workshop participants competed for additional cash prizes from incentives previously mentioned.

Next, we navigate insider-outsider tension by having several team members who identify as young people of color (3 of the 5 digital storytelling team members), and most of our larger Tough Talks-COVID team live and work in the 3 regions where the study is being conducted with a longstanding history of community-engaged work. Third, while digital storytelling workshop participants responded positively to engagement methods such as the audience-specific emotion cards, future study activities can do more engaged work via in-person activities that were not feasible for us considering the COVID-19 global pandemic. Lastly, shared ownership and dissemination include that, upon progression of the study, participants will be invited to share their digital stories on their own social media. We will also reconnect workshop participants, since all consented to further study contact, to invite them along with youth advisors to conduct their own content analysis of their digital stories and provide training to them on this along with how to craft a scholarly manuscript that they will coauthor.

Limitations
The present findings are subject to limitations. Our digital storytelling workshops (and the broader Tough Talks-COVID study) focus on young Black adults in the South and was limited in size. Although there are theoretical, epidemiological, and empirical reasons for doing so, the exclusive focus may limit the generalizability of our findings. We found that participants who self-selected into workshops were 100% vaccine-accepting despite our invitation being open also to those who are vaccine-ambivalent. Greater variability may have yielded different stories and themes with greater potential to be useful to the Tough Talks-COVID app. The videos produced had little male representation, reflecting the demographics of the larger survey sample from which the participants were selected. Additionally, 2 men dropped out before completing the workshops. Our workshops did not emphasize diversity in ethnicity (eg, Hispanic/Latinx, Afro-Caribbean), sexual orientation and gender identity, or disability status. Finally, although we describe themes and features of stories and participants’ perceptions of workshop experiences, these findings do not speak to the effectiveness of videos, individually, on influencing attitudes and behaviors or in combatting misinformation. Experimental research is needed to assess that kind of impact. Selected videos will be assessed as a component in a larger digital health intervention by the Tough Talks-COVID study.

Conclusions
Despite limitations, to our knowledge, our Tough Talks-COVID study is one of the first to incorporate digital storytelling as a central component to a digital health intervention and the only one to do so with exclusive focus on young Black adults. We feel this is appropriate, given the deeply rooted mistrust of many medical establishments including those who have produced the COVID-19 vaccine, which has often taken the form of misinformation spreading among young adults, including through social media. Our emphasis on digital storytelling was shown to be highly acceptable, and future activities with this approach in our study will engage more diversity within this population to contribute additional digital stories and invite young people to disseminate these stories on their own social media as a powerful peer-driven approach to combat COVID-19 misinformation online. Similar approaches, including careful consideration of the ethical challenges of CBPR approaches, are applicable to other populations experiencing both COVID-19 inequities and marginalization, such as other age demographics and people of color. More research is needed to disseminate this innovative approach and leverage its profound potential to uplift the voices and needs of communities experiencing marginalization and COVID-19 inequities.
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Abstract

Background: The COVID-19 pandemic is a substantial public health crisis that negatively affects human health and well-being. As a result of being infected with the coronavirus, patients can experience long-term health effects called long COVID syndrome. Multiple symptoms characterize this syndrome, and it is crucial to identify these symptoms as they may negatively impact patients’ day-to-day lives. Breathlessness, fatigue, and brain fog are the 3 most common continuing and debilitating symptoms that patients with long COVID have reported, often months after the onset of COVID-19.

Objective: This study aimed to understand the patterns and behavior of long COVID symptoms reported by patients on the Twitter social media platform, which is vital to improving our understanding of long COVID.

Methods: Long COVID–related Twitter data were collected from May 1, 2020, to December 31, 2021. We used association rule mining techniques to identify frequent symptoms and establish relationships between symptoms among patients with long COVID in Twitter social media discussions. The highest confidence level–based detection was used to determine the most significant rules with 10% minimum confidence and 0.01% minimum support with a positive lift.

Results: Among the 30,327 tweets included in our study, the most frequent symptoms were brain fog (n=7812, 25.8%), fatigue (n=5284, 17.4%), breathing/lung issues (n=4750, 15.7%), heart issues (n=2900, 9.6%), flu symptoms (n=2824, 9.3%), depression (n=2256, 7.4%) and general pains (n=1786, 5.9%). Loss of smell and taste, cold, cough, chest pain, fever, headache, and arm pain emerged in 1.6% (n=474) to 5.3% (n=1616) of patients with long COVID. Furthermore, the highest confidence level–based detection successfully demonstrates the potential of association analysis and the Apriori algorithm to establish patterns to explore 57 meaningful relationship rules among long COVID symptoms. The strongest relationship revealed that patients with lung/breathing problems and loss of taste are likely to have a loss of smell with 77% confidence.

Conclusions: There are very active social media discussions that could support the growing understanding of COVID-19 and its long-term impact. These discussions enable a potential field of research to analyze the behavior of long COVID syndrome. Exploratory data analysis using natural language processing methods revealed the symptoms and medical conditions related to long COVID discussions on the Twitter social media platform. Using Apriori algorithm–based association rules, we determined interesting and meaningful relationships between symptoms.

(JMIR Form Res 2022;6(9):e37984) doi:10.2196/37984
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Introduction

COVID-19, a transmissible disease caused by the SARS-CoV-2 virus, has become a substantial public health crisis that negatively affects people’s health and well-being. Most people with COVID-19 recover entirely within weeks. However, some people still experience symptoms after their initial recovery, even those who had mild symptoms with their initial infection. Others develop new symptoms related to their COVID-19 illness. These people sometimes describe themselves as “long haulers” [1]. This syndrome has been described as post–COVID-19 or “long COVID-19” [2]. It is crucial to identify these symptoms as they may negatively impact the day-to-day lives of those with this affliction for a substantially long period. Breathlessness, fatigue, and brain fog are the 3 most common symptoms that patients with long COVID have consistently reported, often months after the onset of the COVID-19 disease [3,4].

Social media has become a substantial part of our lives. People use it to connect with others and share their thoughts, emotions, and experiences about any current topic, often without revealing their identity [5]. Hence, social media platforms such as Twitter, Facebook, and Instagram have had a massive impact on society and gained considerable research attention [6]. There are extensive chains of discussions on these platforms about the long COVID syndrome (LCS). Thus, analyzing social media conversations of long COVID–related patients from various sources provides an opportunity to understand the relationship between symptoms and their consequences.

According to the World Health Organization clinical case definition [4], “long COVID-19 condition occurs in individuals with a history of probable or confirmed SARS CoV2 infection, usually three months from the onset of COVID-19, with symptoms that last for at least two months.” Health-related organizations, such as the Mayo Clinic [7], National Health Service [8], Centers for Disease Control and Prevention [9], and World Health Organization [4], have identified different lists of symptoms related to long COVID, and a summary is presented below. The results of recent research that has been conducted using self-reported long COVID symptoms on Twitter are presented [10]. These symptoms were identified by manually reading 165 tweets from July 20, 2020, to July 29, 2020.

There are, however, very active ongoing social media discussions that could support the growing understanding of the illness and its long-term impact. These discussions provide the opportunity to access publicly available data from multiple individuals on Twitter to analyze long COVID symptoms. However, manually discovering the knowledge in a large volume of unstructured texts is increasingly problematic. Hence, automated natural language processing (NLP) methods have been introduced to do this task effectively and accurately [11,12]. The importance of using NLP methods in health sciences has been increasingly recognized over recent years [13]. Even though previous research has identified a list of symptoms, extracting and grouping the symptoms discussed in tweets into categories makes them easier to analyze and find the relationships between the most common symptoms.

Manually handling this task is challenging; thus, NLP tools represent an opportunity to extract hidden information from unstructured Twitter text data.

Association rules are considered a useful tool as they offer the possibility to conduct intelligent diagnoses, extract invaluable information, and build important knowledge quickly and automatically while identifying relationships within and between variables [14]. Thus, we used association rule mining (ARM) to discover relationships among long COVID symptoms based on the symptoms revealed from text data [15]. The mining process of association rules requires setting a minimum confidence and support threshold to describe association rules that are meaningful. Therefore, we identified association rules based on a minimum confidence threshold of 10% and a minimum support threshold of 0.1%.

This study sought to achieve the 2 goals. The first goal was to identify the symptoms and medical conditions related to long COVID that were discussed on the Twitter social media platform. The second goal was to determine the patterns of symptoms and their associations. By accomplishing these objectives, this work will ultimately help physicians identify the behavior of the patients with long COVID. This paper provides new ideas for symptom mining and reveals the internal relationship between symptoms and their application value. Thus, the work has theoretical and practical implications.

Methods

Data Collection

We collected worldwide, long COVID–related, and English-language tweets between May 1, 2020, and December 31, 2021, to create our data set of about 1 million tweets. We used the Snscrape module in Python (version 3.8; Python Software Foundation) [16] to scrape the web-based tweet text from tweets that match the keyword “LongCovid.” Streaming English-language tweets from multilingual tweets is computationally intensive, because most nonnative English-speaking countries use their native languages rather than English to express their feelings on social media; thus, it requires translating each tweet to English if we wish to analyze them. Therefore, we limited the data set to English-language tweets. The most useful attributes of our data set were ID (Number), time created (DateTime), original text (Text), and language (Text), which we used to filter English-language tweets only. We removed duplicates of tweet text from our data set. This processing necessarily removed any retweets in our data set, which is consistent with our goals of collecting a data set that represents patient experiences. The average tweet length of the initial data set was 32.56 words.

We reduced the data set to 127,848 tweets by limiting the population to those with COVID-19. To do this, we refined the tweets to ensure that all the tweets reflect personal experiences with long COVID. We first considered tweets containing the pronoun “I” and the word “covid” as we wanted to extract tweets from people with COVID-19 or long COVID. Subsequently, we removed tweets containing words that explain users’ opinions, as many people discuss long COVID without...
necessarily having COVID-19. The set of the words or phrases we considered is listed in Table 1 with the percentage of tweets including the specific word. The phrase “I feel” may include tweets that express the experience of symptoms; however, to remove the possibility of opinion, we removed these tweets. We also observed a number of tweets (3394/148,672, 2.28%) that talked about similar conditions, especially chronic fatigue syndrome. To eliminate the context related to chronic fatigue syndrome, we removed tweets containing the keyword “cfs.”

Our data set was further reduced to identify only the patients discussing their experiences with the symptoms. First, we created a list of long COVID symptoms discussed in different literature sources, as shown in Table 2. We then found the most common symptoms by comparing them with the preprocessed word corpus shown in Table 3.

Table 1. The list of words that explain users’ opinions rather than their experience.

<table>
<thead>
<tr>
<th>Word or phrase</th>
<th>Tweets (N=148,672), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“opinion”</td>
<td>641 (0.43)</td>
</tr>
<tr>
<td>“I believe”</td>
<td>1194 (0.8)</td>
</tr>
<tr>
<td>“I think”</td>
<td>6861 (4.61)</td>
</tr>
<tr>
<td>“I feel”</td>
<td>2006 (1.35)</td>
</tr>
<tr>
<td>“may be” OR “maybe” OR “might”</td>
<td>7582 (5.1)</td>
</tr>
<tr>
<td>“perhaps”</td>
<td>750 (0.5)</td>
</tr>
</tbody>
</table>
Table 2. List of long COVID symptoms identified by different sources in the literature.

<table>
<thead>
<tr>
<th>Symptom</th>
<th>Mayo Clinic</th>
<th>NHS\textsuperscript{a}</th>
<th>CDC\textsuperscript{b}</th>
<th>WHO\textsuperscript{c}</th>
<th>Singh and Reddy \cite{10}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Extreme tiredness (fatigue)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>2 Shortness of breath or difficulty breathing</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3 Cough</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>4 Joint pain</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>5 Chest pain or tightness</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>6 Problems with memory and concentration (“brain fog”)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>7 Difficulty sleeping (insomnia)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>8 Muscle pain</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>9 Headache</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>10 Fast or pounding heartbeat</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>(heart palpitations) or tachycardia</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>11 Loss of smell</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>12 Loss of taste</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>13 Depression or anxiety</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>14 Fever</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>15 Dizziness (light-headedness)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>16 Worsened symptoms after physical or mental activities</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>17 Pins-and-needles feeling</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>18 Tinnitus and earaches</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>19 Diarrhea</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>20 Stomach aches</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>21 Loss of appetite</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>22 Sore throat</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>23 Rash</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>24 Mood changes</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>25 Changes in menstrual period cycles</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>26 Abdominal pain</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>27 Neuralgias</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>28 Allergies</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>29 Body pain</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>30 Nausea</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>31 Weakness</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>32 Numbness</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

\textsuperscript{a}NHS: National Health Service.

\textsuperscript{b}CDC: Centers for Disease Control and Prevention.

\textsuperscript{c}WHO: World Health Organization.
Table 3. Preprocessed word corpus of stemmed symptoms.

<table>
<thead>
<tr>
<th>Group</th>
<th>Symptoms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brain fog</td>
<td>“brain fog,” “brain,” “fog,” “memori,” “mental,” “rememb,” “concentr,” “mind,” “remind,” and “focus”</td>
</tr>
<tr>
<td>Fatigue</td>
<td>“fatigu,” “tire,” and “exhaust”</td>
</tr>
<tr>
<td>Lung</td>
<td>“lung,” “breathless,” and “breath”</td>
</tr>
<tr>
<td>Cannot walk</td>
<td>“cant walk,” “struggl walk,” “unabl walk,” “couldnt walk,” “bare walk,” “unaid walk,” and “stair walk”</td>
</tr>
<tr>
<td>Depress</td>
<td>“depress,” “mood,” “stress,” and “anxieti”</td>
</tr>
<tr>
<td>Lose weight</td>
<td>“lose weight” and “loss weight”</td>
</tr>
<tr>
<td>Insomnia</td>
<td>“cant sleep” and “insomnia”</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>“diarrhea” and “diarrhoea”</td>
</tr>
<tr>
<td>Dizziness</td>
<td>“dizz” and “lighthead”</td>
</tr>
<tr>
<td>Heart</td>
<td>“heart,” “heart palpit,” “tachycardia,” “dysautonomia,” and “arrhythmia”</td>
</tr>
</tbody>
</table>

Data Preprocessing

Data preprocessing was mainly used to clean the raw data by following specific steps to achieve better results for further evaluations. We preprocessed our initial data to ensure quality by developing a user-defined preprocessing function based on Natural Language Toolkit (NLTK; a Python library for NLP) [15].

The preprocessing plan was as follows. First, we removed the hashtag symbol and its content (eg, COVID-19, @users, and URLs) from the texts because the hashtag symbols and the URLs did not contribute to the text analysis. We also removed all non-English characters (non–American Standard Code for Information Interchange characters) because the study focused on analyzing tweets in English. We then removed repeated words and stop words identified by NLTK. Special characters, punctuation, and numbers from the data set were also removed as they did not help the detection of comments with profanity.

Figure 1. Word cloud of the list of 73 words after stemming.

We conducted a sentiment analysis to gauge how patients feel about long COVID–related topics, and the results are discussed in the next section. The primary focus of the study was symptom mining; therefore, we created a data set for patients with symptom information using a predefined set of keywords. Figure 1 shows the word cloud of the set of keywords accounted for initial tweets extraction.

Stemming reduced inflected words to their word stem, base, or root form, whereas tokenization was used to split each sentence into smaller parts of a word. Figure 2 shows how the data collection, cleaning, and preprocessing steps were conducted and how the final data set with 30,327 tweets was obtained for analysis in the study. After performing cleaning and preprocessing steps, the average tweet length was reduced from 32.56 to 19.07 words. Initially obtained data (original data) and the data considered for the study (filtered data) have been plotted in the same time series plot (Figure 3). The filtered data represented the original data appropriately.
**Sentiment Analysis**

To measure the sentiment expressed via Twitter on long COVID, we used sentiment analysis, a specific type of NLP, computational linguistics, and text analysis [16,17]. The subjective information from tweets was analyzed and extracted to classify the text into 3 classes, namely positive, negative, and neutral. If the polarity was >0, the text was categorized as “positive,” and if the polarity was <0, the text was categorized as “negative.” Texts with 0 polarity values were classified as “neutral.” The pie charts in Table 4 show the categorization of the sentiment of each text related to long COVID in 2 stages—for all the posts and posts with at least one long COVID symptom, respectively. The positive sentiment was reduced from 53.1% (67,153/126,460) to 49.8% (15,102/30,327) when we only considered the tweets with symptoms.
Table 4. Classification of the sentiment scores.

<table>
<thead>
<tr>
<th>Classes</th>
<th>Neutral</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentiment scores of all posts, %</td>
<td>1.66</td>
<td>53.1</td>
<td>45.2</td>
</tr>
<tr>
<td>Sentiment scores of posts with at least one long COVID symptom, %</td>
<td>1.53</td>
<td>49.8</td>
<td>48.7</td>
</tr>
</tbody>
</table>

At this stage, we calculated the sentiment polarity of each cleaned and preprocessed tweet using the TextBlob library. TextBlob is a Python library that supports complex analysis and operations on textual data. It is built on the NLTK library [15] and provides a simple API for performing several NLP tasks, such as sentiment analysis, part-of-speech tagging, noun phrase extraction, classification, and translation.

Collocations

We also understand that symptoms often appear as more than 1 word in texts. Therefore, finding meaningful symptoms with only 2 words was a particular task in this study. Many valuable text analyses are based on the relationships between words, examining which words tend to follow others immediately or co-occur. Therefore, we analyzed the relationship between 2 words of each bigram in tweets and identified which long COVID symptoms appear as a combination of words. We used the NLTK library in Python [15] to identify biwords from the texts and filtered them using the preprepared list of symptoms to only get biwords that can be meaningful symptoms of long COVID when appearing together.

To identify the meaningful biwords, we used the collocation feature in words that reveal a phrase consisting of more than 1 word. Still, these words more commonly co-occur in a given context than their individual word parts. We used several bigram-association measures [18] to filter out the most meaningful collocations.

1. Pointwise mutual information (PMI): the PMI score for 2 words, $w^1$ and $w^2$, is as follows:

   \[
   \text{PMI}(w^1, w^2) = \frac{\log \left( \frac{O_{ij}}{R_iC_j} \right)}{\log \left( \frac{1}{C^2} \right)},
   \]

   where, $O_{ij}$ for Bernoulli trial:

   \[
   O_{ij} = \begin{cases} 
   C(w^1 w^2) & \text{if } w^1 = x \text{ and } w^2 = y \\
   C(z_1 z_2) & \text{if } w^1 = x \text{ and } w^2 \neq y \\
   C(z) & \text{if } w^1 \neq x \text{ and } w^2 = y \\
   C_1 & \text{if } w^1 \neq x \text{ and } w^2 \neq y
   \end{cases}
   \]

   $R$ and $C_i$ are the row and column totals, respectively. $N$ indicates the total number of biwords in the texts.

   The main disadvantage of this method is that it is very sensitive to a rare combination of words. We handled this issue by using the frequency filter of words.

2. Two-tailed $t$ test with a frequency filter: When conducting a $t$ test, we can consider testing the below hypothesis with a 5% level of significance.

   \[ H_0: \text{Words } (w^1, w^2) \text{ occur with probability } \mu \]

   versus

   \[ H_1: \text{Words } (w^1, w^2) \text{ do not occur with probability } \mu. \]

   Where $C$ represents the count of each word and $N$ is the total number of words in the corpus.

   The test statistic is as follows:

   \[
   t = \frac{\bar{x} - \mu}{s / \sqrt{N}}
   \]

   \[
   \bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i
   \]

   \[
   s^2 = \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{x})^2
   \]

   \[
   \mu = \frac{1}{N} \sum_{i=1}^{N} \mu_i
   \]

   $N$ indicates the total number of biwords in the texts.

   We also avoided the sensitivity to rare cases by filtering the biwords according to the frequencies. Normality assumption is one of the disadvantages of using the $t$ test.

3. Chi-square test: The null hypothesis of the chi-square test assumes that words $(w^1, w^2)$ are independent, just like in the $t$ test. The chi-square test statistic is computed as follows:

   \[
   \chi^2 = \sum_{i,j} \frac{(O_{ij} - E_{ij})^2}{E_{ij}}
   \]

   \[
   E_{ij} = \frac{R_iC_j}{N}
   \]

   The observed frequencies ($O_{ij}$) and expected frequencies ($E_{ij}$) can be calculated using the bigram contingency tables presented in Table 5 and Figure 4.
Association Rule Mining

In many applications, implications between different situations naturally arise. We refer to these implications as associations. These associations can be discovered and quantified using relational knowledge. “Relational knowledge identifies how concepts/entities are related and how concepts and their relations are defined or described by models” [19]. For example, in the Twitter symptom analysis, some symptoms rules can be determined, such as “2.7% of patients with long COVID with loss of taste also experience loss of smell” or “patients with lung/breathing problems and loss of taste are likely to experience loss of smell with 77% confidence.” These rules are called association rules, and the correlation analysis is known as association mining.

ARM [20] has become an active research field in the data mining community that can solve various problems in health care. Recently, different incremental algorithms have been proposed for mining association rules to discover hidden relationships between symptoms and diseases. In this analysis, ARM was used to obtain insights into the poorly understood LCS by demonstrating the relationships and patterns among the symptoms described in the tweets. We addressed the problem of automatically identifying new and useful symptom patterns in the data of patients with long COVID using an Apriori rule–based data mining algorithm [16]. Recently, other incremental rule-based algorithms, such as Eclat [21], McEclat [22], Direct Hashing and Pruning [23], AprioriTID [24], and MsApriori [25], have also been introduced for mining association rules to discover hidden relationships between item sets and enhance the collection of rare frequent events. We used the Apriori algorithm in this paper as it is a well-understood and well-used algorithm out of this category. Computations and related experiments were done using Python.

We can help define LCS for future research and patient care by describing these relationships among symptoms. These patterns expose the combination of the symptoms that co-occur, as it is helpful to know how 1 symptom or set of symptoms is associated with others. An association rule between a set of symptoms $X$ and a set of symptoms $Y$ is expressed in the form $X \rightarrow Y$. It is interpreted as “patients with symptoms $X$ are likely to have symptoms $Y.” Generally, the effectiveness of discovered rules is measured in terms of support, confidence, and lift.

1. Support: Support indicates how frequently the item set appears in the data set.

2. Confidence: Confidence is the percentage of all transactions satisfying $X$ that also satisfy $Y$.

3. Lift: If the lift is $>1$, that lets us know the degree to which 2 occurrences are dependent on one another and makes these rules potentially helpful in predicting the consequences in future data sets.

Thus, based on the analysis of long COVID symptoms, we can mine the association rules among symptoms and quantify their characteristics, such as confidence, support, and lift.

Results

Symptoms and Medical Conditions Related to Long COVID That Were Discussed on Twitter

Information was extracted for a total of 1,084,398 individual tweets, of which 34,022 had reported long COVID symptoms (Figure 1). The first 5 results obtained from each collocation method discussed in the previous section are shown in Table 6. After observing the results, we determined that the $t$ test with a filter method achieves acceptable results. We also had to manually select the meaningful biwords with a test statistic $>5$ and that have a unique meaning only when they are together. We identified 20 such stemmed biwords that appeared together frequently, namely “brain fog,” “loss taste,” “loss smell,” “chest pain,” “cant walk,” “barely walk,” “unable walk,” “struggle walk,” “couldnt walk,” “stair walk,” “joint pain,” “muscle pain,” “leg pain,” “lose weight,” “gain weight,” “cant sleep,” “sore throat,” “pin & needle,” and “heart palpitation.”
Table 6. First 5 biwords selected from each method.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Pointwise mutual information</th>
<th>t test with filter</th>
<th>Chi-square test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(runni, nose)</td>
<td>(brain, fog)</td>
<td>(brain, fog)</td>
</tr>
<tr>
<td>2</td>
<td>(pin, needl)</td>
<td>(mental, health)</td>
<td>(glandular, fever)</td>
</tr>
<tr>
<td>3</td>
<td>(shortterm, memori)</td>
<td>(chronic, fatigue)</td>
<td>(runni, nose)</td>
</tr>
<tr>
<td>4</td>
<td>(glandular, fever)</td>
<td>(tast, smell)</td>
<td>(mental, health)</td>
</tr>
<tr>
<td>5</td>
<td>(hay, fever)</td>
<td>(viral, fatigue)</td>
<td>(sore, throat)</td>
</tr>
</tbody>
</table>

Since some biwords have a similar medical meaning, we grouped similar words into categories for analysis (Table 3). After grouping symptoms, the total number of symptoms to be analyzed was decreased from 73 to 44. Figure 5 shows the reduced set of symptoms, and the size parameter of the word cloud indicates the frequency of each symptom appearing in the tweets. Among the 30,327 tweets, brain fog (n=7812, 25.8%) was the most common symptom, followed by fatigue (n=5284, 17.4%), breathing/lung issues (n=4750, 15.7%), heart issues (n=2900, 9.6%), flu symptoms (n=2824, 9.3%), depression (n=2256, 7.4%), and pain where the site is not explicitly mentioned (n=1786, 5.9%). Loss of smell and taste, cold, cough, chest pain, fever, headache, and arm pain were each reported in 1.6% (n=474; arm pain) to 5.3% (n=1616; loss of smell) of the tweets. Symptoms such as ache, weakness, joint pain, walking difficulties, muscle pain, trauma, allergies, worsened symptoms, tinnitus, insomnia, nose-related issues, stomach, and chills were reported in 1% of the tweets, whereas the rest of the symptoms were in less <1% of the tweets (Figure 6).

Figure 7 presents how each symptom appears in discussions over time, and the pattern is similar to the number of tweets shown in Figure 3. Hence, there is no noticeable difference in symptoms with time.

Figure 5. Word cloud of the list of 44 identified symptoms.
Symptom Rules

Our study considered each tweet as a single transaction coming from a single individual. We applied the ARM algorithm to the symptom data considering 1 tweet as 1 transaction and identified symptom rules. The ARM algorithm using symptom transactions aimed to construct frequent item sets, having at least a user-specified threshold. Thus, we set a “confidence” threshold of 0.1 or 10%. We set up a minimum support threshold value above 0.001 and a “lift” greater than 1 for positively correlated rules. We discovered 57 significant rules for the data that included symptom-only information and presented them in Table 7.

The highest confidence level–based detection was used to determine the most significant rules. Among the top 12 rules that have confidence >0.3, loss of smell and loss of taste were the most common consequent symptoms, followed by lung/breathing problems and fatigue. If a patient had lung/breathing problems and loss of taste, there was a 77% confidence that they had loss of smell. Similarly, patients with fatigue and loss of taste also had loss of smell as a consequent symptom. The top 12 rules are visualized in Figure 8. The following is a description of rule number 11, represented by R11 in a yellow node. There are 3 symptom nodes—“fatigue,” “cough,” and “lung”—represented by green nodes. These 3 nodes form a rule where the antecedents are “fatigue” and “cough,” and the consequent is “lung.” Both the nodes in the antecedent have outgoing links, which are pointed toward the R11 node. Similarly, there is an outgoing link in R11, which is pointing toward the consequent “lung” node.
<table>
<thead>
<tr>
<th>Rule (R)</th>
<th>Antecedents</th>
<th>Consequents</th>
<th>Support</th>
<th>Confidence</th>
<th>Lift</th>
</tr>
</thead>
<tbody>
<tr>
<td>R0</td>
<td>(loss_taste, lung)</td>
<td>(loss_smell)</td>
<td>0.0028</td>
<td>0.7748</td>
<td>14.5400</td>
</tr>
<tr>
<td>R1</td>
<td>(loss_taste, fatigue)</td>
<td>(loss_smell)</td>
<td>0.0028</td>
<td>0.7368</td>
<td>13.8281</td>
</tr>
<tr>
<td>R2</td>
<td>(loss_smell, lung)</td>
<td>(loss_taste)</td>
<td>0.0028</td>
<td>0.7107</td>
<td>15.3196</td>
</tr>
<tr>
<td>R3</td>
<td>(loss_smell, fatigue)</td>
<td>(loss_taste)</td>
<td>0.0028</td>
<td>0.6614</td>
<td>14.2564</td>
</tr>
<tr>
<td>R4</td>
<td>(loss_taste, brain_fog)</td>
<td>(loss_smell)</td>
<td>0.0018</td>
<td>0.5978</td>
<td>11.2192</td>
</tr>
<tr>
<td>R5</td>
<td>(loss_taste)</td>
<td>(loss_smell)</td>
<td>0.0272</td>
<td>0.5871</td>
<td>11.0173</td>
</tr>
<tr>
<td>R6</td>
<td>(loss_smell)</td>
<td>(loss_taste)</td>
<td>0.0272</td>
<td>0.5111</td>
<td>11.0173</td>
</tr>
<tr>
<td>R7</td>
<td>(loss_smell, brain_fog)</td>
<td>(loss_taste)</td>
<td>0.0018</td>
<td>0.4911</td>
<td>10.5847</td>
</tr>
<tr>
<td>R8</td>
<td>(heart, pain)</td>
<td>(lung)</td>
<td>0.0012</td>
<td>0.3684</td>
<td>2.3522</td>
</tr>
<tr>
<td>R9</td>
<td>(heart, brain_fog)</td>
<td>(lung)</td>
<td>0.0032</td>
<td>0.3542</td>
<td>2.2617</td>
</tr>
<tr>
<td>R10</td>
<td>(ache)</td>
<td>(fatigue)</td>
<td>0.0047</td>
<td>0.3471</td>
<td>1.9921</td>
</tr>
<tr>
<td>R11</td>
<td>(fatigue, cough)</td>
<td>(lung)</td>
<td>0.0012</td>
<td>0.3083</td>
<td>1.9686</td>
</tr>
<tr>
<td>R12</td>
<td>(heart, fatigue)</td>
<td>(lung)</td>
<td>0.0021</td>
<td>0.3014</td>
<td>1.9246</td>
</tr>
<tr>
<td>R13</td>
<td>(headache)</td>
<td>(fatigue)</td>
<td>0.0062</td>
<td>0.2675</td>
<td>1.5354</td>
</tr>
<tr>
<td>R14</td>
<td>(brain_fog, lung)</td>
<td>(heart)</td>
<td>0.0032</td>
<td>0.2574</td>
<td>2.6915</td>
</tr>
<tr>
<td>R15</td>
<td>(heart)</td>
<td>(lung)</td>
<td>0.0223</td>
<td>0.2328</td>
<td>1.4861</td>
</tr>
<tr>
<td>R16</td>
<td>(lung, pain)</td>
<td>(fatigue)</td>
<td>0.0016</td>
<td>0.2308</td>
<td>1.3245</td>
</tr>
<tr>
<td>R17</td>
<td>(insomnia)</td>
<td>(fatigue)</td>
<td>0.0013</td>
<td>0.2229</td>
<td>1.2791</td>
</tr>
<tr>
<td>R18</td>
<td>(muscle_pain)</td>
<td>(fatigue)</td>
<td>0.0019</td>
<td>0.2159</td>
<td>1.2392</td>
</tr>
<tr>
<td>R19</td>
<td>(muscle_pain)</td>
<td>(ache)</td>
<td>0.0019</td>
<td>0.2159</td>
<td>15.8929</td>
</tr>
<tr>
<td>R20</td>
<td>(cough)</td>
<td>(lung)</td>
<td>0.0061</td>
<td>0.2126</td>
<td>1.3572</td>
</tr>
<tr>
<td>R21</td>
<td>(lung, cough)</td>
<td>(fatigue)</td>
<td>0.0012</td>
<td>0.1989</td>
<td>1.1417</td>
</tr>
<tr>
<td>R22</td>
<td>(chest_pain)</td>
<td>(lung)</td>
<td>0.0053</td>
<td>0.1891</td>
<td>1.2075</td>
</tr>
<tr>
<td>R23</td>
<td>(fever)</td>
<td>(fatigue)</td>
<td>0.0046</td>
<td>0.1871</td>
<td>1.0737</td>
</tr>
<tr>
<td>R24</td>
<td>(pain)</td>
<td>(fatigue)</td>
<td>0.0102</td>
<td>0.1736</td>
<td>0.9962</td>
</tr>
<tr>
<td>R25</td>
<td>(cold)</td>
<td>(flu)</td>
<td>0.0064</td>
<td>0.1721</td>
<td>1.8483</td>
</tr>
<tr>
<td>R26</td>
<td>(lung, pain)</td>
<td>(heart)</td>
<td>0.0012</td>
<td>0.1683</td>
<td>1.7597</td>
</tr>
<tr>
<td>R27</td>
<td>(muscle_pain)</td>
<td>(lung)</td>
<td>0.0015</td>
<td>0.1667</td>
<td>1.0641</td>
</tr>
<tr>
<td>R28</td>
<td>(weak)</td>
<td>(fatigue)</td>
<td>0.0019</td>
<td>0.1633</td>
<td>0.9374</td>
</tr>
<tr>
<td>R29</td>
<td>(trauma)</td>
<td>(brain_fog)</td>
<td>0.0012</td>
<td>0.1586</td>
<td>0.6157</td>
</tr>
<tr>
<td>R30</td>
<td>(ache)</td>
<td>(lung)</td>
<td>0.0021</td>
<td>0.1553</td>
<td>0.9918</td>
</tr>
<tr>
<td>R31</td>
<td>(fatigue, pain)</td>
<td>(lung)</td>
<td>0.0016</td>
<td>0.1548</td>
<td>0.9886</td>
</tr>
<tr>
<td>R32</td>
<td>(ache)</td>
<td>(pain)</td>
<td>0.002</td>
<td>0.1505</td>
<td>2.5553</td>
</tr>
<tr>
<td>R33</td>
<td>(heart, lung)</td>
<td>(brain_fog)</td>
<td>0.0032</td>
<td>0.1422</td>
<td>0.5521</td>
</tr>
<tr>
<td>R34</td>
<td>(lung)</td>
<td>(heart)</td>
<td>0.0223</td>
<td>0.1421</td>
<td>1.4861</td>
</tr>
<tr>
<td>R35</td>
<td>(brain_fog, lung)</td>
<td>(fatigue)</td>
<td>0.0017</td>
<td>0.1421</td>
<td>0.8155</td>
</tr>
<tr>
<td>R36</td>
<td>(joint_pain)</td>
<td>(brain_fog)</td>
<td>0.0016</td>
<td>0.142</td>
<td>0.5514</td>
</tr>
<tr>
<td>R37</td>
<td>(ache)</td>
<td>(headache)</td>
<td>0.0019</td>
<td>0.1383</td>
<td>6.0025</td>
</tr>
<tr>
<td>R38</td>
<td>(ache)</td>
<td>(muscle_pain)</td>
<td>0.0019</td>
<td>0.1383</td>
<td>15.8929</td>
</tr>
<tr>
<td>R39</td>
<td>(cough)</td>
<td>(fatigue)</td>
<td>0.004</td>
<td>0.1371</td>
<td>0.7871</td>
</tr>
<tr>
<td>R40</td>
<td>(arm_pain)</td>
<td>(fatigue)</td>
<td>0.0021</td>
<td>0.135</td>
<td>0.7749</td>
</tr>
<tr>
<td>R41</td>
<td>(muscle_pain)</td>
<td>(pain)</td>
<td>0.0012</td>
<td>0.1326</td>
<td>2.2512</td>
</tr>
<tr>
<td>Rule (R)</td>
<td>Antecedents</td>
<td>Consequents</td>
<td>Support</td>
<td>Confidence</td>
<td>Lift</td>
</tr>
<tr>
<td>---------</td>
<td>----------------------</td>
<td>-------------------</td>
<td>---------</td>
<td>------------</td>
<td>-------</td>
</tr>
<tr>
<td>R42</td>
<td>(brain_fog, fatigue)</td>
<td>(lung)</td>
<td>0.0017</td>
<td>0.1274</td>
<td>0.8134</td>
</tr>
<tr>
<td>R43</td>
<td>(muscle_pain)</td>
<td>(weak)</td>
<td>0.0011</td>
<td>0.1212</td>
<td>10.533</td>
</tr>
<tr>
<td>R44</td>
<td>(weak)</td>
<td>(lung)</td>
<td>0.0014</td>
<td>0.1203</td>
<td>0.7684</td>
</tr>
<tr>
<td>R45</td>
<td>(fatigue, lung)</td>
<td>(heart)</td>
<td>0.0021</td>
<td>0.1198</td>
<td>1.2525</td>
</tr>
<tr>
<td>R46</td>
<td>(pain)</td>
<td>(lung)</td>
<td>0.0069</td>
<td>0.1165</td>
<td>0.7436</td>
</tr>
<tr>
<td>R47</td>
<td>(ache)</td>
<td>(fever)</td>
<td>0.0015</td>
<td>0.1141</td>
<td>4.6563</td>
</tr>
<tr>
<td>R48</td>
<td>(joint_pain)</td>
<td>(pain)</td>
<td>0.0013</td>
<td>0.113</td>
<td>1.9195</td>
</tr>
<tr>
<td>R49</td>
<td>(lung)</td>
<td>(fatigue)</td>
<td>0.0173</td>
<td>0.1107</td>
<td>0.6356</td>
</tr>
<tr>
<td>R50</td>
<td>(depress)</td>
<td>(brain_fog)</td>
<td>0.0081</td>
<td>0.1095</td>
<td>0.425</td>
</tr>
<tr>
<td>R51</td>
<td>(headache)</td>
<td>(lung)</td>
<td>0.0025</td>
<td>0.1087</td>
<td>0.6942</td>
</tr>
<tr>
<td>R52</td>
<td>(loss_smell, loss_taste)</td>
<td>(lung)</td>
<td>0.0028</td>
<td>0.1041</td>
<td>0.6647</td>
</tr>
<tr>
<td>R53</td>
<td>(depress)</td>
<td>(fatigue)</td>
<td>0.0076</td>
<td>0.1024</td>
<td>0.5877</td>
</tr>
<tr>
<td>R54</td>
<td>(loss_smell, loss_taste)</td>
<td>(fatigue)</td>
<td>0.0028</td>
<td>0.1017</td>
<td>0.5837</td>
</tr>
<tr>
<td>R55</td>
<td>(joint_pain)</td>
<td>(ache)</td>
<td>0.0012</td>
<td>0.1014</td>
<td>7.4676</td>
</tr>
<tr>
<td>R56</td>
<td>(fatigue, lung)</td>
<td>(brain_fog)</td>
<td>0.0017</td>
<td>0.1008</td>
<td>0.3912</td>
</tr>
</tbody>
</table>

**Figure 8.** Association rules visualization. R: rule.
Discussion

Principal Findings

The symptoms associated with LCS are still poorly understood. Analyzing social media conversations of patients related to long COVID allows us to understand the frequency and relationship between symptoms. Based on a large amount of Twitter social media data related to LCS, we performed the following 2 tasks in this paper. First, we identified the symptoms and medical conditions related to long COVID that were discussed on the Twitter social media platform. Second, we determined the patterns of symptoms and their associations.

Brain fog, fatigue, and breathing/lung issues were the 3 most common symptoms identified by the analysis. The literature sources verified these reported symptoms [3,4]. With a strong relationship, loss of taste and loss of smell were the most common consequent symptoms. We also identified a substantial number of meaningful symptom rules for a predefined threshold for confidence and support. Only the positively correlated relationships were considered by setting the lift to be greater than 1. The number of strong association rules can be changed according to different minimum thresholds. By finding associations among long COVID symptoms, this work will help physicians identify the behavior of the patients with long COVID. This paper provides new ideas for symptom mining and reveals the relationship between symptoms and their application value. Thus, the work has theoretical and practical importance.

We have used a novel data source, Twitter, and multiple NLP and machine learning techniques to explore the symptoms described by a large undifferentiated population. Different NLP methods, such as sentiment analysis, keyword extraction, and lemmatization, were used to extract information and symptoms from the unstructured text data. Subsequently, we used ARM concepts [20] to expose meaningful relationships between long COVID symptoms. This proof of concept has demonstrated the potential of association analysis and the Apriori algorithm to establish patterns to explore 57 meaningful symptom rules for a predefined threshold confidence and 0.01% minimum support successfully demonstrate the potential of association analysis and the Apriori algorithm to establish patterns to explore 57 meaningful relationship rules among long COVID symptoms. In this study, to identify the positively correlated symptoms, we only considered the rules with the lift being greater than 1. The results revealed that patients with lung/breathing problems and loss of taste are likely to have loss of smell with 77% confidence.
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Future research can build on this methodology with clinical data sources such as electronic medical records, adding individual covariates such as sex, age, location, and comorbidities. This research can also be further extended to detect and predict the consequences of a given set of symptoms using word popularity detection methods.

Limitations

This study is based on web-based Twitter data with limited patient-level variables. No information about the demographics of the tweet authors was available. Furthermore, we only considered patients who shared their experiences with the public in English, as filtering English-language tweets from multilingual tweets is computationally intensive. Another limitation of the study is that results can be affected by misinformation or false conversations on the Twitter platform.

There is a caveat for the confidence metric in the ARM technique when a negative correlation exists between the 2 sets, for instance, ~X →Y. In most cases, lower support and confidence are preferred when examining negatively correlated rules. The positive symptoms are often clear; however, negative symptoms are subtler and more difficult to recognize and diagnose. As a result, we have not investigated negatively correlated rules. Furthermore, rules discovered by algorithms require clinical validation and verification.

Conclusion

The most frequent symptoms in our study included brain fog, fatigue, breathing/lung issues, heart issues, flu symptoms, and depression. General pains, loss of smell and taste, cold, cough, chest pain, fever, headache, and arm pain emerged in 1.6% to 5.3% of patients with long COVID. Furthermore, the highest confidence level–based detection with 10% minimum confidence and 0.01% minimum support successfully demonstrates the potential of association analysis and the Apriori algorithm to establish patterns to explore 57 meaningful relationship rules among long COVID symptoms. In this study, to identify the positively correlated symptoms, we only considered the rules with the lift being greater than 1. The results revealed that patients with lung/breathing problems and loss of taste are likely to have loss of smell with 77% confidence.
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Abstract

Background: Recently, the use of telehealth for patient treatment under the COVID-19 pandemic has gained interest around the world. As a result, many infodemiology and infoveillance studies using web-based sources such as Google Trends were reported, focusing on the first wave of the COVID-19 pandemic. Although public interest in telehealth has increased in many countries during this time, the long-term interest has remained unknown among people living in Japan. Moreover, various mobile telehealth apps have become available for remote areas in the COVID-19 era, but the accessibility of these apps in epidemic versus nonepidemic regions is unknown.

Objective: We aimed to investigate the public interest in telehealth during the first pandemic wave and after the wave in the first part of this study, and the accessibility of medical institutions using telehealth in the epidemic and nonepidemic regions, in the second part.

Methods: We examined and compared the first wave and after the wave with regards to severe cases, number of deaths, relative search volume (RSV) of telehealth and COVID-19, and the correlation between RSV and COVID-19 cases, using open sources such as Google Trends and the Japanese Ministry of Health, Labour and Welfare (JMHLW) data. The weekly mean and the week-over-week change rates of RSV and COVID-19 cases were used to examine the correlation coefficients. In the second part, the prevalence of COVID-19 cases, severe cases, number of deaths, and the telehealth accessibility rate were compared between epidemic regions and nonepidemic regions, using the JMHLW data. We also examined the regional correlation between telehealth accessibility and the prevalence of COVID-19 cases.

Results: Among the 83 weeks with 5 pandemic waves, the overall mean for the RSV of telehealth and COVID-19 was 11.3 (95% CI 8.0-14.6) and 30.7 (95% CI 27.2-34.2), respectively. The proportion of severe cases (26.5% vs 18.1%; P<.001), deaths (5.3% vs 0.9%; P<.001), RSV of telehealth (mean 33.1, 95% CI 16.2-50.0 vs mean 7.3, 95% CI 6.7-8.0; P<.001), and RSV of COVID-19 (mean 52.1, 95% CI 38.3-65.9 vs mean 26.3, 95% CI 24.4-29.2; P<.001) was significantly higher in the first wave compared to after the wave. In the correlation analysis, the public interest in telehealth was 0.899 in the first wave and –0.300 overall. In Japan, the accessibility of telehealth using mobile apps was significantly higher in epidemic regions compared to nonepidemic regions in both hospitals (3.8% vs 2.0%; P=.004) and general clinics (5.2% vs 3.1%; P<.001). In the regional correlation analysis, telehealth accessibility using mobile apps was 0.497 in hospitals and 0.629 in general clinics.

Conclusions: Although there was no long-term correlation between the public interest in telehealth and COVID-19, there was a regional correlation between mobile telehealth app accessibility in Japan, especially for general clinics. We also revealed that...
epidemic regions had higher mobile telehealth app accessibility. Further studies about the actual use of telehealth and its effect after the COVID-19 pandemic are necessary.

Methods

Data Sources

We used various types of data in this study. For investigating the correlation between public interest in telehealth and COVID-19, we used Google Trends’ relative search volume (RSV). RSV is an index of 0-100 representing public interest regarding a specific topic in a certain time and region and with a certain search term. High RSV indicates that many users are searching for a certain term at that point in time in the observed period.

For data about COVID-19, we used nationwide open data from the Japanese Ministry of Health, Labour and Welfare (JMHLW). COVID-19 data include routinely collected daily or cumulative confirmed number of cases, polymerase chain reaction tests, hospitalized cases, severe cases, and deaths from 47 prefectures of Japan; the data were obtained in October 2021. For telehealth accessibility data, a list of telehealth-implemented medical institution names, addresses, telephone numbers, websites, and departments were collected by each prefecture and reported to the government; the data were obtained in October 2020.

To investigate the accessibility of telehealth mobile apps, we used company data from medical institutions listed on the company website. The mobile apps observed were “Clinics,” “Curon,” “YaDoc,” “Carada/Lunaluna,” and “Pocket Doctor.” These companies had an open list of contract medical institutions in each prefecture on their website. The data were obtained in October 2020. For the denominator used for calculating the proportion of accessible institutions and the prevalence of COVID-19, registered medical institutions and the population in each prefecture from a yearly statistical report called E-STAT were used. The latest annual data about medical institutions were for 2019, and the population data were for 2020, both published in September 2020 and December 2021. The data were obtained in October 2020 and December 2021, respectively.

Ethical Considerations

The data used in the study were all open data without personal information. Therefore, informed consent was not obtained. The data from JMHLW were also open source. Therefore, no ethical approval was necessary.

Study Design and Setting

This study had 2 parts. First, we examined the relationship between COVID-19 cases and the RSV of telehealth and COVID-19. The keywords for COVID-19 and telehealth were “corona” and “online-shinryou” in Japanese. These keywords had the largest search volume compared with other potential
search terms (Multimedia Appendix 1). The observed period was 83 weeks (March 1, 2020, to October 2, 2021), with 5 pandemic waves. Both the COVID-19 cases and RSVs were averaged weekly. For comparison, the proportion of severe cases, deaths, and the mean RSV of telehealth and COVID-19 were compared between the first pandemic wave (week 1–13) and after it (week 14–83). The correlation between RSV and COVID-19 cases and the week-over-week change rate were also investigated. Telehealth accessibility between epidemic and nonepidemic regions was then investigated. Tokyo, Kanagawa, Saitama, Chiba, Osaka, Fukuoka, Hokkaido, Ibaraki, Ishikawa, Gifu, Aichi, and Kyoto were selected as epidemic regions (Multimedia Appendix 2). In these prefectures, a state of emergency was declared in the first wave of the COVID-19 pandemic. We included all the institutions from the observed data (Multimedia Appendix 3). Invalid samples such as the ones with missing names, addresses, or domains were excluded. Duplicated data were also excluded from the study. The data were reviewed by 2 researchers and double-checked for compliance. To investigate the regional correlations between COVID-19 cases and telehealth accessibility, we first compared the mean prevalence of COVID-19 cases, severe cases, and deaths; secondly, the mean telehealth accessibility rate of telephone and mobile apps was examined between epidemic and nonepidemic regions. Additionally, for mobile apps, we investigated the regional correlation between the proportion of telehealth-accessible medical institutions and COVID-19 prevalence in each prefecture.

### Statistical Analysis

We assumed the data had no normality. Therefore, the chi-square test for comparing proportions, Mann-Whitney U test for comparing means, and Spearman rank-order correlation test for correlation analysis were applied. A P value of .05 was considered statistically significant. All analyses were conducted using SPSS software (version 26; IBM Corp).

### Results

#### Characteristics and RSV

In the observed 83 weeks with 5 pandemic waves, there were 1,707,581 COVID-19 cases overall: 16,693 in the first pandemic wave and 1,690,888 after the first pandemic wave. The proportion of severe cases (26.54% vs 18.16%; P<.001) and deaths (5.33% vs 0.99%; P<.001) were significantly higher in the first pandemic wave compared to after the wave (Table 1). The Japanese public interest in telehealth and COVID-19 was the highest in the first wave, and it decreased with time (Figure 1). In terms of increase rate, the highest increase rate was observed in the 5th week (Figure 2). The overall mean RSV of telehealth and COVID-19 was 11.3 (95% CI 8.0–14.6) and 30.7 (95% CI 27.2–34.2), respectively. The mean RSV of telehealth in the first wave was significantly higher compared to the mean RSV of telehealth after the first wave (33.1 vs 7.3; P<.001), and this also was the case in the mean RSV of COVID-19 (52.1 vs 26.8; P<.001).

#### Table 1. Basic characteristics of COVID-19 and relative search volume (RSV) in the first wave and after the first wave.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall (n=1,707,581)</th>
<th>First wave (n=16,693)</th>
<th>After the first wave (n=1,690,888)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>COVID-19 characteristics, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Severe cases</td>
<td>311,562 (18.24)</td>
<td>4417 (26.54)</td>
<td>307,145 (18.16)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Deaths</td>
<td>17,709 (1.03)</td>
<td>891 (5.33)</td>
<td>16,818 (0.99)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>RSV, mean (95% CI)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telehealth (search term “online-shinryou”)</td>
<td>11.3 (8.0-14.7)</td>
<td>33.1 (16.2-50.0)</td>
<td>7.3 (6.7-8.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>COVID-19 (search term “corona”)</td>
<td>30.7 (27.2-34.3)</td>
<td>52.1 (38.3-65.9)</td>
<td>26.8 (24.4-29.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Correlation coefficient a for telehealth RSV, r</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean weekly cases</td>
<td>-0.300</td>
<td>-0.899</td>
<td>-0.208</td>
<td>N/A b</td>
</tr>
<tr>
<td>Change rate</td>
<td>0.054</td>
<td>0.005</td>
<td>0.137</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Correlation coefficient for COVID-19 RSV, r</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean weekly cases</td>
<td>0.152</td>
<td>0.657</td>
<td>0.536</td>
<td>N/A</td>
</tr>
<tr>
<td>Change rate</td>
<td>0.428</td>
<td>0.679</td>
<td>0.516</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aChi-square test was applied for comparing two proportions and Mann-Whitney U test was applied for comparing two means. Spearman rank-order correlation coefficient was applied for public interest of telehealth and COVID-19. P value was set at a significant level of .05.

bN/A: not applicable.
Correlations Between the First COVID-19 Pandemic Wave and After the Wave

The correlation coefficient between COVID-19 cases and the RSV of COVID-19 was 0.152, but for the RSV of telehealth, it was –0.300 overall (Table 1). When categorizing the period into the first wave and after, the correlation coefficient between the weekly COVID-19 cases and the RSV of telehealth was –0.899, but that between the cases and the RSV of COVID-19 was 0.657 in the first pandemic wave. After the first wave, the correlation between the weekly cases of COVID-19 and the RSV of telehealth was –0.208, but that between the cases and the RSV of COVID-19 was 0.536. When adjusting to week-over-week change rate, the correlation between COVID-19 cases and the RSV of COVID-19 was –0.428, but that between the cases and the RSV of telehealth was 0.054. Focusing only on the first wave, the correlation between the weekly case of COVID-19 and the RSV of COVID-19 was 0.679, but that between the cases and the RSV of telehealth was 0.005. With regard to change rate, after the first wave, the correlation...
between the weekly cases of COVID-19 and the RSV of COVID-19 was 0.516, but that between the cases and the RSV of telehealth was 0.137.

### Accessibility Rate of Telehealth and Regional Correlations

The highest telehealth accessibility was observed in Tokyo with 6.4% in hospitals and 8.8% in general clinics (Figure 3; Multimedia Appendix 4). As shown in Table 2, the accessibility rate of mobile apps had a significant difference between epidemic and nonepidemic regions in both hospitals (3.8% vs 2%; \( P = .004 \)) and general clinics (5.2% vs 3.1%; \( P < .001 \)), but no significant difference was obtained for all telehealth modes in hospitals (32.8% vs 38.2%; \( P = .24 \)) and general clinics (13.9% vs 14.3%; \( P = .79 \)). In terms of the correlation between mobile app accessibility and the COVID-19 prevalence in each prefecture, the correlation coefficient was 0.497 in hospitals and 0.629 in general clinics (Figure 4).

**Figure 3.** Accessibility rate of medical institution using mobile telehealth apps (in each prefecture).

**Figure 4.** Correlation charts of telehealth accessibility.
In Japan, the public interest in telehealth and COVID-19 cases had a weak negative correlation overall. When adjusting the weekly cases of COVID-19 to week-over-week change rate, the RSV of telehealth did not correlate. Regarding the accessibility of mobile telehealth apps, epidemic regions had significantly higher accessibility rates compared to nonepidemic regions. There was also a positive regional correlation in general clinics. To our knowledge, this study was the first study to investigate the public interest in telehealth, the accessibility of mobile telehealth apps, and the regional correlation between app accessibility and the COVID-19 prevalence in Japan.

### Principal Findings

A study reported that social behavior such as fear could be affected by the uncertainty of the severity and mortality rate [10]. Therefore, with a decrease in the risk of severe illness or death, the restrained patients might have revisited the hospital directly rather than via telehealth. However, the actual use of telehealth or the causation is unclear. Therefore, studies focusing on such aspects need to be conducted in the future.

By looking at previous studies, the accessibility of telehealth increased after the COVID-19 in the United States [11]. In Japan, telehealth accessibility for clinical use was about 1% in small hospitals and general clinics before COVID-19 [3]. This was because treating patients who lived in rural areas was the main purpose of telehealth before COVID-19 [12]. Although the accessibility rate was much higher than previous telehealth use rate in Japan [3], the accessibility rate of mobile apps is still limited (2.5% in hospitals and 3.6% in general clinics). Another study done in Japan showed that the use of telehealth increased among younger people from August to September 2020, compared to April 2020 [13]. Although the study showed an increase in telehealth use, it was a web-based survey, and the observed period was short. Therefore, future studies considering the actual telehealth use after COVID-19 using claims data are necessary.

There was a regional correlation between telehealth accessibility using mobile apps and the COVID-19 cases in Japan, especially for general clinics. This suggests that general clinics using mobile apps for telehealth are more accessible in areas where people must self-restrain under the governmental order. We suspect that general clinics were more likely to apply telehealth directly rather than via telehealth. However, the actual use of telehealth or the causation is unclear. Therefore, studies focusing on such aspects need to be conducted in the future.

### Comparison With Prior Work

In this study, the public interest in telehealth had a weak negative correlation with COVID-19 cases overall, but they were highly correlated in the first wave. This result was similar to previous studies [5,6]. When we adjusted to week-over-week change rate, the correlation coefficient was higher overall for the RSV of COVID-19. Therefore, the public interest may depend on how rapidly the COVID-19 cases increase rather than the weekly cases. Many other possible reasons might have influenced public interest. Considering the Japanese political background, the government announced to reimburse initial visits via telephones and videoconferencing on April 13, 2020. They also reported a nationwide list of telehealth-accessible medical institutions on April 25, 2020. These announcements by the government through the media caused interest among the health care providers and the public. Additionally, a decrease in the proportion of severe cases and deaths after the first wave might have affected public interest.

A study reported that social behavior such as fear could be affected by the uncertainty of the severity and mortality rate [10]. Therefore, with a decrease in the risk of severe illness or death, the restrained patients might have revisited the hospital directly rather than via telehealth. However, the actual use of telehealth or the causation is unclear. Therefore, studies focusing on such aspects need to be conducted in the future.

By looking at previous studies, the accessibility of telehealth increased after the COVID-19 in the United States [11]. In Japan, telehealth accessibility for clinical use was about 1% in small hospitals and general clinics before COVID-19 [3]. This was because treating patients who lived in rural areas was the main purpose of telehealth before COVID-19 [12]. Although the accessibility rate was much higher than previous telehealth use rate in Japan [3], the accessibility rate of mobile apps is still limited (2.5% in hospitals and 3.6% in general clinics). Another study done in Japan showed that the use of telehealth increased among younger people from August to September 2020, compared to April 2020 [13]. Although the study showed an increase in telehealth use, it was a web-based survey, and the observed period was short. Therefore, future studies considering the actual telehealth use after COVID-19 using claims data are necessary.
Since most of the epidemic regions cover the urban areas of Japan, we believe that similar results were obtained in this study. However, a weak negative regional correlation was observed using all telehealth methods. Since mobile apps are more costly in terms of implementation and management compared to telephones, they may have already been adopted in most medical institutions. In future studies, a comparison of actual telehealth use and the clinical effect of telephones and mobile apps should be investigated.

Limitations
Several limitations need to be considered in this study. First of all, causation was not investigated in this study. A regression approach should be applied to define the causal relationship. Second, the use of Google Trends does not reflect the entire public interest. However, approximately 70% of all searches are conducted via Google, and it is the most used search engine in Japan [14]. Moreover, the internet use among Japanese people varies by age, and the older population are more likely to have less accessibility to the internet. Therefore, the public interest may not have reflected the actual Japanese population. Furthermore, the keywords chosen in this study may not be appropriate. We believe that the terms “corona” and “online-shinryou” were appropriate based on previous research and the RSV from Google Trend (Multimedia Appendix 1) [8]. Further studies comparing potential keywords are necessary to define the most appropriate search terms. Third, the groups chosen for comparisons such as the periods of the epidemic waves and the prefectures as epidemic regions might be unsuitable. However, we believe that separating the period as first wave and after the first wave was suitable for understanding the differences. Fourth, infectious disease and public interest are said to have lagged in searches among the general population or in reporting confirmed cases for surveillance [15]. However, this study averaged COVID-19 cases by week instead of daily cases. Therefore, the lags have a limited effect on the results.
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Conclusions
Although there was no positive long-term correlation between public interest in telehealth and COVID-19, there was a regional correlation between mobile telehealth app accessibility and COVID-19 prevalence in Japan, especially for general clinics. We also revealed that epidemic regions had higher mobile telehealth app accessibility. Further studies about the actual use of telehealth and its effect after the COVID-19 pandemic are necessary.
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Abstract

Background: The lack of trust in vaccines is a major contributor to vaccine hesitancy. To overcome vaccine hesitancy for the COVID-19 vaccine, the Australian government launched multiple public health campaigns to encourage vaccine uptake. This sentiment analysis examines the effect of public health campaigns and COVID-19–related events on sentiment and vaccine uptake.

Objective: This study aims to examine the relationship between sentiment and COVID-19 vaccine uptake and government actions that impacted public sentiment about the vaccine.

Methods: Using machine learning methods, we collected 137,523 publicly available English language tweets published in Australia between February and October 2021 that contained COVID-19 vaccine–related keywords. Machine learning methods were used to extract topics and sentiments relating to COVID-19 vaccination. The relationship between public vaccination sentiment on Twitter and vaccine uptake was examined.

Results: The majority of collected tweets expressed negative (n=91,052, 66%) rather than positive (n=21,686, 16%) or neutral (n=24,785, 18%) sentiments. Topics discussed within the study time frame included the role of the government in the vaccination rollout, availability and accessibility of the vaccine, and vaccine efficacy. There was a significant positive correlation between negative sentiment and the number of vaccine doses administered daily ($r_{367}^{2}=.15, P<.05$), with positive sentiment showing the inverse effect. Public health campaigns, lockdowns, and antivaccination protests were associated with increased negative sentiment, while vaccination mandates had no significant effect on sentiment.

Conclusions: The study findings demonstrate that negative sentiment was more prevalent on Twitter during the Australian vaccination rollout but vaccine uptake remained high. Australians expressed anger at the slow rollout and limited availability of the vaccine during the study period. Public health campaigns, lockdowns, and antivaccination rallies increased negative sentiment. In contrast, news of increased vaccine availability for the public and government acquisition of more doses were key government actions that reduced negative sentiment. These findings can be used to inform government communication planning.

(JMIR Form Res 2022;6(9):e37775) doi:10.2196/37775
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Introduction

Background

Vaccination is a widely debated topic, and vaccine hesitancy is a key barrier to national and international immunization efforts; research indicates that certain factors may overcome vaccine hesitancy and influence public sentiment [1]. Vaccine hesitancy is defined as the “delay in acceptance or refusal of vaccination despite the availability of vaccination services” [2]. The lack of trust in vaccines is a major contributor to vaccine hesitancy. Lee et al [3] found that vaccine-hesitant groups are the least likely to express COVID-19 vaccination willingness. Misinformation surrounding vaccine efficacy and side effects can result in the public losing trust in any vaccine, and these negative sentiments can reduce vaccine uptake [4].

Research evidence suggests that vaccine uptake reflects the dynamic interplay between information exchange through interpersonal communications, exposure to public health communication through the media [5], and observations and experiences with government actions (or lack thereof). Scholars have identified social media as an important channel for observing and understanding the public’s thoughts and feelings [6]. People use social media to share their thoughts and beliefs, including views on public health efforts, such as vaccination rolls, enabling the understanding of public opinions on a large scale.

Public sentiment is defined as people’s opinions, sentiments, evaluations, attitudes, and emotions about a topic [7]. Regarding COVID-19 vaccination, public sentiment could relate to the government vaccination rollout and trust in the vaccine itself. This study investigates key events, such as the launch of public health campaigns, state lockdowns, antivaccination rallies, news related to vaccine efficacy, and vaccine mandates, to identify which government actions can change public vaccination sentiment in Australia.

Social Media

Social media platforms allow people to express their opinions and emotions about different topics, including health care–related behaviors, such as vaccination. Research suggests that social media is critical in people’s vaccination decision-making process [8]. In terms of willingness to be vaccinated, social media can be a positive or negative influence. Although social media provides governments and health authorities with a platform to disseminate credible public health information that encourages vaccination [9], the same platform can fuel controversial vaccine debates, negatively influencing public opinions and sentiment about vaccines [8]. Previous research has shown that 30%-60% of information about vaccines on social media is antivaccine content [10]. The spread of antivaccination content has serious consequences, including an increase in vaccine hesitancy and delays in vaccine uptake [11,12]. The COVID-19 pandemic presented a contemporary setting to examine vaccine hesitancy, with the proliferation of antivaccination content hindering vaccine acceptance and negatively affecting changes in the vaccine uptake and vaccination sentiment [13,14]. Vaccine hesitancy is not unique to the vaccine for SARS-CoV-2. Vaccine hesitancy is also evident for other vaccine-preventable diseases, such as measles, mumps, and pertussis, and vaccine hesitancy has been linked to increased disease resurgence. The recent increasing number of deaths related to influenza and viral pneumonia warrants the examination of social media content to determine how it influences vaccine acceptance and uptake [8,15].

Social media is a highly volatile platform where people express positive and negative opinions. Hence, content relating to the COVID-19 vaccine differs daily, reflecting people’s actions and reactions [16]. Different elements may contribute to the change in opinions and sentiment about vaccines, such as national and global events (eg, vaccine trials), legislation (eg, mandating vaccinations), public health campaigns, and vaccine-related news reports [5,8,13]. For example, Tavoschi et al [8] analyzed tweets from 2016 to 2017 to assess the overall sentiments surrounding vaccines in Italy. They found that laws mandating vaccinations for children had a significant negative influence, while disease outbreaks significantly positively influenced public sentiment toward vaccination. Hence, studying the sentiment and opinions of the public during vaccination rollout periods is a good approach for determining vaccination rollout success or failure. Examining public sentiment can also help identify key drivers of positive and negative sentiments toward vaccines, enabling governments and communication agencies to understand which government actions improve the public’s sentiment toward vaccines. This study focuses on the Australian government’s effort to vaccinate the Australian population against COVID-19.

COVID-19 Vaccination Rollout in Australia

Australia’s strategy to combat COVID-19 was to invest in vaccinating the population against SARS-CoV-2. An effective, safe, accessible, and available vaccine is considered an effective long-term solution to the COVID-19 pandemic. For this study, we defined accessibility as how easily a person could access an appointment for vaccination and availability as the number of available vaccine doses within the country. A critical step in this solution is to vaccinate a high proportion of the population while combating obstacles, such as misinformation, vaccine hesitancy, and lack of trust in government and scientific efforts. To date, only 1 study has analyzed Australian social media content on Twitter from January to October 2020. Kwok et al [17] found that there was general public support for infection control measures (eg, lockdowns) and an overall positive sentiment surrounding the vaccine highlighted by positive emotions, such as trust and anticipation. After that report was published, there were major developments in the vaccination rollout, new communication campaigns were launched, and government announcements were made in Australia. Therefore, additional research considering social media sentiment analysis is warranted.

Timeline of Key Events During the Australian Vaccination Rollout

The Australian vaccination rollout started in early 2021, with the Australian health minister announcing the federal government’s goal of vaccinating all adult citizens by the end of October 2021 [18]. In May 2021, this goal was reset for the end of 2021 based on the available supply of approved vaccines.
The Therapeutic Goods Administration approved 4 vaccines for Australian use in 2021: the Pfizer-BioNTech vaccine on January 25, the Oxford-AstraZeneca vaccine on February 16, the Janssen vaccine on June 25, and the Moderna vaccine on August 9. The first doses of the COVID-19 vaccine were administered on February 21, 2021, to high-priority groups (ie, front-line workers, health care workers, aged care residents, and workers). This first group received the Pfizer-BioNTech vaccine in highly televised settings to increase trust in the vaccine [19]. On March 22, vaccination of the second-highest-priority groups commenced, focusing vaccination efforts on adults aged >70 years, Aboriginal and Torres Strait Islander people aged >55 years, adults with underlying medical conditions, and emergency service workers. On May 3, adults aged >50 years became eligible for the vaccine, and thousands of participating general practitioners were permitted to administer vaccines in their clinics to expand the scale of the vaccination rollout. As new evidence emerged, suggested changes to the vaccination plan and rollout were observed. For example, the Australian Technical Advisory Group on Immunisation (ATAGI) advised the government to reserve the Pfizer-BioNTech vaccine for people <60 years of age and to administer the more widely available Oxford-AstraZeneca vaccine to adults ≥60 years of age. In July, as significant outbreaks of COVID-19 affected Australia’s most populated states (New South Wales [NSW] and Victoria), people within communities experiencing such outbreaks were advised to seek vaccination with any available vaccine. At that time, the ATAGI stated, “ATAGI reaffirms our previous advice that in a large outbreak, the benefits of the COVID-19 vaccine AstraZeneca are greater than the risk of rare side effects for all age groups” [20]. Residents aged 16-39 years became eligible to receive the Pfizer-BioNTech vaccine on August 30, and yet more venues were able to administer the vaccines, including vaccination hubs, pharmacies, and community centers. Finally, early adolescents aged 12-15 years became eligible to receive the Pfizer-BioNTech vaccine on September 3. As of October 12, 2021, Australia had administered 31,020,482 doses of COVID-19 vaccines across the country, with 82.8% of people aged 16 years and over having received at least 1 dose and 63.4% having received 2 doses [21]. Although the initial vaccination rollout in Australia was constantly criticized for its slow pace compared to other developed countries, by the end of 2021, vaccination rates in first-dose coverage had surged past many developed nations, including the United States and European Union nations [22]. As of March 2022, 95% of people in Australia over the age of 16 years had received at least 1 dose and over 94% of people had received 2 doses of a COVID-19 vaccine [23].

**Australian Public Health Communication Campaigns**

Recent evidence has shown the role of public health campaigns in influencing vaccine-related perceptions and intentions during the COVID-19 pandemic [13]. During the rollout, Australia launched multiple health promotion campaigns aiming to encourage the uptake of vaccines as they became available to the public. The first few campaigns the Australian federal government launched followed a different strategy to the global effort, focusing on informative and data-driven messages rather than emotional and narrative strategies [24]. A few advertisements were launched informing the public of the availability of the vaccine to certain groups (eg, over 40-year-olds), featuring spokespeople from different health professions, such as Australia’s deputy chief medical officer. Such campaigns began in January 2021 and continued to air with multiple versions broadcast until July 2021. With an informational and scientific tone, these campaigns highlighted the safety of the vaccine and encouraged eligible people to register for vaccination. In July, the federal government published its plan to increase the uptake of COVID-19 vaccines through a national COVID-19 campaign, “Operation COVID Shield” [25]. With an AUS $2 billion (~US $1.4 billion) budget, the plan featured 3 main work streams: coordinate, motivate, and deliver. Under the motivate work stream, advertising campaign messaging aimed to “motivate eligible people in Australia to receive at least the first dose of the COVID-19 vaccine by 20 December 2021” [25]. Within this plan, 4 public health campaigns were scheduled to run between July and December, 2021. The 4 campaigns are listed in Multimedia Appendix 1.

To assess the effectiveness of these campaigns, the federal government continuously measured sentiment to monitor public confidence in the vaccination rollout [25]. The plan stated, “If...public sentiments are found to be declining, a communications plan will be developed and implemented” [25]. The government assessed sentiments through 2 main data sources, consumer surveys and insights on public sentiments from existing market research programs. This study aims to assess the change in sentiment and uptake of the COVID-19 vaccine in Australia between February and October 2021. We extended previous research findings into the Australian vaccination rollout, analyzing the effect of public health communication campaigns and actions on vaccine-related sentiment and examining the effect of sentiment on vaccine uptake. Hence, the following research questions (RQs) were examined:

- **RQ1.** How did vaccination-related sentiment correlate to vaccination rates in Australia between February and October 2021?
- **RQ2.** How did certain events during the vaccination rollout in Australia relate to changes in the public sentiment toward COVID-19 vaccination?

**Methods**

This study utilized machine learning tools to identify public sentiment and analyze emotions related to the vaccination rollout. The analysis of sentiment and vaccine uptake rates was conducted by 1-way ANOVA using SPSS Statistics v. 28 (IBM Corporation).

**Twitter**

As 1 of the world’s biggest social network platforms, Twitter has 217 million active users, 5.8 million of whom are in Australia [26]. In recent years, Twitter has gained noticeable attention in the scientific literature [6,27]. Twitter users can share instant status updates (tweets) about a range of topics, including health-related content. Twitter is particularly useful for the detection of small outbreaks, limitations in response, and responses to crisis situations.
as it shows real-time changes in public opinions, sentiments, and perceptions about vaccinations. Twitter is also an accurate, fast, and cost-effective data source compared to surveys and interviews [6,8,17]. Hence, Twitter was chosen as the data source for this study.

Data Collection
Multiple methods are available to extract and analyze data from Twitter using artificial intelligence (AI) techniques. Practitioners and scholars are increasingly using social media listening platforms to extract social media data sets and analyze sentiments, topics, and public opinions [27]. Such tools help examine different RQs and inform marketing and communication strategies [28]. An important feature of such tools is the supply of social media data for specific topics, times, and locations. As this study required the collection of tweets and additional data, including date stamps, locations, and links to the tweets collected, the TrackMyHashtag tool was used. The tool provides a dashboard where general assessment of tweet volumes, locations, engagement, and impressions can be viewed and interacted with and the Twitter premium application programming interface (API) service accessed. TrackMyHashtag was used to collect COVID-19 vaccine–related tweets posted between February 1 and October 27, 2021. Following the methodology of Kwock et al [17], retweets, non-English tweets, and tweets with geolocations outside Australia were excluded. Search terms included “vacc OR vax OR vaccine OR vaccination” AND “covid or corona.” Boolean operators were used to ensure that tweets related to “vaccine” and “covid” were collected.

Sentiment Analysis
Sentiment analysis is defined as “the application of natural language processing, computational linguistics and text analytics to identify and extract subjective information in source materials” [29]. Text analysis involves “information retrieval (IR), lexical analysis to study word frequency distributions, pattern recognition, tagging/annotation, information extraction, data mining techniques including link and association analysis, visualization and predictive analytics” [28]. An AI-based tool, BytesView, was used through Python to analyze the sentiment of tweets collected for this study [30]. The BytesView tool uses API keys to authenticate requests, enabling access to the tool via multiple applications. The BytesView Python client library was used to integrate the BytesView API into our Python application, enabling the sentiment analysis process. Tweets were rated based on 3 sentiments (positive, negative, and neutral). Further, the R library package suyhet (R Foundation for Statistical Computing) [31], which applies Stanford’s CoreNLP on text against an emotion dictionary, was used to identify specific emotions within tweets (ie, anger, fear, anticipation, trust, surprise, sadness, joy, and disgust) [32]. The value of a tweet was identified, and then the emotion recognized in the tweet was highlighted. Tweets were scored to reflect the sentiment and emotion within the text.

Sentiment and Uptake Correlations
Vaccine uptake data are readily available from the Australian Department of Health website. Data from February to October 2021 were exported and listed per day. Pearson correlation coefficient testing (95% CIs) was undertaken to determine relationships between sentiment variables and vaccine uptake. Analysis was undertaken using mean daily, weekly, and monthly values for variables of interest.

Key Influencing Events
Following the research of Tavoschi et al [8], a set of preselected vaccine-related events (eg, lockdowns) were identified and analyzed to determine their influence on vaccine-related sentiment and uptake. The events that the research team identified included the launch of public health campaigns, lockdowns, COVID-19 vaccine mandates in certain sectors, and changes in travel restrictions. The mean sentiment values from the 5 days preceding (pre-event), during, and after (postevent) each event were analyzed using 1-way ANOVA to assess the variation in sentiment related to these key events. Tukey post hoc testing was undertaken to determine differences within grouping variables across pre-, during-, and postevent time points. All data were analyzed using SPSS Statistics v. 28.0.0.0, and the level of statistical significance was set at P<.05.

Topic Modeling
Several Python3 libraries, including Pandas, Regex, Re, and Numpy, were used to develop the latent dirichlet allocation (LDA) topic model. NLTK and spaCy were used for natural language processing, Gensim LDA multicore was used for topic modeling, and PyLDAvis was used for data visualization. The Gensim LDA model has been previously used for topical analysis research [33] and was recently used to analyze COVID-19–related tweets in South Africa [34]. LDA topic modeling was conducted 4 times, first for the whole data set and then for each sentiment group. The model presents 10 topics for each group of tweets and defines the most frequently used words. We evaluated each model based on coherence and perplexity scores. Coherence is the measure of how interpretable topics are for humans, while perplexity measures the efficacy of generative models by measuring the probability of a topic being produced by the model on a data set. A low perplexity score indicates that the model can accurately predict the text corpora of interest [35].

The topic modeling analysis process had multiple steps. First, the data set was loaded into the Pandas data frame via the CSV reader, which extracted the content and sentiment classification from each tweet. Second, we removed all emoji characters and Universal Resource Locators (URLs) from each tweet. Third, stop words were extracted from the nltk library, and additional stop words were added by the research team (see Multimedia Appendix 2).

Before running the LDA model, all vocabularies were tokenized with 500 batches for each run; tokens were converted into strings, lemmatized, and then converted back into a string. Subsequently, a word dictionary was created from lemma tokens while filtering extreme values in all tokens. Once a corpus object from lemma tokens was created, the base of the LDA model was initiated using the LdaMulticore algorithm in Python. Model parameters were optimized based on perplexity and coherence scores. Topics were generated, and the final model perplexity
and coherence scores were computed. To visualize the results, the model was plotted using the pyLDAvis library. All analysis steps were performed for each sentiment category (i.e., all tweets, positive tweets, negative tweets, and neutral tweets).

**Ethical Considerations**

The Institutional Review Board of Griffith University approved this study (2019/697).

**Results**

This study collected 137,523 tweets published in Australia between February and October 2021 and analyzed these tweets based on topics, sentiments, and specific emotions.

**Topics**

In the overall data set, the top 10 most salient terms were “Australia,” “people,” “rollout,” “dose,” “health,” “Pfizer,” “AstraZeneca,” “death,” “case,” and “government.” Figure 1 shows an overall word cloud of the most frequent words found in the total data set of tweets. Figure 2 shows the most frequent words found in the tweets and their associated sentiment.

Topic modeling for all tweets and the 3 sentiment groups is presented separately. Additionally, the perplexity and coherence scores for each model are shown.

**All Tweets Within the Data Set**

When analyzing the topics within the whole data set of tweets, the model achieved a perplexity score of $-8.46$ and a coherence score of 48%, indicating that the topics were interpretable and definable. All model parameters are displayed in Table 1. The most common topics included news related to the vaccination rollout, vaccine effectiveness, and side effects; the government’s role in the vaccination rollout; outbreak prevention measures, such as lockdowns and border closures; vaccine availability and accessibility; and vaccine misinformation. The list of the extracted topics and their most common words is shown in Multimedia Appendix 3. The frequency of occurrence of the most salient words is shown in Figure 3.

Figure 1. Word cloud of the most salient terms found in the total data set of COVID-19 vaccine–related tweets. Auspol: Australian politics.

Figure 2. Word cloud based on the sentiment of COVID-19 vaccine–related tweets. Red words are representative of negative sentiment, and green words are representative of the positive sentiment toward COVID-19 vaccines.
Table 1. Topic modeling parameters.

<table>
<thead>
<tr>
<th>Model parameters</th>
<th>All tweets</th>
<th>Positive</th>
<th>Negative</th>
<th>Neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perplexity</td>
<td>−8.4613</td>
<td>−7.8601</td>
<td>−8.3145</td>
<td>−7.9399</td>
</tr>
<tr>
<td>Coherence</td>
<td>0.4859</td>
<td>0.4015</td>
<td>0.4584</td>
<td>0.4069</td>
</tr>
<tr>
<td>Number of topics</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Random state</td>
<td>42</td>
<td>42</td>
<td>42</td>
<td>42</td>
</tr>
<tr>
<td>Passes</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Decay</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Iterations</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Tweets, n (%)</td>
<td>137,523 (100)</td>
<td>21,686 (16)</td>
<td>91,052 (66)</td>
<td>24,785 (18)</td>
</tr>
</tbody>
</table>

Figure 3. The 30 most salient terms in the entire data set of COVID-19 vaccine–related tweets.

Positive-Sentiment Tweets

For this group of tweets, the model achieved a perplexity score of −7.86 and a coherence score of 40% (see Table 1). The list of the extracted topics is shown in Multimedia Appendix 4. People tweeted positively about being able to book a vaccination appointment, their appreciation for health workers, vaccine safety and related information, vaccine approvals, and vaccination rates. Figure 4 shows the frequency of words used within positive tweets in the data set.
Negative-Sentiment Tweets

For all negative tweets within the data set, the model achieved a perplexity score of –8.31 and a coherence score of 45% (see Table 1). Of the 10 identified topics, 5 (50%) were related to the government’s role in the vaccination rollout. These topics included discussions about vaccine accessibility, availability, approvals, and acquisition. Other topics included border closures, outbreak prevention measures, and vaccine safety and effectiveness. The list of the extracted topics is shown in Multimedia Appendix 5, and the most salient words within this group of tweets are shown in Figure 5.
**Neutral-Sentiment Tweets**

For tweets that showed no sentiment and were deemed neutral, the LDA model achieved a perplexity score of $-7.93$ and a coherence score of 40% (see Table 1). The list of extracted topics (see Multimedia Appendix 6) showed that tweets in this category discussed vaccine acquisition and accessibility news, vaccine mandates and work requirements, vaccine safety and efficacy, the role of the government in the vaccination rollout, risks of the vaccine, and vaccination approvals for children. The frequency of occurrence of the most salient words is shown in Figure 6.
Figure 6. The 30 most salient words within neutral-sentiment COVID-19 vaccine–related tweets.

Sentiment

Most of the collected tweets expressed negative (n=91,052, 66%) rather than positive (n=21,686, 16%) or neutral (n=24,785, 18%) sentiments. Figure 7 shows the change in sentiment scores of all tweets between February and October 2021, along with the key events in this period. There can be a varying degree of positivity and negativity in each tweet; hence, the higher the sentiment score, the stronger the sentiment expressed in the tweet. Figure 8 shows the positive and negative sentiment levels across the 9 months of the study. Negative sentiment peaked on June 26, 2021, which aligned with the announcement of the greater Sydney lockdown in NSW, and dropped to a minimum on June 16, 2021, which aligned with the availability of the Oxford-AstraZeneca vaccine in selected pharmacies. Positive sentiment peaked on March 3, 2021, when it was announced that 250,000 doses of the Oxford-AstraZeneca vaccine were arriving from Italy. Positive sentiment dropped to its lowest point on April 16, 2021, after the vaccine-related death of a 48-year-old woman, 4 days after receiving the Oxford-AstraZeneca vaccine.

Figure 7. Key events and sentiments in COVID-19 vaccine–related tweets over time. NSW: New South Wales; QLD: Queensland; WA: Western Australia; Syd: Sydney; VIC: Victoria; AZ: AstraZeneca; y.o: years old.
Emotions

The emotions of fear, trust, surprise, and anger dominated the tweets collected for this study. The negative emotions expressed included anger (n=23,710, 16%), sadness (n=22,410, 15%), fear (n=21,540, 14%), and disgust (n=18,480, 12%). The most commonly expressed positive emotions were trust (n=25,730, 17%), anticipation (n=16,950, 11%), joy (n=12,300, 8%), and surprise (n=10,290, 15%). Figure 9 shows the frequency of each emotion in the tweets, with negative emotions in red and positive emotions in green.

Figure 9. Emotions detected in COVID-19 vaccine–related tweets.

Uptake and Sentiment Over Time

When analyzing the relationship between sentiment and COVID-19 vaccine uptake, higher rates of negative sentiment were associated with increased vaccination uptake (see Table 2). Although people may have been expressing negative sentiments about the vaccination rollout, they were still getting vaccinated. A significant positive correlation between negative sentiment and daily doses administered was evident ($r_{267}=.15$, $P=.02$). In contrast, when public sentiment was more positive, lower vaccine uptake rates were observed ($r_{267}=-.23$, $P<.001$). Finally, when sentiment was neutral, there was no significant correlation in vaccine uptake rates ($r_{267}=-.03$, $P=.62$). Figure 10 shows the correlation results as a scatter plot, identifying a weak correlation between sentiment and uptake.

Figure 8. Positive and negative sentiments in COVID-19 vaccine–related tweets over time.
Table 2. Daily sentiment and uptake correlation results.

<table>
<thead>
<tr>
<th>Daily doses</th>
<th>Positive</th>
<th>Negative</th>
<th>Neutral</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>1.00</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Negative</td>
<td>−0.84(^b)</td>
<td>1.00</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Neutral</td>
<td>0.48(^b)</td>
<td>−0.88(^b)</td>
<td>1.00</td>
<td>N/A</td>
</tr>
<tr>
<td>Daily doses</td>
<td>−0.23(^b)</td>
<td>0.15(^c)</td>
<td>−0.03</td>
<td>1.00</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.
\(^b\)P<.01.
\(^c\)P<.05.

Figure 10. Scatter plot of correlation results between vaccine uptake and sentiments expressed in COVID-19 vaccine–related tweets.

Table 3. Public health campaigns’ effect on public sentiment.

<table>
<thead>
<tr>
<th>Event time point</th>
<th>July 12, 2021: campaigns 1 and 2</th>
<th>September 15, 2021: campaign 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Negative</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-event</td>
<td>54.26 (32.48)</td>
<td>53.09 (32.65)</td>
</tr>
<tr>
<td>During the event</td>
<td>54.91 (32.90)</td>
<td>54.06 (32.83)</td>
</tr>
<tr>
<td>Postevent</td>
<td>56.12 (32.41)</td>
<td>57.42 (32.39)</td>
</tr>
<tr>
<td>Positive</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-event</td>
<td>18.77 (22.44)</td>
<td>18.78 (22.55)</td>
</tr>
<tr>
<td>During the event</td>
<td>19.67 (23.39)</td>
<td>18.61 (22.03)</td>
</tr>
<tr>
<td>Postevent</td>
<td>18.53 (22.58)</td>
<td>17.56 (21.39)</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.

Key Events
The analysis by event was performed on a set of preselected events, including the launch of major national public health campaigns, announcements of vaccine availability, and the start and end of lockdowns. These key events are shown in relation to sentiment change in Figure 7.

Public Health Campaigns
The launch of the 2 first COVID-19 vaccine campaigns on July 12, 2021, had no significant effect on negative or positive sentiments expressed in tweets (see Table 3). However, Figure 11 shows that the third campaign, “First Things First,” which was launched on September 15, 2021, was associated with a significant increase in negative sentiment postevent compared to pre-event.
Figure 11. The effect of the September 15, 2021 “First Things First” vaccination campaign on negative and positive sentiments expressed in COVID-19 vaccine–related tweets.

Vaccine Acquisition– and Approval–Related Events

The arrival of Pfizer-BioNTech vaccine doses in Australia on February 15, 2021, led to a significant increase in positive sentiment during the event compared to pre-event. The same event led to a significant decrease in negative sentiment during the event compared to pre-event. Similarly, the approval of the Oxford-AstraZeneca vaccine for people aged \( \geq 18 \) years on February 16, 2021, led to a significant postevent increase in positive sentiment. This same event led to a significant postevent reduction in negative sentiment compared to pre-event. On September 5, 2021, the arrival of more doses of the Pfizer-BioNTech vaccine in Sydney resulted in a significant reduction in negative sentiment lasting for the 15 days of the event compared to pre-event, as shown in Figure 12. There was a significant decrease in negative sentiment when the Pfizer-BioNTech vaccine was approved on August 30, 2021, for people aged 16-39 years. However, when vaccination was approved on September 12, 2021, for people aged 12-15 years, there was a significant increase in negative sentiment compared to pre-event (see Tables 4-8).

Figure 12. The effect of vaccine availability on negative and positive sentiments expressed in COVID-19 vaccine–related tweets.
### Table 4. Vaccine acquisition and approval effect on public sentiment (February 15, 2021: arrival of Pfizer-BioNTech doses in Australia).

<table>
<thead>
<tr>
<th>Event time point</th>
<th>Mean (SD)</th>
<th>$P$ value (compared to pre-event)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Negative sentiment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-event</td>
<td>49.19 (32.77)</td>
<td>N/A $^a$</td>
</tr>
<tr>
<td>During the event</td>
<td>45.04 (32.46)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Postevent</td>
<td>47.99 (32.98)</td>
<td>.36</td>
</tr>
<tr>
<td><strong>Positive sentiment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-event</td>
<td>20.38 (23.68)</td>
<td>N/A</td>
</tr>
<tr>
<td>During the event</td>
<td>22.69 (26.02)</td>
<td>.003</td>
</tr>
<tr>
<td>Postevent</td>
<td>21.86 (25.06)</td>
<td>.07</td>
</tr>
</tbody>
</table>


$^a$N/A: not applicable.

### Table 5. Vaccine acquisition and approval effect on public sentiment (February 16, 2021: approval of Oxford-AstraZeneca for people aged ≥18 years).

<table>
<thead>
<tr>
<th>Event time point</th>
<th>Mean (SD)</th>
<th>$P$ value (compared to pre-event)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Negative sentiment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-event</td>
<td>48.93 (32.77)</td>
<td>N/A $^a$</td>
</tr>
<tr>
<td>During the event</td>
<td>47.28 (32.63)</td>
<td>.16</td>
</tr>
<tr>
<td>Postevent</td>
<td>46.86 (33.06)</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Positive sentiment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-event</td>
<td>20.38 (23.88)</td>
<td>N/A</td>
</tr>
<tr>
<td>During the event</td>
<td>21.65 (25.03)</td>
<td>.15</td>
</tr>
<tr>
<td>Postevent</td>
<td>22.29 (25.54)</td>
<td>.01</td>
</tr>
</tbody>
</table>


$^a$N/A: not applicable.

### Table 6. Vaccine acquisition and approval effect on public sentiment (September 5, 2021: doses of Pfizer-BioNTech vaccine arriving in Sydney from the United Kingdom).

<table>
<thead>
<tr>
<th>Event time point</th>
<th>Mean (SD)</th>
<th>$P$ value (compared to pre-event)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Negative sentiment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-event</td>
<td>56.13 (32.46)</td>
<td>N/A $^a$</td>
</tr>
<tr>
<td>During the event</td>
<td>57.40 (31.88)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Postevent</td>
<td>54.20 (31.94)</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Positive sentiment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-event</td>
<td>18.72 (22.36)</td>
<td>N/A</td>
</tr>
<tr>
<td>During the event</td>
<td>18.85 (22.45)</td>
<td>.97</td>
</tr>
<tr>
<td>Postevent</td>
<td>18.78 (22.55)</td>
<td>.99</td>
</tr>
</tbody>
</table>


$^a$N/A: not applicable.
Table 7. Vaccine acquisition and approval effect on public sentiment (August 30, 2021: Pfizer-BioNTech vaccine approved for people aged 16-39 years).

<table>
<thead>
<tr>
<th>Event time point</th>
<th>Mean (SD)</th>
<th>P value (compared to pre-event)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Negative sentiment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-event</td>
<td>56.77 (32.19)</td>
<td>N/A²</td>
</tr>
<tr>
<td>During the event</td>
<td>57.40 (31.88)</td>
<td>.76</td>
</tr>
<tr>
<td>Postevent</td>
<td>54.20 (31.94)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Positive sentiment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-event</td>
<td>17.65 (21.26)</td>
<td>N/A</td>
</tr>
<tr>
<td>During the event</td>
<td>17.83 (21.33)</td>
<td>.95</td>
</tr>
<tr>
<td>Postevent</td>
<td>18.75 (22.15)</td>
<td>.17</td>
</tr>
</tbody>
</table>

²N/A: not applicable.

Table 8. Vaccine acquisition and approval effect on public sentiment (September 12, 2021: vaccinations approved for people aged 12-15 years).

<table>
<thead>
<tr>
<th>Event time point</th>
<th>Mean (SD)</th>
<th>P value (compared to pre-event)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Negative sentiment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-event</td>
<td>52.06 (32.11)</td>
<td>N/A²</td>
</tr>
<tr>
<td>During the event</td>
<td>54.34 (32.48)</td>
<td>.04</td>
</tr>
<tr>
<td>Postevent</td>
<td>54.82 (32.97)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Positive sentiment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-event</td>
<td>19.26 (22.87)</td>
<td>N/A</td>
</tr>
<tr>
<td>During the event</td>
<td>18.11 (21.79)</td>
<td>.16</td>
</tr>
<tr>
<td>Postevent</td>
<td>18.55 (21.94)</td>
<td>.48</td>
</tr>
</tbody>
</table>

²N/A: not applicable.

**Vaccine Side Effects and Death Events**

On June 10, 2021, a death was attributed to the Oxford-AstraZeneca vaccine, resulting in a significant increase in negative sentiment during the event compared to pre-event, as shown in Figure 13. Similarly, positive sentiment significantly decreased during the event compared to pre-event. No significant effect was found on postevent sentiment. On June 24, 2021, another death was associated with the administration of the Oxford-AstraZeneca vaccine, resulting in similar trends in increased negativity and decreased positivity during the event compared to pre-event (see Table 9).

**Figure 13.** The effect of a vaccine-related death on negative and positive sentiments expressed in COVID-19 vaccine–related tweets.
Table 9. Vaccine side effects’ and deaths’ influence on public sentiment.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>P value (compared to pre-event)</td>
</tr>
<tr>
<td><strong>Negative sentiment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-event</td>
<td>50.70 (33.36)</td>
<td>N/A⁴</td>
</tr>
<tr>
<td>During the event</td>
<td>57.59 (32.35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Postevent</td>
<td>52.70 (33.71)</td>
<td>.10</td>
</tr>
<tr>
<td><strong>Positive sentiment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-event</td>
<td>20.59 (24.65)</td>
<td>N/A</td>
</tr>
<tr>
<td>During the event</td>
<td>18.26 (22.54)</td>
<td>.003</td>
</tr>
<tr>
<td>Postevent</td>
<td>20.23 (23.72)</td>
<td>.86</td>
</tr>
</tbody>
</table>

⁴N/A: not applicable.

Antivaccination and Antilockdown Rallies

Multiple antivaccination rallies were held across Australia in 2021. On September 19, 2021, a violent antivaccination rally occurred in Melbourne, Victoria—a city that had experienced the longest lockdown periods in the world—associated with a significant increase in negative sentiment during the event compared to pre-event, as shown in Figure 14. However, no significant effect on sentiment was found when comparing pre- and postevent negative sentiment or in comparisons of positive sentiment. Similarly, in NSW, when antilockdown and antivaccination rallies happened on August 21, 2021, negative sentiment significantly increased from pre- to postevent. Additionally, positive sentiment significantly decreased from pre- to postevent. No significant effect on either sentiment was found during the event (see Table 10).

Figure 14. The effect of an antivaccination rally on negative and positive sentiments expressed in COVID-19 vaccine–related tweets.
Table 10. Antivaccination and antilockdown rallies’ effect on public sentiment.

<table>
<thead>
<tr>
<th>Event time point</th>
<th>September 19, 2021: Melbourne antivaccination rally</th>
<th>August 21, 2021: NSW&lt;sup&gt;a&lt;/sup&gt; antilockdown and antivaccination rallies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Negative sentiment</td>
<td>54.75 (32.65)</td>
<td>18.55 (22.20)</td>
</tr>
<tr>
<td></td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>.04</td>
<td>.38</td>
</tr>
<tr>
<td></td>
<td>.82</td>
<td>.99</td>
</tr>
<tr>
<td>Positive sentiment</td>
<td>52.73 (32.58)</td>
<td>19.46 (23.13)</td>
</tr>
<tr>
<td></td>
<td>.87</td>
<td>.55</td>
</tr>
<tr>
<td></td>
<td>&lt;.001</td>
<td>.002</td>
</tr>
</tbody>
</table>

<sup>a</sup>NSW: New South Wales.
<sup>b</sup>N/A: not applicable.

Lockdowns and Legislations

Lockdowns across different states had varying effects on sentiment. When a snap lockdown occurred in Queensland (QLD) and Western Australia (WA) on June 29, 2021, postevent negative sentiment significantly decreased compared to pre-event, indicating public support for the actions taken by these state governments. No significant effect on sentiments during the event was found. Positive sentiment also significantly increased throughout the events. In contrast, when a lockdown was announced for Greater Sydney on June 26, 2021, negative sentiment significantly increased during the 15 days of the event and postevent compared to pre-event, with the highest level of negative sentiment observed during the event. Positive sentiment significantly decreased during this lockdown period compared to pre-event. No significant effect on positive sentiment was found postevent compared to pre-event. When the lockdown was lifted in NSW on October 11, 2021, negative sentiment significantly decreased, but there was no significant effect on positive sentiment compared to pre-event (see Table 11).

No significant changes in negative or positive sentiment were observed when COVID-19 vaccination was mandated for aged care workers on August 6, 2021 (see Table 12 and Figure 15).

Table 11. Lockdowns’ effect on public sentiment.

<table>
<thead>
<tr>
<th>Event time point</th>
<th>June 29, 2021: QLD&lt;sup&gt;a&lt;/sup&gt; and WA&lt;sup&gt;b&lt;/sup&gt; lockdowns</th>
<th>June 26, 2021: Greater Sydney lockdown</th>
<th>October 11, 2021: Sydney lockdown lifted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td></td>
<td>P value (compared to pre-event)</td>
<td>P value (compared to pre-event)</td>
<td>P value (compared to pre-event)</td>
</tr>
<tr>
<td>Negative sentiment</td>
<td>57.91 (32.04)</td>
<td>52.67 (32.87)</td>
<td>55.90 (32.07)</td>
</tr>
<tr>
<td></td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>.09</td>
<td>&lt;.001</td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td>53.94 (32.64)</td>
<td>54.87 (33.12)</td>
<td>52.42 (33.09)</td>
</tr>
<tr>
<td>Positive sentiment</td>
<td>16.86 (20.06)</td>
<td>19.70 (23.37)</td>
<td>18.41 (22.02)</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>.01</td>
<td>&lt;.001</td>
<td>.32</td>
</tr>
<tr>
<td></td>
<td>19.02 (32.64)</td>
<td>19.34 (23.05)</td>
<td>19.45 (23.28)</td>
</tr>
<tr>
<td></td>
<td>.002</td>
<td>.83</td>
<td>.23</td>
</tr>
</tbody>
</table>

<sup>a</sup>QLD: Queensland.
<sup>b</sup>WA: Western Australia.
<sup>c</sup>N/A: not applicable.
Table 12. Vaccination mandate’s (August 6, 2021: for aged care workers) effect on public sentiment.

<table>
<thead>
<tr>
<th>Event time point</th>
<th>Mean (SD)</th>
<th>P value (compared to pre-event)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Negative sentiment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-event</td>
<td>54.86 (32.60)</td>
<td>N/Aa</td>
</tr>
<tr>
<td>During the event</td>
<td>54.68 (32.60)</td>
<td>.98</td>
</tr>
<tr>
<td>Postevent</td>
<td>55.56 (31.85)</td>
<td>.73</td>
</tr>
<tr>
<td><strong>Positive sentiment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-event</td>
<td>17.87 (21.79)</td>
<td>N/A</td>
</tr>
<tr>
<td>During the event</td>
<td>18.78 (22.32)</td>
<td>.31</td>
</tr>
<tr>
<td>Postevent</td>
<td>17.80 (21.39)</td>
<td>.99</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Discussion

Principal Findings

This study aimed to examine the relationship between public sentiment and COVID-19 vaccine uptake and between public sentiment and key actions and events. Key findings of this study included a negative correlation between sentiment and vaccine uptake and a significant change in sentiment observed for vaccine accessibility and availability events. Key topics within the analyzed data set showed that the population was discontented with the government’s effort in managing the vaccination rollout. This study contributes to our understanding of the role of public sentiment in vaccine uptake and overcomes the limitations of conventional survey methods [36]. Although big data and semantic analysis have been used for COVID-19 research, such analysis is mostly used to understand public discussions about the pandemic and related control measures [17] and public behavior, such as panic buying [37]. There remains a research gap in using machine learning methods to understand COVID-19 vaccination sentiment and actions beyond the response bias that typically occurs in a representative sample population [38]. Further, this study evaluated the effects of different Australian public health campaigns on public sentiment, improving our understanding of these campaigns’ effectiveness and providing recommendations for future campaign improvements. Similarly, implications of government efforts during a vaccination rollout were discussed, highlighting the need to align messages with the accessibility and availability of vaccines.

Sentiment as an Indicator of Vaccine Uptake

Previously, research relied on self-reported measures to understand vaccine sentiment and the willingness to be vaccinated [36]. This study extended on previous research that applied machine learning methods to illuminate the limitations of self-reported measures. Although the literature has long discussed the importance of sentiment in vaccination rollouts, this study directly assessed the relationship between sentiment and vaccine uptake. Our findings indicate a weak and somewhat contradictory relationship between vaccine sentiment and vaccination uptake. Although previous research found that positive sentiment (ie, confidence in the vaccine) and uptake increased significantly over time [36], our findings differ in...
direction and strength; we found a weak inverse relationship between sentiment and vaccine uptake. Although people in Australia expressed negative sentiments in tweets, many still received vaccines. In contrast, higher rates of positive sentiment were associated with lower observed uptake rates. These associations might point to the role of accessibility and availability. Public sentiment was positive when vaccines were readily accessible; however, a lack of supply, or availability, led to an increase in negative sentiment. This may reflect times when members of the Australian public were unable to be vaccinated, despite their best efforts. Periods of neutral sentiment did not affect vaccine uptake rates. Hence, involving the public and helping them understand the impact of their decisions by emphasizing the importance of vaccination are crucial to ensure higher vaccine uptake rates.

To explain our findings, we must highlight the nature of the expressed sentiments about the vaccine rollout in the collected data; it is important to distinguish between negative sentiment toward the vaccine and negative sentiment toward government actions supporting or inhibiting the vaccination rollout. This is especially important in the Australian context, as the rollout faced many delays and obstacles.

**Negative Sentiment Toward the Vaccine Rollout**

This study demonstrated that vaccine uptake increased, while the general sentiment about the vaccination effort was negative. These findings reflect issues surrounding vaccine availability and accessibility. The topic modeling results highlighted that the most frequently discussed topics in tweets were related to the vaccination rollout, not the vaccine itself. In fact, the specific emotions highlighted within the data showed that many tweets from Australia expressed high levels of trust in the vaccine, indicating that most Australians were confident in the vaccine. Negative emotions, such as anger, observed in this study were largely attributed to the role of the government in the rollout rather than vaccine efficacy or safety concerns. A significant drop in negative sentiment and an increase in positive sentiment after news of newly acquired doses arriving in Australia was publicized is further evidence supporting the role of access and availability in public sentiment toward the vaccination rollout. This is also supported by the fact that negative sentiment only significantly increased during events related to vaccine deaths and side effects and returned to similar pre-event sentiment levels when the events had passed. This finding may be specific to the Australian context, given that high vaccine acceptance rates were recorded during the rollout [39]; however, the issue most commonly experienced by members of the public was the inability to receive the vaccine due to limited availability. These findings support those of previous studies, which showed that vaccine sentiment and acceptability are limited indicators of vaccine uptake but other factors (ie, vaccine availability, the ability to take time off work, and crowded vaccination schedules) more strongly influence an individual’s decision to be vaccinated [40].

Looking at the Australian context more closely, major shifts in vaccine acceptance and confidence were seen from 2020 to 2021. A study of COVID-19 vaccine hesitancy in 2020 found that 7% of the Australian population were hesitant about receiving a COVID-19 vaccine and a further 6% would resist the vaccine uptake [41]. However, the uptake rate during the 2021 rollout indicated lower proportions of vaccine hesitancy, with the majority of the population aged 21-25 years receiving 2 doses of a COVID-19 vaccine by December 30, 2021. Hence the role of vaccine hesitancy toward COVID-19 vaccines may not be as significant in Australia as in other countries. In fact, the vaccine acceptance rate reached 80% during outbreaks of the Delta strain, indicating that the Australian population views the vaccine as a solution for the COVID-19 pandemic [39]. From the start of the Australian COVID-19 vaccination rollout in February 2021, evidence suggested that the main factors affecting vaccine uptake were the availability and accessibility of the vaccine. However, the media continued highlighting vaccine hesitancy as a factor in vaccine uptake, without evidence of high hesitancy rates [39]. A broader examination of general vaccine acceptance (eg, how parents approve of vaccinations for children) shows that the critical elements for high vaccine uptake include vaccine availability and ease of access to vaccination, rather than underlying hesitancy factors [42]. Barriers to vaccination have long included crowded vaccination schedules, slow dissemination of doses, and limited public access to vaccines [43]. The government’s failure to clearly disclose supply and access issues has inflated discussions and public perceptions of vaccine hesitancy. Although there is no doubt that vaccine skeptics who refuse to accept and trust globally endorsed scientific evidence around vaccines, including COVID-19 vaccines, exist within the Australian population [3], many other factors influence vaccine uptake rates [39]. Different barriers may arise with different vaccination rollouts and different time points in each rollout. For example, when a new vaccine is created, logistics and approvals may be key barriers, as identified in this study. Other barriers may include poorly timed public health campaigns that have a negative effect on public sentiment. Clear and transparent reporting of all barriers to vaccine uptake, mapped to different vaccine rollouts and time points, would reduce misperceptions in our community.

**The Influence of Key Events on Sentiment**

This study is the first to examine the effect of vaccine-related events on vaccine sentiment. Events tested within this study included the launch of 4 public health campaigns, lockdowns, antivaccination rallies, news related to vaccine efficacy, and vaccination mandates. Each event showed varying effects on vaccine sentiment.

**Public Health Campaigns**

The campaigns launched by the government to encourage the uptake of COVID-19 vaccines resulted in increased negative sentiment, with some events having a more significant influence on sentiment than others. When COVID-19 vaccine-related tweets were closely analyzed, a general frustration was observed within the period of each campaign launch. For example, Twitter users pointed out that the fear-based campaign, showing a young patient fighting for their life in an intensive care unit, was ill-timed because there were no approved vaccines for the age group represented in the campaign (30-40-year-olds) at that time. Multiple paper also criticized this particular campaign, highlighting that inciting fear is not the solution. In a paper
evaluating the campaign’s fear appeal. Speight [44] explains that the limitation of this approach is that it neglects people’s “capability and opportunity to make the change.” Similarly, campaigns with a more positive emotional approach were also met with negative sentiment because many fully vaccinated Australians were still in lockdown, awaiting higher vaccination rates across their state. Hence, an increase in negative sentiment was found around the time these campaigns were launched. In terms of effectiveness, the campaigns did not lead to positive public sentiment, which was the main evaluation measure for the overall vaccine campaign [25]. Therefore, public health messages may have been more effective if they were released at more appropriate times, suggesting the millions of dollars invested in these campaigns would have been better placed in widening vaccine access and availability [45].

Vaccine Acquisition and Approval Related Events

All events related to increasing vaccine accessibility and availability resulted in significant decreases in negative sentiment and increases in positive sentiment, except when the Pfizer-BioNTech vaccine was approved for children aged 12-15 years old. Similarly, Tavoschi et al. [8] found that the approval of vaccines for children in Italy negatively impacted public sentiment. Excluding when vaccines were approved for children, an increase in positive sentiment was observed when the government increased access to vaccines. Taken together, this examination of different government actions may indicate that actions (eg, securing more vaccines, extending age groups that could be vaccinated) spoke far more loudly to the Australian population than words (eg, public health communication campaigns).

Vaccine efficacy and safety were questioned when cases of blood clots caused by the Oxford-AstraZeneca vaccine were identified in Australia; however, sentiment analysis showed that negative sentiments only increased significantly during these events. The publicized mixed messages and advice related to the Oxford-AstraZeneca vaccine also contributed to the rise in negative sentiment during this period. Danchin and Buttery [39] discussed the government’s mixed messaging when the ATAGI revised the approval for the Oxford-Astra-Zeneca vaccine for certain age groups. People struggled to understand the related risks and benefits, and even health professionals were confused about the approved administration of the Oxford-AstraZeneca vaccine. Public debates of the risks and relative benefits of the Oxford-AstraZeneca vaccine were prominent in this period as politicians and health care professionals took the debate to mainstream media and social media platforms [46]. This shows that vaccination rollouts should include clear and easy-to-understand messages to the public when changes in approvals and recommendations occur to eliminate any spread of misinformation and rumors [47]. This confirms that public knowledge also influences vaccine uptake [48].

Protests, Lockdowns, and Vaccination Mandates

Protests against COVID-19 public health measures started in different parts of the world in mid-2020 [49]. In Australia, the majority of such events were seen in 2021, when states went into lockdowns and vaccination mandates were established for certain sectors. Our findings indicate that antivaccination and antilockdown rallies increased negative public sentiment; however, vaccine uptake rates were still increasing. Similar to previous research findings, our data set shows debates between users on Twitter about the agenda behind these protests, the violence against state officials, and conspiracy theories. Our findings support those of Martin and Vanderslott [49], which describe a conflict between personal values (eg, liberal values) and the collective culture with regard to individual choices (eg, I choose not to get vaccinated). Expression of these values on social media led to an increase in negative sentiment, yet vaccination rates also increased. Lockdowns had different effects based on location. This is relevant to the Australian context, given that certain states endured longer lockdowns (ie, Victoria and NSW) than others (ie, South Australia, WA, and QLD). Lockdowns were associated with high uptake rates of the vaccines. Discussions within the collected tweets showed that tweets highlighted the danger of socializing in large crowds without masks prior to achieving the vaccination of a large proportion of the population. This may explain the high vaccination rates during these periods, where being vaccinated was associated with regaining some freedoms [49,50]. Finally, mandating vaccinations for sectors such as aged care did not significantly influence sentiment or uptake. This is similar to the findings of Lee et al [3], which demonstrated that different motivation measures and legislations failed to change the likelihood of vaccine uptake for certain groups. Mandating vaccination may not influence behavior when strong anti- or provaccination beliefs are present [3]. This finding may be explained by the nature of the aged care sector and vaccination requirements. Aged care workers in Australia must receive a set of vaccinations to work in the sector (eg, hepatitis A and B vaccination). Therefore, mandating COVID-19 vaccination for aged care workers did not significantly influence sentiment, as this population is familiar with such requirements.

Limitations and Future Research

This study aimed to extend the understanding of the effect of public sentiment on vaccine uptake and the role of different government measures in changing public sentiment. Certain limitations apply and must be considered when interpreting these findings. First, the study’s scope is specific to the Australian vaccination rollout; therefore, the results may not be generalizable. Future research should investigate global sentiment during vaccination rollouts since 2020. Similarly, the data examined for this research are specific to 2021, the time frame of the collected data. Changes in sentiment and vaccine uptake before and after the collected data may be present, including more recent variant outbreaks, such as the Omicron variant outbreak in early 2022. Second, this study used the daily number of administered doses during the study period as a measure of vaccine uptake. However, it must be noted that other measures, such as clicks and traffic to vaccine-booking portals, views, reach, and engagement, were not analyzed and evaluated in the study, limiting our evaluation of public health campaign effectiveness. This can be overcome by future research acquiring clicks and engagement data from agencies running these campaigns [51,52]. Third, the large sample size used in the study may have reduced the impact of random errors, resulting...
in a higher probability of finding statistically significant results [53]. Fourth, a time delay may be present for shifts in sentiment and vaccination, as people may take time before taking action. Future research may test sentiment correlation with vaccinations using a distributed lag model [54,55]. Distributed lag models aim to associate outcome variables with time-dependent predictors (eg, getting vaccinated). Finally, we acknowledge that bots may contaminate data collected from social media platforms. Future research should implement a data-cleaning process to eliminate the effect of bot data and ensure data are representative of public opinion [56]. Future research may also use topic modeling to identify repeated text, which would help eliminate news headlines and bot-generated content.

## Conclusion

This study examined the role of public sentiment on COVID-19 vaccine uptake within Australia. The examination of different government actions indicated that actions such as securing more vaccines had a significant effect on alleviating negative sentiment and encouraging vaccine uptake. Our findings indicate that trust in the vaccine was high, contrary to trust in government rollout efforts. Hence, when negative sentiment was prevalent, vaccine uptake remained high. Future efforts for vaccination rollouts should focus on ensuring vaccines are available and accessible to the public through more coordinated supply chain logistics. Further, it is important to align message delivery with supply chain timings and regularly monitor public sentiment and vaccine uptake through objective data collection methods to eliminate biases.
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Abstract

Background: People’s health-related knowledge influences health outcomes, as this knowledge may influence whether individuals follow advice from their doctors or public health agencies. Yet, little attention has been paid to where people obtain health information and how these information sources relate to the quality of knowledge.

Objective: We aim to discover what information sources people use to learn about health conditions, how these sources relate to the quality of their health knowledge, and how both the number of information sources and health knowledge change over time.

Methods: We surveyed 200 different individuals at 12 time points from March through September 2020. At each time point, we elicited participants’ knowledge about causes, risk factors, and preventative interventions for 8 viral (Ebola, common cold, COVID-19, Zika) and nonviral (food allergies, amyotrophic lateral sclerosis [ALS], strep throat, stroke) illnesses. Participants were further asked how they learned about each illness and to rate how much they trust various sources of health information.

Results: We found that participants used different information sources to obtain health information about common illnesses (food allergies, strep throat, stroke) compared to emerging illnesses (Ebola, common cold, COVID-19, Zika). Participants relied mainly on news media, government agencies, and social media for information about emerging illnesses, while learning about common illnesses from family, friends, and medical professionals. Participants relied on social media for information about COVID-19, with their knowledge accuracy of COVID-19 declining over the course of the pandemic. The number of information sources participants used was positively correlated with health knowledge quality, though there was no relationship with the specific source types consulted.

Conclusions: Building on prior work on health information seeking and factors affecting health knowledge, we now find that people systematically consult different types of information sources by illness type and that the number of information sources people use affects the quality of individuals’ health knowledge. Interventions to disseminate health information may need to be targeted to where individuals are likely to seek out information, and these information sources differ systematically by illness type.

(JMIR Form Res 2022;6(9):e39274) doi:10.2196/39274
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Introduction

The quality and credibility of information sources people use to find health-related information play a major role in their health outcomes because this information contributes to people’s health knowledge. Research has shown that false information can lead to poor treatment choices in many disorders [1], increased worry [2], and, more recently, reduced intentions to receive COVID-19 vaccinations [3]. Although extremely abundant, the content of online health information sources remains mostly unregulated [4], and people often use their own judgment to evaluate these information sources [5,6]. Internet sources are frequently used, though patients also rely on health care professionals and use other sources, such as family, friends, and newspapers, to supplement their information [7]. Further, as awareness of a novel illness grows, people’s knowledge and information sources may also change. During the early stages of the COVID-19 pandemic, there was an increase in online information seeking about COVID-19 [8], with a decrease in searches about other health conditions [9]. People searched for information about COVID-19 and its symptoms and visited social media in response to news stories, but these effects were short lived [10,11]. Given the variety in the type and quality of information available, it is crucial to understand the relationship between where people gather their health information and the quality of their health knowledge, and how this may change over time.

We aim to determine (1) what information sources people trust and use to gather health information, (2) the relationship between information sources used and health knowledge quality, and (3) how people’s sources of health information change during an evolving situation, the COVID-19 pandemic, and how this relates to the quality of their health knowledge. A better understanding of the link between health information sources and health knowledge quality could allow health care professionals to redirect patients to reliable information sources, and facilitate shared decision-making by providing insight into patients’ current understanding. Exploring all of this during a pandemic allows us to understand how the use of information sources may change as knowledge of a disease accrues.

Background

We first review research on where people obtain health information, before examining people’s health knowledge and finally discuss the link between information sources and knowledge.

Health Information Sourcing

As individuals have access to increasing amounts of health information outside of direct interaction with their doctors, understanding where people obtain this information has become critically important. Models of health information–seeking behavior (HISB) aim to capture the process by which individuals engage in information seeking and how this relates to their health outcomes. Johnson’s [12,13] comprehensive model of information seeking (CMIS) has 3 components: antecedents, meaning factors (eg, beliefs) that influence information seeking; information carrier characteristics (eg, content, sources); and the resulting actions. Although this model has been applied widely, it was originally developed based on information seeking around breast cancer. However, other work has found that people may avoid information about cancer and genetic screening for it [14], especially when they believe themselves at risk [15], suggesting that information seeking related to cancer may differ from other conditions. Another limitation is not accounting for individuals seeking out health information for other people in their lives [16].

Much work around HISB has focused on the information sources individuals use [17] and prefer [18], with particular emphasis on online sources [19] due to their prevalence [20]. Search engines and social media are the primary sources of health information for the US population [4]. Many adults consult the internet before consulting their doctor [21], particularly when they are dissatisfied with their medical care [22]. The most common health search queries fall into 4 main groups: (1) general understanding of a health condition or diagnosis; (2) treatment options, including procedures or medications; (3) information about health professionals and institutions, such as hospitals and pharmacies; and (4) diet and lifestyle information for chronic concerns [23,24]. Among the major search engines, Google was found to provide the most useful and relevant information for health-related searches [25], while Twitter and YouTube were the most popular social media platforms for health information searches [1,4].

One advantage over static information sources (eg, academic and government websites) is that social media platforms allow people to interact and share information with others. However, as experts do not curate these information sources, their quality is unknown, and their use could negatively affect health decisions and behavior [1]. Wikipedia, a free, open source online encyclopedia, is a middle ground, as the information is not vetted by experts but the community attempts to maintain quality and accuracy. Wikipedia is viewed as a reliable source of information by 64% of Americans regardless of the topic choice [26]. Yet, among Wikipedia’s more than 14,000 entries on health topics, only 4% were confirmed as high quality [27]. As people rarely check the quality of online health information, they may be unaware of being exposed to low-quality or false information.

Most prior studies on health information seeking focused on online sources, so less is known about how and when people seek out and use offline information sources, such as medical professionals, family members, or news media [7]. Jacobs et al [28] found that most people go to the internet first, with few people seeking information from family, friends, and coworkers. However, that study looked at health information seeking in general, rather than for specific conditions, so it is still an open question whether people’s behavior may differ for commonly experienced conditions, such as a cold, compared to emerging diseases, such as Zika virus. Zhang [29] interviewed individuals about specific health incidents, finding factors influencing how people select information sources, but again did not examine differences across conditions or how sources relate to knowledge.

Beyond a preference to look online, where people choose to obtain health information depends on the health topic, information availability, privacy concerns, quality of the
information people expect to find, and health literacy [4,30].

When concerned about privacy and searching for information about conditions where there may be social stigma, people avoid social media and instead use search engines, journals, and books to learn about their health conditions [4]. Some studies have found a correlation between sociodemographic characteristics and patterns of online health information seeking [31,32]. For example, LaValley et al [33] found that younger people tend to use commercial websites (e.g., vitamin suppliers who also provide health information to engage people in e-commerce). In contrast, older people tend to use academic websites. Other work has found that overall older adults are less likely to trust online sources [34] and are less successful at using them [35]. Additionally, men use fewer information sources than women and are more concerned about accuracy, comprehensiveness, and ease of access, while women pay more attention to interpretability and ease of understanding [25]. Religious and charitable organizations, which provide access to free or low-cost health care, are common health information sources for vulnerable populations, including ethnic minorities, people with limited English proficiency, rural residents, and immigrants [36]. Overall, prior work has explored the sources used for health information seeking either in specific demographic groups for general information search or for one specific disorder at a time. However, there has been no research that explores within 1 study how information seeking differs across disease types, thus allowing for extrapolating across types of disease. We instead aim to understand whether there are systematic disease-based differences in where people go for health information.

**Health Knowledge**

The information people gather about health and illness adds to their health knowledge, meaning their beliefs about factors influencing health, causes of disease, and ways to treat and prevent illness [37]. Health knowledge influences how and whether people follow health guidelines [38-40] and when inaccurate can lead to a wide range of adverse health outcomes and delayed medical care [41,42]. Incorrect health knowledge can contribute to choosing a suboptimal treatment and consequently worsen people’s conditions, which is particularly risky for acute diseases [43,44].

Models of health information seeking, such as the CMIS, posit that beliefs influence how people seek out health information, but do not examine the process of belief formation. Many of these models are influenced by and incorporate aspects of the Health Belief Model (HBM), which represents the main factors affecting people’s health-related behaviors [45]. An alternative model that is more relevant to our study is the Common-Sense Model of Self-Regulation (CSM) [46,47]. In this model, the individual is thought of as (1) actively solving a problem by seeking information, testing hypotheses about their health, and relating their experiences to information they receive; (2) having an illness representation that guides their behaviors; and (3) having their own beliefs that may differ from others’ and from medical consensus. This model suggests that experiences, such as an individual’s own experiences or those of family or friends, change illness representations. Thus, over the course of a pandemic where people initially have no personal experience and then gain experience as well as exposure to media, the CSM predicts beliefs will change. The beliefs that have been studied most systematically are those surrounding medication, finding that beliefs about the necessity of medication and reduced concerns are associated with adherence to treatment [48]. However, this work has not been linked to individuals’ information-seeking behavior, so it is not known whether the quality of health knowledge is related to the information sources people consult. To close this gap, we aim to conduct an exploratory analysis of how people’s knowledge of causes, risk factors, and preventative measures for different illnesses relates to the information sources they use to search for health information.

**How Health Information Sourcing Affects Health Knowledge**

Although the importance of people’s health knowledge is well established, relatively less is known about how that knowledge is influenced by the specific information sources people use. Kealley and Berkman [49] found a correlation between the health information sources participants use and their mental models of cancer. Participants who learned about cancer from the local news had greater ambiguity about cancer prevention, while people who searched for cancer-related information on the internet and in newspapers had less ambiguity [49]. Relying on lay information sources of health information, such as friends and family, was associated with having a higher likelihood of incorrect beliefs about skin cancer [50]. According to both the HBM and the CSM, these beliefs influence behavior. For example, for mental health conditions, people most often report getting information from personal experiences with diagnosed individuals, and these experiences change perceptions of a host of factors, including the causes of disease and treatment preferences (for a review, see [51]). However, the relationship is not necessarily only in 1 direction, as behaviors can influence information seeking, such as anxiety moderating the relationship between care use and information seeking [52].

Information sources themselves have also been linked to behavior, with individuals using print media and interpersonal sources as information sources being more likely to engage in health behaviors [53]. However, far fewer works have examined how information can influence beliefs. Smokers who sought out health information were more likely to intend to quit, but researchers did not find beliefs to mediate this relationship [54].

Although prior work suggests that information matters to whether people understand how to prevent disease, research into the relationship between specific information sources and health knowledge has been limited. Further, we must better understand where people obtain information and how it influences their beliefs across different types of conditions rather than for health in general or only specific concerns. A better understanding of this relationship may aid medical professionals and policymakers who deliver health information and inform the general population. Thus, in this study, we aim to provide a deeper understanding of health information sourcing, trust in those information sources, and implications for health knowledge by investigating the relationship between where
people obtain health information and what they know about various illnesses.

**Methods**

**Materials**

We selected 8 illnesses, including both viral (Ebola, common cold, COVID-19, Zika) and nonviral (food allergies, amyotrophic lateral sclerosis [ALS], strep throat, stroke) illnesses. These were chosen to include a mix of severities across viral and nonviral illnesses and within nonviral illnesses to have an even split of chronic (food allergies, ALS) and acute (strep throat, stroke) conditions. Given the time frame during which the study was run, we expected COVID-19 to be on many participants’ minds. Including other viral illnesses allowed for comparison to other similarly caused health conditions as a baseline against which COVID-19–related responses could be compared.

For each illness, participants first saw 1 screen with the following 3 questions with [ITEM] filled in with the name of the corresponding illness:

- What do you think leads to [ITEM]? (cause question)
- What makes people more or less likely to develop [ITEM]? (risk factor question)
- How can [ITEM] be prevented? (prevention question)

On the next screen, participants were asked to reflect on where they got this information, with the following prompt (information source question):

*Now we’d like you to list all the places where you think you learned anything about [ITEM]. If you can’t remember where you learned something, describe where you think you would have gone to find this information.*

*Some examples of sources include a particular newspaper or magazine, a specific website, personal experience, a medical professional, or from a family member or friend. This is not exhaustive and there may be other sources as well. Please be as specific as possible.*

All responses were free text. After completing these questions for all 8 illnesses, participants rated the trustworthiness of 16 sources of health information, ranging from 1 (not at all trustworthy) to 7 (extremely trustworthy). The 16 unique information sources were chosen from places individuals were a priori thought to use for health information (search engines, doctors, WebMD, government health organizations, Wikipedia, public health campaigns, TV news, news websites or newspapers, family, friends), along with information sources mentioned by participants during pilot testing (social media, health and fitness magazines, YouTube, Reddit, medical journals, personal experience). We ran the survey using Qualtrics.

**Ethical Considerations**

The data were collected with Institutional Review Board (IRB) approval from the Stevens Institute of Technology (IRB protocol #2018-003). Before beginning the study, participants read a consent document informing them about the purpose of the study and noting the voluntary nature of participation. Participants provided consent by clicking a response button.

**Procedure**

Participants were recruited over 12 time points using Prolific and were compensated US $4.50 for participation. We restricted the age range as prior work has found that older adults exhibit significantly different information-seeking behavior online [33,55] and different patterns of trust in such sources [34]. Payment was lower during the first time point (US $3), but we found the study duration to be longer than expected (mean 29.77 minutes, SD 17.21 across all time points) and increased payment accordingly to maintain the target hourly rate. A total of 2350 (97.92%) of 2400 participants remained in analysis, as 4 (0.17%) did not complete the study and 46 (1.91%) were excluded: 17 (37%) responses were random sentences unrelated to the question, 17 (37%) were copied from the internet or the instructions, 7 (15%) were duplicates, 4 (9%) participants reported being aged <18 years or >65 years, and 1 (2%) response was written in Polish.

After consenting to the study, all participants completed the 4 questions (cause, risk factor, prevention, information source) for each illness, with the order of illnesses randomized, followed by the trust ratings for the various predetermined information sources. Following this, participants completed a demographic questionnaire, which, in addition to age, gender, and education level, asked about their state of residence and COVID-19–related restrictions where the participants lived. The survey was run every other week for 20 weeks starting March 31, 2020 (10 time points), and then again 4 weeks later and 2 weeks after that (September 22, 2020) for a total of 12 time points. This frequency was chosen to be often enough to capture changes during the beginning phase of the pandemic. The 2 final time points were chosen to be 1 week before and 2 weeks after Labor Day. These dates coincided with a time in the United States when people often travel and the start of the school year, both events predicted to lead to a surge in COVID-19 cases. Individuals were only allowed to participate in 1 time point.

**Participants**

We recruited 200 participants per time point across the 12 time points (2400 total) using Prolific. All participants were US residents aged 18-64 years. Multimedia Appendix 1 includes detailed demographic information about the 2350 participants in our analysis. Across all 12 time points, our sample included 1081 (46%) women, 1222 (52% men), and 47 (2%) who identified in other ways. Participants were mainly younger adults, with 775 (33%) being 18-24, 869 (37%) being 25-34, 400 (17%) being 35-44, 212 (9%) being 45-54, and 94 (4%) being 55-64 years old.

**Data Analysis**

All data on causes, risk factors, and preventive measures were coded independently by 2 coders, with disagreements discussed and resolved either by the coders or by a third party. Information sources were coded at a fine level of granularity (eg, biology class) and then mapped to higher-level categories (eg,
education). Responses in which participants indicated that they did not know (I do not know [IDK]) were excluded from analysis at the item level (eg, response to ALS risk factors excluded for a participant coded as IDK, while ALS causes and prevention remained in analysis). For each condition, we determined whether individual responses were correct using the websites of government agencies responsible for international public health, namely the Centers for Disease Control and Prevention (CDC), the World Health Organization, the American Stroke Association, and the Asthma and Allergy Foundation of America.

To evaluate health knowledge quality about causes, risk factors, and preventive measures, we assigned 0 to incorrect responses and 1 to correct ones. See Multimedia Appendices 2 and 3 for a list of all codes used and what responses were considered correct for each illness, Multimedia Appendix 4 for where the correct answers were drawn from, and Multimedia Appendix 5 for an example of how 1 participant’s responses were coded. Responses to the cause and risk factor prompts were similar, with participants often listing the same factors for both prompts, so these were combined for analysis. We calculated knowledge precision and knowledge depth (recall) as follows. Knowledge precision is the number of correct unique responses for a participant divided by the total number of unique responses by that participant. For cause and risk factor categories, as long as the response was accurate for either cause or risk factors, it was considered correct. We then averaged precision across cause/risk factor and prevention to yield 1 precision score for each individual for each illness. We calculated knowledge depth by dividing a participant’s number of correct responses for an illness by the number of codes considered correct for that illness and category. Thus, if the CDC and other sources list A and B as causes or risk factors of COVID-19 and Amy lists only B, Amy’s precision is 1.0 and recall/knowledge depth is 0.5. Together, these measures indicate what fraction of a participant’s responses are correct (knowledge precision) and the extent of their knowledge about a condition (knowledge depth).

As our study was exploratory, we conducted a series of analyses to answer key open questions about health information sourcing. We first examined where people obtain information (using prevalence of listed sources) and how sources used differ across illnesses (using a factor analysis). Our factor analysis was run with maximum likelihood estimation using direct oblimin rotation. We used the Scree test and retained all factors with an eigenvalue of 1 or greater. We then examined how much people trust various information sources in general, and then compared average trust in sources an individual used to sources they did not use, tested with the Kolmogorov-Smirnov test. The third key facet we examined is quality of knowledge. We used the coded responses to compare knowledge quality across illnesses and then examined whether knowledge quality is correlated with the number of sources consulted. Finally, we examined how knowledge quality about COVID-19 and the understanding of local restrictions related to the pandemic changed over time.

Results

Where Do People Obtain Their Health Information?

We begin with the analysis of the first time point (March 31, 2020) before examining how results changed over time. To determine where people obtain their health information, we report the percentage of individuals mentioning each high-level information source type (eg, news, rather than CNN) for each illness (Table 1). See Multimedia Appendix 6 for the full list of high-level information source types.

Table 1. Top 10 information sources participants used to obtain health information by illness (N=200).

<table>
<thead>
<tr>
<th>Information source</th>
<th>Food allergies, n (%)</th>
<th>ALS &lt;sup&gt;a&lt;/sup&gt;, n (%)</th>
<th>Common cold, n (%)</th>
<th>COVID-19, n (%)</th>
<th>Ebola, n (%)</th>
<th>Strep throat, n (%)</th>
<th>Stroke, n (%)</th>
<th>Zika, n (%)</th>
<th>Total &lt;sup&gt;b&lt;/sup&gt;, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>News</td>
<td>16 (8)</td>
<td>20 (10)</td>
<td>16 (8)</td>
<td>66 (33)</td>
<td>70 (35)</td>
<td>6 (3)</td>
<td>10 (5)</td>
<td>66 (33)</td>
<td>36 (18)</td>
</tr>
<tr>
<td>Family</td>
<td>24 (12)</td>
<td>10 (5)</td>
<td>30 (15)</td>
<td>12 (6)</td>
<td>8 (4)</td>
<td>30 (15)</td>
<td>36 (18)</td>
<td>8 (4)</td>
<td>20 (10)</td>
</tr>
<tr>
<td>Medical professional</td>
<td>20 (10)</td>
<td>4 (2)</td>
<td>24 (12)</td>
<td>6 (3)</td>
<td>2 (1)</td>
<td>38 (19)</td>
<td>18 (9)</td>
<td>6 (3)</td>
<td>14 (7)</td>
</tr>
<tr>
<td>Government agency</td>
<td>2 (1)</td>
<td>2 (1)</td>
<td>2 (1)</td>
<td>28 (14)</td>
<td>12 (6)</td>
<td>2 (1)</td>
<td>2 (1)</td>
<td>12 (6)</td>
<td>12 (6)</td>
</tr>
<tr>
<td>Social media</td>
<td>4 (2)</td>
<td>16 (8)</td>
<td>4 (2)</td>
<td>18 (9)</td>
<td>14 (7)</td>
<td>2 (1)</td>
<td>4 (2)</td>
<td>10 (5)</td>
<td>12 (6)</td>
</tr>
<tr>
<td>Friend</td>
<td>24 (12)</td>
<td>6 (3)</td>
<td>12 (6)</td>
<td>10 (5)</td>
<td>6 (3)</td>
<td>14 (7)</td>
<td>8 (4)</td>
<td>6 (3)</td>
<td>10 (5)</td>
</tr>
<tr>
<td>Education</td>
<td>18 (9)</td>
<td>10 (5)</td>
<td>22 (11)</td>
<td>2 (1)</td>
<td>8 (4)</td>
<td>12 (6)</td>
<td>22 (11)</td>
<td>4 (2)</td>
<td>10 (5)</td>
</tr>
<tr>
<td>Internet</td>
<td>12 (6)</td>
<td>10 (5)</td>
<td>10 (5)</td>
<td>6 (3)</td>
<td>10 (5)</td>
<td>10 (5)</td>
<td>6 (3)</td>
<td>8 (4)</td>
<td>8 (4)</td>
</tr>
<tr>
<td>Website</td>
<td>8 (4)</td>
<td>2 (1)</td>
<td>6 (3)</td>
<td>4 (2)</td>
<td>6 (3)</td>
<td>14 (7)</td>
<td>8 (4)</td>
<td>6 (3)</td>
<td>6 (3)</td>
</tr>
<tr>
<td>Personal experience</td>
<td>8 (4)</td>
<td>0</td>
<td>12 (6)</td>
<td>0</td>
<td>0</td>
<td>22 (11)</td>
<td>2 (1)</td>
<td>0</td>
<td>6 (3)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ALS: amyotrophic lateral sclerosis.

<sup>b</sup>Total represents the percentage of participants mentioning each information source when combining all illnesses for analysis of the first time point (March 31, 2020). This value was used for sorting information sources in the table.
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We conducted exploratory factor analysis to determine whether there are subgroups or patterns in the information sources used. For all illnesses (N=8), we input the number of mentions for each high-level information source (N=55), leading to an 8×55 matrix where each cell is a count of mentions for that source type for that illness, across all participants. We found that illnesses clustered into 2 distinct groups (Tables 2 and 3), with 4 illnesses loaded (≥.9) on the first factor and 3 other illnesses loaded (> .9) on the second factor. One group, which we refer to as “emerging illnesses,” included newly appearing infectious diseases significantly impacting public health (Zika, COVID-19, and Ebola), while the other, “common illnesses,” included those illnesses that historically have been frequent among the general population (stroke, strep throat, food allergies, and common cold). The most frequently mentioned sources for emerging illnesses were the news (n=68, 34% mentions), government agencies (n=18, 9%), and social media (n=14, 7%). For common illnesses, the most frequently mentioned sources were family (n=30, 15%), medical professionals (n=26, 13%), and friends (n=14, 7%). ALS differed significantly from these 2 groups, reflecting that people learned about it in idiosyncratic ways. Additionally, many participants reported not knowing anything about ALS. When participants did report an information source, it was often related to social media campaigns (eg, ice bucket challenge) or information about celebrities, so this is less likely to reflect intentional information seeking, and ALS was excluded from further analysis.

**Table 2.** Rotated component matrix.

<table>
<thead>
<tr>
<th></th>
<th>Factor 1</th>
<th>Factor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common cold</td>
<td>.952</td>
<td>N/A a</td>
</tr>
<tr>
<td>Strep throat</td>
<td>.941</td>
<td>N/A</td>
</tr>
<tr>
<td>Stroke</td>
<td>.915</td>
<td>N/A</td>
</tr>
<tr>
<td>Food allergies</td>
<td>.904</td>
<td>.323</td>
</tr>
<tr>
<td>Ebola</td>
<td>N/A</td>
<td>.976</td>
</tr>
<tr>
<td>Zika</td>
<td>N/A</td>
<td>.972</td>
</tr>
<tr>
<td>COVID-19</td>
<td>N/A</td>
<td>.942</td>
</tr>
<tr>
<td>ALS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.348</td>
<td>.680</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.  
<sup>b</sup>ALS: amyotrophic lateral sclerosis.

**Table 3.** Correlation of information sources used between illnesses.

<table>
<thead>
<tr>
<th></th>
<th>ALS&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Common cold</th>
<th>COVID-19</th>
<th>Ebola</th>
<th>Strep throat</th>
<th>Stroke</th>
<th>Zika</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food allergies</td>
<td>.21</td>
<td>.9</td>
<td>.22</td>
<td>.24</td>
<td>.76</td>
<td>.76</td>
<td>.23</td>
</tr>
<tr>
<td>ALS</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.61</td>
<td>.74</td>
<td>-.15</td>
<td>.18</td>
<td>.69</td>
<td></td>
</tr>
<tr>
<td>Common cold</td>
<td>N/A</td>
<td>N/A</td>
<td>.14</td>
<td>.18</td>
<td>.84</td>
<td>.87</td>
<td>.17</td>
</tr>
<tr>
<td>COVID-19</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>.94</td>
<td>-.12</td>
<td>.03</td>
<td>.94</td>
</tr>
<tr>
<td>Ebola</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>-.11</td>
<td>.03</td>
<td>.99</td>
</tr>
<tr>
<td>Strep throat</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>.66</td>
<td>-.11</td>
</tr>
<tr>
<td>Stroke</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>.06</td>
</tr>
</tbody>
</table>

<sup>a</sup>ALS: amyotrophic lateral sclerosis.  
<sup>b</sup>N/A: not applicable.

**Do People Use the Information Sources They Find Trustworthy?**

We now examine how participants’ perception of the trustworthiness of information sources relates to those they consult. First, we calculated average trust in the 16 information sources participants rated at the first time point. Social media received the lowest rating (mean 2.8, SD 1.21), followed by YouTube (mean 3.34, SD 1.23) and Reddit (mean 3.50, SD 1.41), while medical professional (mean 5.63, SD 1.03), medical journal (mean 5.49, SD 1.96), and government agency (mean 5.23, SD 1.41) were rated as the most trustworthy (Figure 1).
To calculate people’s trust in the information sources they reported using, we mapped the sources each individual used to learn about each illness to the 16 information sources they rated (eg, school nurse was assigned the rating given for medical professional). We then performed the Kolmogorov-Smirnov test to compare the average trust scores for information sources each participant used to the average trust scores for sources they did not use for common and emerging illnesses. The ratings were averaged for unique information sources participants used for each group of illnesses (common and emerging) and separately for sources participants did not use. We found that trust scores were significantly higher for sources participants used to learn about both common illnesses ($D_{198} = .26, P < .001$; used mean 4.32, SD 1.11; not used mean 3.97, SD 1.23) and emerging illnesses ($D_{198} = .39, P < .001$; used mean 4.52, SD 1.09; not used mean 4.03, SD 1.17), meaning people considered the information sources they used more trustworthy than those they did not use. Thus, even if social media is not widely considered a reliable source of health information, compared to individuals who do not use it, individuals who use it believe it is more reliable.

Are Information Sources Correlated With Knowledge Quality?

To evaluate participants’ knowledge quality and understand its relationship to information sourcing, we averaged knowledge precision and knowledge depth separately by participant within each individual illness group (eg, we averaged knowledge precision for COVID-19, Zika, and Ebola to represent emerging illnesses; detailed data by illness are shown in Multimedia Appendix 7). As the data are not normally distributed (see Multimedia Appendices 8-11), we performed the Kolmogorov-Smirnov test to compare both knowledge precision and knowledge depth between common and emerging illnesses for statistical significance. We found that knowledge precision for emerging illnesses was significantly higher than for common illnesses ($D_{198} = .27, P = .003$). To examine the extent of participants’ knowledge, we now turn to analysis of knowledge depth (Table 4). We found again that participants had significantly higher scores for emerging (mean 0.67, SD 0.23) versus common (mean 0.51, SD 0.27) and emerging (mean 0.53, SD 0.19) illnesses ($D_{198} = .29, P < .001$). Finally, we performed Spearman rank correlation to test the relationship between the mean number of information sources participants used and the quality of their knowledge. We found that the number of information sources participants reported using was weakly positively correlated with knowledge precision for both common ($r_{198} = .15, P < .001$) and emerging ($r_{198} = .12, P < .001$) illnesses. We observed a stronger correlation between knowledge depth and the number of information sources reported for both common ($r_{198} = .31, P < .001$) and emerging ($r_{198} = .29, P < .001$) illnesses.

### Table 4. Knowledge precision and knowledge depth for common and emerging illnesses.

<table>
<thead>
<tr>
<th></th>
<th>Common illnesses</th>
<th>Emerging illnesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge precision, mean (SD)</td>
<td>Knowledge precision, mean (SD)</td>
<td>Knowledge precision, mean (SD)</td>
</tr>
<tr>
<td>Knowledge depth, mean (SD)</td>
<td>Knowledge depth, mean (SD)</td>
<td>Knowledge depth, mean (SD)</td>
</tr>
<tr>
<td>0.53 (0.19)</td>
<td>0.67 (0.23)</td>
<td>0.45 (0.18)</td>
</tr>
<tr>
<td>0.51 (0.27)</td>
<td>0.34 (0.23)</td>
<td>0.39 (0.23)</td>
</tr>
</tbody>
</table>
How Do Knowledge Quality and the Number of Information Sources Change Over Time for COVID-19?

Our second key analysis examined how information sources and trust in sources changed over time from March 31 to September 22, 2020, for COVID-19. We ran a linear trend analysis using the number of information sources participants listed and their trust scores across all 12 time points. We did not find significant changes over time in the number of information sources used (\(F_{1,184}=8.23\), mean-square error [MSE]=0.16, \(P=0.37\)) or average trust scores across all 16 information sources (\(F_{1,184}=12.76\), MSE=0.22, \(P=0.45\)), nor did we find a change in trust in any individual source (all \(P>.09\)). However, we did observe significant changes in knowledge quality using linear trend analysis. The highest knowledge precision score for COVID-19 was found at the start of data collection, on March 31, 2020 (mean 0.76, SD 0.19), when knowledge depth was also high (mean 0.72, SD 0.12). Both knowledge precision and knowledge depth significantly decreased (knowledge precision: \(F_{1,184}=5.31\), MSE=0.25, \(P=0.03\); knowledge depth: \(F_{1,184}=3.02\), MSE=0.18, \(P<0.001\)) by the last time point, on September 22, 2020 (knowledge precision: mean 0.71, SD 0.22; knowledge depth: mean 0.69, SD 0.18), as shown in Figure 2. Additionally, we measured the effect size, representing the drop in accuracy from one time point to the next using the Cohen d score. We found that the effect size between time points varied from small to medium (\(d=0.32-0.49\)). These findings suggest that people were reporting more incorrect information, in addition to correct information, as time went on. Notably, we did not find a significant difference over time for either emerging or common illnesses (excluding COVID-19) for the number of sources used (common: \(F_{1,184}=6.65\), MSE=0.11, \(P=0.19\); emerging: \(F_{1,184}=7.89\), MSE=0.14, \(P=0.09\)), trust in sources (common: \(F_{1,184}=9.86\), MSE=0.15, \(P=0.49\); emerging: \(F_{1,184}=14.21\), MSE=0.09, \(P=0.77\)), knowledge precision (common: \(F_{1,184}=10.31\), MSE=0.13, \(P=0.08\); emerging: \(F_{1,184}=13.64\), MSE=0.11, \(P=0.35\)) or knowledge depth (common: \(F_{1,184}=11.73\), MSE=0.14, \(P=0.21\); emerging: \(F_{1,184}=8.67\), MSE=0.08, \(P=0.45\)).

![Figure 2. Knowledge precision (combining causes, risk factors, and prevention) about COVID-19 across all 12 time points.](image)

Similarly, we examined how knowledge about COVID-19–related restrictions changed over time to find out how aware participants were of rapidly changing health guidelines. We collapsed all states for analysis (after finding no significant difference in scores between regions of the United States, nor based on state-level vaccination rates, which could indicate differences in COVID-19–related beliefs). Linear trend analysis showed a decline in both knowledge precision (\(F_{1,184}=12.91\), MSE=0.19, \(P=0.003\)) and knowledge depth (\(F_{1,184}=8.004\), MSE=0.26, \(P<0.001\)) of COVID-19–related restrictions. Additionally, we examined the types of incorrect responses by comparing how often people thought there were more restrictions versus fewer. To compare these scores, we calculated the number of incorrect responses by participant within these 2 categories and compared them for statistical significance using the Kolmogorov-Smirnov test. Incorrect responses were mainly due to participants being unaware of restrictions in their state and believing there were fewer restrictions than were actually imposed (\(D_{1649}=0.23, P<0.001\)).

Discussion

Principal Findings

In this study, we aimed to learn what information sources people use to learn about health conditions, how these sources relate to the quality of their health knowledge, and how both information source choices and health knowledge change over time. First, we found that people systematically rely on different types of sources, depending on whether they are obtaining information about common illnesses (food allergies, strep throat, stroke) or emerging illnesses (Ebola, common cold, COVID-19, Zika), with individuals relying on the news, government agencies, and social media for gathering information about emerging illnesses, while seeking information from family, friends, and medical professionals for common illnesses. Second, we found that the number of sources people use is positively correlated with the quality of health knowledge. Interestingly, participants had a better understanding of emerging illnesses than common ones, which may be explained...
by the fact that participants were more likely to use lay information sources, such as friends and family, to learn about common illnesses, suggesting those information sources are more likely to be incomplete or incorrect.

Although participants overall did distinguish between the trustworthiness of different information sources, they rated sources they used as more trustworthy than those they did not use. For example, although social media received low trust scores overall, compared to individuals who do not use it as a source of health information, those who do find it more trustworthy. Finally, throughout 6 months of the early stage of the COVID-19 pandemic, we found that knowledge quality overall declined, including knowledge of causes, risk factors, and preventative interventions, along with knowledge of local COVID-19–related restrictions. We did not find any change over time for the other conditions, which suggests that despite our cross-sectional approach, changes in knowledge over time were specific to COVID-19 and not due to population differences. This decrease in knowledge may be in part because over the course of the pandemic, the number of different, nuanced, restrictions grew. As the complexity in restrictions grew, it appears our participants were less able to keep track of what was in place in their state. Future work should explore how the complexity of public health restrictions relates to the knowledge of those restrictions and how these findings can be used to develop guidelines on information dissemination for emerging illnesses.

Comparison With Prior Work

Our study can be understood in the context of the CSM [47], whereby illness representations, which include knowledge of causes and control (eg, preventive strategies, treatment), guide behavior. Building on this framework, we now find that people’s knowledge of both differs systematically between common and emerging illnesses as do their information sources. Although the link between beliefs and specific source choices has not been examined, prior work has framed information search as a hypothesis-testing process, suggesting that beliefs may guide what people search for online [56]. It remains for future work to determine whether information quality (eg, use of lay and interpersonal sources) drives reduced knowledge quality for common illnesses or alternatively whether personal factors independently drive both knowledge and source selection. The CSM also provides a framework for interpreting our findings on COVID-19. In addition to the growing complexity of COVID-19 knowledge and restrictions over time (eg, just stay home vs guidelines on masking, isolation after infection, and ventilation), people may also perceive the health threat differently over time as they gain personal experience or find that it is increasingly well understood. This in turn may influence their information sources or information-seeking behavior. Future work during emerging pandemics is needed to examine the relationship between information sources, beliefs, and perceived risk.

We also built on prior work on health information seeking by identifying systematic differences across illnesses. Previous studies have focused primarily on the use of online health information sources, such as social media and websites [1,2,4,31], and people’s knowledge about specific illnesses [5,21,22] rather than finding patterns in illness groups. Instead of focusing on specific information sources, we used open-ended questions collected across a range of times, enabling us to learn both where people obtain their information and how this may change. Our findings regarding the most common health information sources are aligned with prior work investigating health information–seeking strategies [1,2,4]; however, prior studies did not investigate search patterns by illness group and their correlation with health knowledge. Differences in the sources of information that people use for emerging and common illnesses may be explained by the nature of the illness. Common illnesses, such as food allergies, the common cold, strep throat, and stroke, may be learned about from family members over the course of a lifetime as they affect individuals or those they know. When a new disorder emerges, individuals do not have personal experience and they rely on news media and government agencies, both of which disseminate information about novel illnesses [57]. This difference provides an opportunity to extend our findings to other illnesses that may be categorized as either common or emerging diseases and to develop effective information delivery strategies.

We further found that although overall, people rate medical professionals and government sources of information as more trustworthy than lay sources (eg, social media, friends), compared to individuals who do not use lay information sources for obtaining health information, people who choose to do so rate those sources as more trustworthy. This has 2 key implications. First, there is a need to help individuals access reliable information and to evaluate the quality of information they receive. People may be at risk of making wrong decisions because of misconceptions regarding their health and lack of awareness of the quality of the health information they use. This could contribute to inappropriate health interventions, misinterpretation of new information, and poor health outcomes. Second, knowing where individuals are looking for information during a health emergency, such as a pandemic, versus when they have a common condition means that information can be selectively targeted to where individuals will look for it. For example, Bautista et al [58] proposed having health professionals correct misinformation on social media. Our results provide further support for this. Wider health communication campaigns on social media can focus on using medical professionals to provide reliable information about emerging illnesses, such as the ongoing coronavirus pandemic. Knowing that participants commonly use social media even though they recognize it as less trustworthy can be leveraged by government agencies to more effectively deliver information, such as about vaccination, and potentially improve health knowledge.

Limitations

Since our data were collected from Prolific and only from US residents, our study may not generalize to other populations. Thus, future research may be needed to investigate the relationship between information sources and health knowledge quality in geographically diverse samples. The nature of the illnesses studied is also such that we cannot learn in real time where people obtained information (eg, when they first heard about strep throat), so there may be bias due to relying on
participants’ memory and surveying different participants over time. As we did not ask participants whether they had any of the listed conditions, it is possible that personal experience may be a moderator of information sources or knowledge quality. Using multiple categories of illnesses allows us to see that participants are not simply listing the sources they used for the most recent emerging illness (COVID-19), but we cannot know whether an individual’s specific information sources or knowledge quality are changing. Our analyses were mainly exploratory, though conducting many analyses could introduce α errors. Further, although multiple coders independently coded each free-text response, this qualitative analysis process could potentially introduce bias. Finally, we solicited ratings of trust for 16 categories of information sources, but this did not cover more infrequently mentioned source types and combined categories of sources (e.g., family, without distinguishing between people in a caregiving role or by closeness of the relationship).

Other key avenues for future research include examining trust at a more granular level (e.g., the specific sources each participant listed), changes in belief and information seeking at the individual level (e.g., to discover whether an individual may shift from social media to family for information as an illness becomes endemic in a population), how using an information source for an emerging disease may change information source use for previously known diseases, and how these findings can be used to deliver information more effectively. Although we know what misconceptions people may have and where they are seeking information, future work is needed to translate this into effective message strategies.

**Conclusion**

Our study investigated what information sources people use to learn health information and how these sources are related to individuals’ knowledge. The results of our study indicate that health information sources and knowledge quality vary by illness type. We identified 2 groups of illnesses according to information sources people consult to find health information: common illnesses (food allergies, strep throat, stroke) that are mainly learned from family, friends, and medical professionals and emerging illnesses (Ebola, COVID-19, Zika) that people learn about from news media, government agencies, and social media. We also found that people tend to trust information sources they use even when most people consider them low quality (e.g., social media). Our findings suggest a need for targeted interventions via information sources people are likely to use for different illness types. In the future, we aim to extend this study by investigating how incorrect knowledge affects the way people use information and make health-related decisions.
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**Abbreviations**

- **ALS**: amyotrophic lateral sclerosis
- **CDC**: Centers for Disease Control and Prevention
- **CMIS**: comprehensive model of information seeking
CSM: Common-Sense Model of Self-Regulation
HBM: Health Belief Model
HISB: health information–seeking behavior
IDK: I do not know
MSE: mean-square error