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Abstract

Background: The collaborative care model is a well-established system of behavioral health care within primary care settings. There is potential for mobile health (mHealth) technology to augment collaborative behavioral health care in primary care settings, thereby improving scalability, efficiency, and clinical outcomes.

Objective: We aimed to assess the feasibility of engaging with and the preliminary clinical outcomes of an mHealth platform that was used to augment an existing collaborative care program in primary care settings.

Methods: We performed a longitudinal, single-arm feasibility study of an mHealth platform that was used to augment collaborative care. A total of 3 behavioral health care managers, who were responsible for coordinating disease management in 6 primary care practices, encouraged participants to use a mobile app to augment the collaborative model of behavioral health care. The mHealth platform’s functions included asynchronous chats with the behavioral health care managers, depression self-report assessments, and psychoeducational content. The primary outcome was the feasibility of engagement, which was based on the number and type of participant-generated actions that were completed in the app. The primary clinical end point was a comparison of the baseline and final assessments of the Patient Health Questionnaire-9.

Results: Of the 245 individuals who were referred by their primary care provider for behavioral health services, 89 (36.3%) consented to app-augmented behavioral health care. Only 12% (11/89) never engaged with the app during the study period. Across all participants, we observed a median engagement of 7 (IQR 12; mean 10.4; range 0-130) actions in the app (participants: n=78). The chat function was the most popular, followed by psychoeducational content and assessments. The subgroup analysis revealed no significant differences in app usage by age (P=.42) or sex (P=.84). The clinical improvement rate in our sample was 73% (32/44), although follow-up assessments were only available for 49% (44/89) of participants.

Conclusions: Our preliminary findings indicate the moderate feasibility of using mHealth technology to augment behavioral health care in primary care settings. The results of this study are applicable to improving the design and implementation of mobile apps in collaborative care.

(JMIR Form Res 2022;6(7):e36021) doi:10.2196/36021
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Introduction

Background

The reach of behavioral health services is insufficient for meeting the needs of the population [1,2]. The collaborative care model (CoCM) is a framework that attempts to meet this vast need for behavioral health services by embedding these services in primary care settings [3]. The CoCM is a system of outcome-driven, stepwise care for systematically identifying individuals who would benefit from behavioral health treatment and supporting primary care clinicians in their management. The model has been adapted by many health systems since its introduction in the 1990s and is considered best practice [4-6]. Unfortunately, there are challenges that limit the scalability of the CoCM, including financial and operational barriers [7,8]. Innovative approaches are needed to support these existing models of behavioral health care [9].

There is emerging evidence that digital and mobile health (mHealth) technologies have the potential to improve the reach of the CoCM [9-12]. Given the near ubiquity of smartphones with app capabilities, health systems are increasingly interested in understanding whether these tools can be harnessed to further extend collaborative care [13,14]. There are several meaningful ways that mobile apps could be used to augment collaborative care. The CoCM relies strongly on a measurement-based system of care in which validated clinical assessments (eg, the Patient Health Questionnaire-9 [PHQ-9]) are regularly collected to assess clinical responses [15]. mHealth platforms could help decrease care providers’ workload by automating the collection of these measures [12,13]. Apps could also support clinical decision-making by collecting clinical information more frequently than what is currently possible [10]. Moreover, apps could facilitate more frequent communication between patients and care providers [16,17]. Finally, apps can act as repositories for educational materials and self-guided modules for reinforcing concepts that are learned in therapy and promoting patient engagement [13,18-20]. All of these factors have the potential to increase patient engagement in care and, eventually, result in improved clinical outcomes.

Despite the theoretical benefits of app-augmented collaborative care, relatively little is still known about the feasibility of app usage in collaborative care. It is unknown whether patients in collaborative care settings are likely to use apps, what features of mobile apps are the most beneficial in this setting, and what patient population(s) may be the most likely to benefit from app-augmented collaborative care [11]. For example, in the broader literature on mHealth, there is concern that older individuals may be less familiar with technology and may therefore be less inclined to engage with it [21]; however, this has not been systematically examined, to our knowledge, in the collaborative care setting. The limited existing studies suggest that overall, app usage among patients in collaborative care can be variable [9,12]. Understanding app usage is applicable to the optimization of mHealth platform interventions and their implementation in collaborative care [22]. If known, this information could lay the groundwork for improving the design and implementation of mobile apps in collaborative care.

Objectives

This study describes a feasibility study of the Valera Health mobile platform and app (Valera Health Inc), which was used to augment collaborative care within primary care practices in a large health care system. Our primary aim was to assess the feasibility of app usage, which was measured based on engagement. A secondary outcome was preliminary clinical improvement in depression scores.

Methods

Ethics Approval

The study methods were approved by the Institutional Review Board of Northwell Health (approval number: 20-0545-NH). Informed consent was not sought due to the retrospective nature of the study.

Study Overview

This was a retrospective review of a longitudinal, single-arm implementation initiative wherein individuals who were referred to the collaborative care program by their primary care providers (PCPs) were invited to participate in app-augmented collaborative care by the behavioral health care manager (BHC). Individuals who were qualified to participate and agreed to do so were asked to download the Valera Health mobile app. Participants were told to use the app to complete in-app PHQ-9 measures, which were sent by the BHC at preset monthly intervals; communicate with the BHC through asynchronous chats as needed; and access the psychoeducational content in the app. Participants also experienced all usual collaborative care interventions, as described in the Study Setting section, including office visits and telephone contacts with the BHC, short-term psychotherapy, care coordination, psychiatric case reviews, follow-ups with their PCPs as indicated, and the prescription of recommended psychiatric medications if indicated. PHQ-9 assessments were able to be completed through the app or on paper during office visits with the BHC. For our primary outcome—feasibility—usage data on the number of user actions that were completed in the app were recorded by the app throughout the participation period. For our secondary outcome—clinical improvement—baseline and final PHQ-9 scores were compared.

Study Setting

The study was conducted in a large, primarily suburban, academic health care system with multiple affiliated primary care practices. The primary care practices that were involved in this study provide behavioral health services through a system that was modeled after the CoCM introduced in the Improving Mood—Providing Access to Collaborative Treatment trial [6]. Briefly, in this model, patients presenting for routine primary care are systematically screened for depression by their PCPs using the PHQ-9—a tool that has been validated for this purpose [23]. Patients who screen positive on the instrument and/or, in the opinion of the PCP, display clinical features that are concerning for a behavioral health disorder are referred to a BHC who is physically embedded in the clinic. The BHC maintains a registry of patients, tracks outcomes via serial PHQ-9 assessments, provides time-limited psychotherapy,
coordinates referrals to continued treatment and/or a higher level of care when necessary, and liaises with a psychiatrist who provides remote supervision to multiple BHCMs. Psychopharmacologic recommendations are relayed to the PCP, who remains the prescriber and clinician of record.

**Recruitment**

Recruitment was planned in 2 phases. The first phase lasted from November 2018 to June 2019 and included 1 primary care practice with 1 BHCM. A total of 5 additional practices and 2 BHCMs were added in phase 2, which lasted from November 2019 to March 2020. There were no differences in procedures between the two phases except for the number of clinics and BHCMs involved. Patients who were referred to the collaborative care program were invited to participate in app-augmented collaborative care by the BHCM during initial appointments. During recruitment at the initial visits, the BHCM guided the participants through the process of downloading and using the app, answered any initial questions, and provided written instructions on the use of the app. After the initial visits, the BHCM was available by phone to troubleshoot the app as needed. Recruitment was halted in March 2020 when the social distancing measures that were required to prevent the spread of COVID-19 in New York resulted in the remote provision of ambulatory behavioral health services.

Individuals who declined to participate or were excluded received usual collaborative care, including primary care and behavioral health services. Those who agreed to participate received usual collaborative care, as described above, with the Valera Health mobile app as augmentation. Individuals were included if they were adults with a diagnosis of depression or anxiety. Individuals were also excluded if they did not speak English or had severe mental illnesses, suicidal or violent ideation, or substance abuse disorders. Also excluded were children and individuals who required a referral to a higher level of care or continued treatment after the completion of the program.

Participation flow is illustrated by Figure 1. Between November 2019 and March 2020, a total of 245 individuals were referred by their PCPs to the collaborative care program for behavioral health services. Further, 58% (n=142) of these patients were eligible for and were recruited to participate in our study using the Valera Health mobile app (Figure 2), and 62.7% (89/142) of recruited patients consented to participate; 34 consented during the first phase of piloting the Valera Health mobile app, and 55 consented during the second phase. The time required to train patients in the use of the app was a barrier to recruitment among a sizable minority of individuals in the target population (38/245, 15.5%; Figure 1). In addition, a portion of our eligible patient population was unable to participate due to technical barriers (22/142, 15.5%; Figure 1). Further, 7 individuals declined to participate due to privacy concerns (Figure 1). Participants were mostly female (60/89, 67%) and middle-aged (mean 38.6, SD 14 years). Participants were enrolled in the study for an average of 22 weeks.

**Figure 1.** The flow of patient participation in the Valera Health mobile app pilot for behavioral health.
Intervention

The Valera Health mobile app is an English-language secure platform with several functionalities. Figure 2 shows screenshots of the app. First, the app automatically sends PHQ-9 assessments to participants at monthly intervals that are preset by the BHCM. Second, the app allows for secure asynchronous messaging between participants and the BHCM. BHCMs typically responded to chat messages from participants within 1 business day. The app also contains psychoeducational content. This content includes written material about common behavioral health conditions such as depression and anxiety, education about treatments like medication and psychotherapy, instructional guides on topics such as mindfulness, and video and audio clips on these topics. The BHCM had the option of prompting the participants to access psychoeducational content that was relevant to the participants’ care via the app. The Valera Health app was not integrated into the electronic health record (EHR). Relevant clinical information from the app, such as PHQ-9 scores, was documented into the EHR by the BHCM.

Outcomes

We assessed the feasibility of the mHealth intervention by investigating engagement with the app and improvement in clinical outcomes. The primary outcome—the feasibility of engagement—was assessed based on app usage, which was measured as the number of participant-generated actions completed in the app. Possible participant-generated actions were (1) the in-app completion of PHQ-9 assessments, (2) the sending of a chat message, or (3) the accessing of in-app psychoeducational material. App usage was monitored throughout the study by the Valera Health app. Engagement was stratified by age and sex. A secondary outcome was clinical improvement, which we defined as a final PHQ-9 score of less than 10 or a greater than 50% reduction in PHQ-9 scores. Baseline PHQ-9 scores were assessed during intake by the BHCM. The final PHQ-9 scores were the last ones recorded for the participants and were extracted from the EHR. Any PHQ-9 assessment, whether it was completed through the app or on paper during office visits with the BHCM, was considered in the analysis of clinical improvement.

Data Analysis

Data were analyzed by using Microsoft Excel, and an α of .05 was set as the a priori level of significance. Simple descriptive statistics of app usage were used to report on feasibility and engagement metrics. A Kruskal-Wallis equality-of-populations rank test of median differences in total mobile app actions was used to analyze differences in app usage between age and sex groups. For our secondary outcome—clinical improvement—a 2-tailed, 2-sample Welch t test with unequal variances was used to analyze the difference between baseline and follow-up PHQ-9 scores.

Results

Table 1 describes the brief demographic and engagement characteristics of participants. Only 12% (11/89) never engaged with the app during the trial. Across all participants, we observed a median engagement of 7 (IQR 12; mean 10.4; range 0-130) actions in the app. At least 1 action in the mobile app was completed by 87% (78/89) of participants. Psychoeducational content was reviewed by 75% (67/89) of participants (number of articles reviewed: median 2, IQR 4; range 0-18). Chat messages were sent by 62% (55/89) of participants. Participants sent a median of 1 (IQR 5; range 0-115) chat message used for either scheduling an appointment or reporting symptoms. A baseline PHQ-9 score was reported for 97% (86/89) of study participants. However, follow-up PHQ-9 assessments were
available only for 49% (44/89) of participants. PHQ-9 scores improved from baseline to follow-up for 73% (32/44) of participants for whom we had baseline and follow-up PHQ-9 scores (n=44). The percentages of participants with improved PHQ-9 scores were not different by sex (P=.53) or age groups (18-35, 36-55, and ≥56 years; P=.90), although as previously noted, the sample of participants with recorded follow-up PHQ-9 scores was notably smaller than the sample of participants with baseline PHQ-9 scores.

**Table 1.** Demographic and engagement characteristics of behavioral health patients who participated in the Valera Health mobile app study (N=89).

<table>
<thead>
<tr>
<th></th>
<th>Value, n (%)</th>
<th>Age (years), mean (SD)</th>
<th>Baseline PHQ-9 score, mean (SD)</th>
<th>Follow-up PHQ-9 score, mean (SD)</th>
<th>P value</th>
<th>Total mobile app actions, median (IQR)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>60 (67)</td>
<td>38.4 (14.6)</td>
<td>11.5 (5.3)</td>
<td>8.6 (4.6)</td>
<td>.002</td>
<td>7 (12)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>29 (33)</td>
<td>39.1 (14.6)</td>
<td>11.7 (5.5)</td>
<td>9.0 (4.8)</td>
<td>.03</td>
<td>6.5 (12)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-35</td>
<td>44 (51)</td>
<td>N/A</td>
<td>11.8 (5.1)</td>
<td>8.7 (4.0)</td>
<td>.01</td>
<td>8 (14)</td>
<td></td>
</tr>
<tr>
<td>36-55</td>
<td>31 (36)</td>
<td>N/A</td>
<td>11.1 (4.9)</td>
<td>8.3 (5.9)</td>
<td>.13</td>
<td>6 (9)</td>
<td></td>
</tr>
<tr>
<td>&gt;55</td>
<td>12 (14)</td>
<td>N/A</td>
<td>11.7 (7.2)</td>
<td>8.9 (4.3)</td>
<td>.29</td>
<td>5.5 (11.5)</td>
<td></td>
</tr>
</tbody>
</table>

aPHQ-9: Patient Health Questionnaire-9.
bn=86.
cn=44.
d A 2-sample Welch t test with unequal variances between baseline and follow-up PHQ-9 scores.
e A Kruskal-Wallis equality-of-populations rank test of median differences in the total mobile app actions.
fN/A: not applicable.
gThe denominator for this percentage is 87.

**Discussion**

**Principal Findings**

This study reports on the evaluation of one of the first implementations of mobile app–augmented care within a collaborative care program. The overarching purpose of this feasibility study was to understand whether patients in collaborative care are likely to participate in app-augmented care, what features of the app are used, and whether demographic differences exist among app users in this context. Overall, our results indicate the acceptability and feasibility of app usage; the overwhelming majority of participants (78/89, 87%) used the app at least once, and a modest median of 7 actions were completed in the app. Encouragingly, all of the features of the app were used at similar rates. In particular, the psychoeducational materials and chat feature were both popular functions, suggesting that the app may indeed act to reinforce the concepts that are learned during clinical encounters and can enhance communication between patients and care providers as postulated in the literature [13]. There was no significant difference in app usage by age group (P=.42). Finally, we were encouraged by the finding that privacy—a concern in the broader literature surrounding app usage—was an infrequent cause for declining to participate (n=7) in our study, further suggesting acceptability [24,25].

With regard to our secondary outcome, the preliminary clinical outcomes of app-augmented care in this study were encouraging, with 73% (32/44) of participants for whom follow-up PHQ-9 data were available experiencing improvements (n=44). Our findings on clinical outcomes are limited by the considerable drop-off in the number of participants who completed a follow-up PHQ-9 assessment. The reasons for such decreases are not completely known and include app attrition, which is consistent with previous literature showing that attrition is a challenge to the implementation of mobile technologies [12,26]. The missing data also introduced bias into the study, as the population of participants who did not complete follow-up assessments may not be random.

**Implications**

Our findings reveal several issues that deserve consideration and optimization prior to subsequent implementation efforts. First, despite the prevalence of smartphones, a nontrivial portion of our eligible patient population was unable to participate due to technical barriers (22/142, 15.5%). In addition, the time required to train patients in the use of the app was a barrier to recruitment among a sizable minority of individuals in the target population (38/245, 15.5%). To address these issues, previous literature has postulated the need for a digital health navigator—a new team member with expertise in digital and mobile strategies who can help educate patients on the use of these tools, thereby reducing the burden among staff who may lack this expertise and have insufficient time to address these topics during appointments [14,27,28]. Digital health navigators can be instrumental to training staff in rapidly developing competencies for mHealth [29]. The CoCM, which already operates in a framework of interdisciplinary collaboration, may...
be uniquely suited to the adoption of the digital health navigator role in the future.

Second, future implementation efforts should carefully consider measures for mitigating the potential unintended negative consequences of app use. For example, the chat function could give participants the perception of continuous access to the clinician. Though most participants in our study used the chat a moderate amount of times, there was substantial variability, with some participants sending more than 100 messages. Care provider burnout is a concern in the face of such significant increases in patient communication. The future implementation of this and similar technologies would benefit from integration with existing health information systems and care provider workflows to better support care provider decision-making.

Finally, while our results indicate preliminary evidence that patients are willing to participate in app-augmented collaborative care, there exist many opportunities for the optimization of engagement. For example, our intervention allowed the BHCMs to nudge patients to engage with psychoeducational materials. Higher engagement can potentially be achieved by personalizing technology to deliver the right content in the right amount and at the right time [11,30,31]. Future research should identify pathways for personalization and investigate its effects on engagement and clinical improvement.

Limitations
Our study has several limitations. First, qualitative data for contextualizing findings were not systematically collected as a part of this study. Second, the experiences of the BHCMs were also not systematically evaluated. This study examined app usage among participants, which was stratified by age and sex; however, other demographic factors of potential interest, such as race, ethnicity, insurance status, were not tracked. Finally, this was a feasibility study; thus, conclusions are limited by the lack of a control group and the unknown characteristics of nonparticipants. Future research should employ a rigorous clinical trial involving patient and/or clinic randomization to evaluate clinical effectiveness.

Conclusions
In conclusion, our preliminary findings indicate the moderate feasibility of using mHealth technology to augment behavioral health care in primary care settings. The results of this study are applicable to improving the design and implementation of mobile apps in collaborative care.
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Abstract

Background: Although cardiometabolic diseases are leading causes of morbidity and mortality in the United States, computerized tools for risk assessment of cardiometabolic disease are rarely integral components of primary care practice. Embedding cardiometabolic disease staging systems (CMDS) into computerized clinical decision support systems (CDSS) may assist with identifying and treating patients at greatest risk for developing cardiometabolic disease.

Objective: This study aimed to explore the current approach to medical management of obesity and the need for CMDS designed to aid medical management of people living with obesity, at risk of being obese, or diabetic at the point of care.

Methods: Using a general inductive approach, this qualitative research study was guided by an interpretive epistemology. The method included semistructured, in-depth interviews with primary care providers (PCPs) from university-based community health clinics. The literature informed the interview protocol and included questions on PCPs’ experiences and the need for a tool to improve their ability to manage and prevent complications from overweight and obesity.

Results: PCPs (N=10) described their current approaches and emphasized behavioral treatments consisting of combined diet, physical activity, and behavior therapy as the first line of treatment for people who were overweight or obese. Results suggest that beneficial features of CDSS include (1) clinically relevant and customizable support, (2) provision of a comprehensive medical summary with trends, (3) availability of patient education materials and community resources, and (4) simplicity and ease of navigation.

Conclusions: Implementation of a CMDS via a CDSS could enable PCPs to conduct comprehensive cardiometabolic disease risk assessments, supporting clinical management of overweight, obesity, and diabetes. Results from this study provide unique insights to developers and researchers by identifying areas for design optimization, improved end user experience, and successful adoption of the CDSS.

(JMIR Form Res 2022;6(7):e37456) doi:10.2196/37456
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Introduction

Cardiometabolic diseases are leading causes of morbidity and mortality in the United States, including a wide array of diseases, typically beginning with insulin resistance and progressing later into a cluster of conditions that increase the risk of type 2 diabetes, stroke, and cardiovascular disease [1,2]. Being overweight (BMI ≥ 25 kg/m²) is associated with double the risk of developing cardiometabolic multimorbidity, while having mild and severe obesity (BMI ≥ 30 kg/m²) increases the risk 4 and 10 times, respectively [3]. However, current diagnostic categories that are based on standard BMI ranges defining overweight and obesity have high specificity but low sensitivity for identifying insulin resistance and cardiometabolic disease [4]. For example, with the current diagnostic categories, some individuals with overweight and obesity might not have cardiometabolic risk factors and may exhibit low rates of future diabetes and cardiovascular-related mortality; alternatively, some individuals who do not meet criteria for either metabolic syndrome or prediabetes exhibit risk of future diabetes [4]. Thus, risk assessments for cardiometabolic disease with greater sensitivity should be an integral component of medical practice, with tools to evaluate preventive and therapeutic options in patients at greatest risk for developing disease. Currently, there is no stratification of the population by level of obesity-related disease and mortality risk [5].

An estimated 42.5% of US adults aged 20 years and older are living with obesity, including 9.0% with severe obesity, and another 31.1% are overweight [6]. Because this group is at high risk of developing diabetes and other obesity-related complications, there is a need for risk stratification approaches to identify early those at highest risk and identify weight loss programs with appropriate treatment intensity. To provide appropriate medical management of obesity and facilitate the diabetes risk assessment of people with excess adiposity, a comprehensive staging system that establishes 5 stages of cardiometabolic disease risk—the cardiometabolic disease staging system (CMDS)—was developed [7,8]. This validated staging system is based on Adult Treatment Panel III metabolic syndrome risk factors and includes waist circumference, systolic and diastolic blood pressures, fasting and 2-hour blood glucose levels, triglycerides, and high-density lipoprotein cholesterol (HDL-C; Table 1) [4]. The purpose of this system is to help clinicians select treatment modality and intensity in the management of cardiometabolic diseases while balancing benefit and risk. Evidence demonstrates the CMDS has higher predictive and discriminative ability compared with other systems and relies on data typically collected during primary care visits; thus, it is more feasible to integrate into busy workflows of primary care providers (PCPs) [5].

### Table 1. The cardiometabolic disease staging (CMDS) system.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Descriptor</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage 0</td>
<td>Metabolically healthy</td>
<td>No risk factors</td>
</tr>
<tr>
<td>Stage 1</td>
<td>One or two risk factors</td>
<td>Have 1 or 2 of the following risk factors:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1. High waist circumference (≥112 cm in men and ≥88 cm in women)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Elevated blood pressure (systolic ≥130 mm Hg and/or diastolic ≥85 mm Hg) or on antihypertensive medication</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Reduced serum HDL-C&lt;sup&gt;a&lt;/sup&gt; (&lt;1.0 mmol/L or 40 mg/dL in men; &lt;1.3 mmol/L or 50 mg/dL in women) or on medication</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4. Elevated fasting serum triglycerides (≥1.7 mmol/L or 150 mg/dL) or on medication</td>
</tr>
<tr>
<td>Stage 2</td>
<td>Metabolic syndrome or prediabetes</td>
<td>Have only 1 of the following 3 conditions in isolation:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1. Metabolic syndrome based on 3 or more of 4 risk factors: high waist circumference, elevated blood pressure, reduced HDL-C, and elevated triglycerides</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Impaired fasting glucose (IFG; fasting glucose ≥7.8 mmol/L or 140 mg/dL)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Impaired glucose tolerance (IGT; 2-h glucose ≥7.8 mmol/L or 140 mg/dL)</td>
</tr>
<tr>
<td>Stage 3</td>
<td>Metabolic syndrome + prediabetes</td>
<td>Have any 2 of the following 3 conditions:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1. Metabolic syndrome</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. IFG</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. IGT</td>
</tr>
<tr>
<td>Stage 4</td>
<td>T2DM&lt;sup&gt;b&lt;/sup&gt; and/or CVD&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Have T2DM and/or CVD:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1. T2DM (fasting glucose ≥126 mg/dL or 2-h glucose ≥200 mg/dL or on antidiabetic therapy)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Active CVD (angina pectoris or status post a CVD event such as acute coronary artery syndrome, stent placement, coronary artery bypass, thrombotic stroke, nontraumatic amputation due to peripheral vascular disease)</td>
</tr>
</tbody>
</table>

<sup>a</sup>HDL-C: high-density lipoprotein cholesterol.<br>
<sup>b</sup>T2DM: type 2 diabetes mellitus.<br>
<sup>c</sup>CVD: cardiovascular disease.
Vigilance in the management of modifiable risk factors is critical, given that people with overweight and obesity are at increased cardiovascular risk. Primary care settings, as familiar and accessible clinical venues for patients, are well positioned to screen people with overweight and obesity and recommend appropriate weight loss treatment plans to prevent complications and weight progression. Many studies found that the largest weight losses were achieved with high-intensity counseling by PCPs and referral of interested individuals to appropriate interventions [9-13]. However, a study of a nationally representative sample of adults aged 35 years and older found that, despite more adults reported being screened for obesity (78.6%) and of those screened, nearly 40% had a BMI of 30 kg/m² or higher (39.2%), only slightly more than one-half (53.5%) of obese adults screened reported receiving counseling about weight management [14]. Furthermore, BMI is the most preferred screening tool, though literature indicates it could be a poor indicator of cardiovascular disease and overall mortality risk [7,15]. Research finds BMI is not a good index of visceral fat, which is the basis of metabolic disorders associated with increased cardiovascular risk, whereas waist circumference might be superior as a risk assessment tool [16]. PCP-indicated practice improvements, helpful in treating and managing overweight and obesity, include better tools for early identification of risk and preventive treatment for those with multiple risk factors [11].

Providing CMDS to PCPs via computerized clinical decision support systems (CDSS) may assist in stratifying the population by obesity-related disease risk and targeting those patients who are at greater risk for obesity-related complications. To the authors' knowledge, this would be the first electronic health record–integrated CDSS that would incorporate CMDS. Despite literature indicating CDSS may have a positive impact on provider performance and patient outcomes [17], evidence also indicates that CDSS rarely reach their full potential [18]. As with any innovation, user acceptance and integration within the clinical workflow are critical for successful uptake and routine use [19].

System analysis and design involve the process of planning, analyzing, designing, developing, implementing, and maintaining systems. A user-centered approach focusing on the user experience necessitates coordinated relationships between the system specialists, designers, and developers and the nonspecialists and users with outcomes knowledge. The system development life cycle, when combined with the user experience life cycle, allows for that coordination to occur and has been shown to lead to better system adoption [20]. Figure 1 illustrates our conceptual model for system analysis and design of the CMDS. This paper reports on the first 3 phases of each cycle: (1) plan and define, (2) analyze and research, and (3) design. As such, with the aim of involving users at key milestone stages of system development, this study explored the current approach to management of overweight and obesity and a need for the CMDS system at the point of care to facilitate specificity in treatment modalities.

Figure 1. Conceptual model for system analysis and design.

Methods

To ensure we adhered to qualitative reporting standards, we followed the 32-time consolidated criteria for reporting qualitative studies (COREQ) checklist (Multimedia Appendix 1).

Sampling

Participant recruitment used convenience sampling where the research team coordinated with the medical director for primary care of a large academic medical center in the southeastern United States. Recruitment emails to potential candidates indicated the study purpose and invited participation. The number of participants was determined to be sufficient when saturation was reached (N=10) [21]. All participants were
provided with a US $100 gift card. The present study is a foundation for ongoing research aimed at developing and implementing a CDSS based on the CMDS.

Data Collection
From August 2020 to January 2021, 10 semistructured interviews were conducted by 2 research team members, consisting of the principal investigator (TM; male) and a graduate research assistant (AK; female). Two senior female researchers (AH and SF) with training in qualitative interviewing provided guidance and supervision. The interviewers did not have prior relationships with the participants. Only the interviewers and participants were present during data collection. The duration of the interviews varied between 30 minutes and 45 minutes and were conducted via a collaborative, cloud-based videoconferencing service at a mutually agreed-upon time. Interviews were transcribed verbatim by a commercial transcription company. The interview guide was informed by the literature review and included questions designed to (1) understand how PCPs manage overweight and obesity and facilitate prevention and management of diabetes and cardiovascular disease risk during a standard primary care visit and (2) explore PCP needs for CMDS and preferences for a CDSS (Multimedia Appendix 2). Broad, open-ended questions along with permissive prompts were used to facilitate each semistructured interview. Prior to conducting interviews, the semistructured interview guide was pilot tested with several providers to ensure questions were clear, generated in-depth discussion, were acceptable to participants, and resulted in usable information. Feedback from pilot testing was used to modify the wording, content, and order of the interview questions.

Ethical Considerations
All investigations were conducted in conformity with ethical principles of research. Consent for participation and interview recording was obtained verbally before each interview. This study was determined to be exempt by the University of Alabama at Birmingham Institutional Review Board (IRB Protocol Number 300003559).

Data Analysis
Transcribed interviews were coded using an inductive thematic analysis approach with NVivo 12 Plus (QSR International, Melbourne, Australia). To increase reliability and reduce bias, all transcripts were coded by 2 team members (AK and JA) with expertise in thematic analysis [22,23]. The analysis consisted of 2 phases: codebook development and codebook refinement. First, during open coding, coders examined an initial set of transcripts for categories (processes or events that share an attribute) of information related to our research questions. The second phase of our analysis focused on comparing and applying our initial codes to both existing and new data generated from subsequent interviews. This constant comparative analysis [24] across data sets allowed merging and clarifying codes. Following the initial coding process, research team members (AK and JA) discussed questions and discrepancies until 95% agreement was reached. Then, coders identified key points and recurring categories and themes that were central to the experience described by the participants. The process consisted of both coders dividing the text into semantic segments, labelling the segments with codes, together examining the codes for overlap and redundancy, and aggregating these codes into broader categories and themes [25].

Results
Sample Characteristics and Suggestions
We recruited 10 PCPs (7 physicians and 3 certified registered nurse practitioners) with practice experience ranging from 3 years to 43 years, with a mean of 12.2 years. Out of 10 respondents, 4 were male, and 6 were female. The most common practice-based barriers included lack of time and knowledge of resources, including access to evidence-based medical models and affordable community options. Considering the results of this study, 4 factors emerged as important for consideration in the development of a CDSS for metabolic conditions: (1) clinically relevant and customizable information delivery, (2) provision of comprehensive medical summary with trends, (3) availability of patient education materials and community resources, and (4) simplicity and ease of navigation. Table 2 describes the key suggestions voiced by the PCPs for future design of the CDSS to be successfully adopted.
Focus Not on Prevention But on Comorbidities

Almost all respondents reported that a significant portion of their patient populations was overweight, and they also noted that about 60% to 70% of patients had hypertension, diabetes, or other comorbidities. Even young populations presenting to primary care tended to have elevated BMIs or abnormal glucose levels. However, the respondents noted that they gave priority to management of the comorbidities rather than focusing on prevention and management of obesity. Respondents also noted they did not routinely use pharmacologic treatments for overweight or obesity but more to treat comorbidities, such as hypertension or elevated blood glucose levels.

About 80% of the patients I see are going to have one of the three: hypertension, diabetes, or obesity; and probably safe to say 60-70% definitely have all three. A lot of what I'm seeing is for blood pressure and diabetes management specifically. [Certified registered nurse practitioner, female]

I try not to [prescribe medicine]. I have a fair number of patients that would like a pill to fix their weight problem. And sometimes they break me down and I do [prescribe medicine]. If I prescribe something, an appetite suppressant to help lose weight, it’s under the premise that it’s very short term, no more than three months. [Internist, female]

Table 2. Suggestions from primary care providers regarding preferrable clinical decision support system features.

<table>
<thead>
<tr>
<th>Suggestions</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed of the information technology</td>
<td>“The other thing would be – does it run efficient? There are parts of Cerner that literally if you click the button, you’re going be sitting there for 2 minutes just waiting, waiting, and waiting.” [Primary care physician, male]</td>
</tr>
<tr>
<td>Synthesis of available information</td>
<td>“I think what would be good is if you had a piece of software that could extract that [lab] data out of the record. And then you could click on a button at the top of the record, and it said ‘weight management’. If you click, it would have drop down algorithm and it was connected to the orders.” [Primary care physician, male]</td>
</tr>
<tr>
<td>Fit in the workflow</td>
<td>“So, whatever you come up with has to be something that’s integrated and uses the data that’s there, and gives you immediate feedback. It can’t be something that takes three minutes to enter the data.” [Primary care physician, male]</td>
</tr>
<tr>
<td>User-friendly with minimalist design</td>
<td>“So, ideally something self-contained, within the same page gives me kind of risk information and recommendations based of that, especially if it could be set up that off of that page, I could directly order things. That would be amazing.” [Primary care physician, male]</td>
</tr>
<tr>
<td>Flexibility</td>
<td>“I think you definitely need to maintain the ability to customize or edit because, again, these are just sort of recommendations and sort of a part of the picture that the risk calculator gives you, but, you know, as long as you know, you could sort of edit to customize and individualize to a patient.” [Primary care physician, female]</td>
</tr>
<tr>
<td>Justification of treatment based on guidelines</td>
<td>“If there was something to standardize [management of] obesity and would give you a quantifiable number that puts them at a higher risk factor. So, if there was something that took in more either genetic versus biological markers that could be influential, I think that would be very useful and something that we would definitely want to implement and make it more of a standardization and not just an extra research tool.” [Primary care physician, male]</td>
</tr>
</tbody>
</table>

Current Management Practice of Obesity in PCP Clinics

BMI as a Main Diagnostic Measure

According to the respondents, BMI remains the primary tool for assessing obesity, as it is easy to access, is affordable to measure, and can conveniently be used to monitor weight changes. Additionally, participants responded that waist circumference measurement has not been integrated into routine practice. Patient risk factors associated with being identified or diagnosed as overweight or obese by their physician included higher BMI, family history, lifestyle, and habits. Respondents noted that they provided metabolic screening depending on patient’s BMI, including blood glucose and blood lipids levels.

We don’t measure it [waist circumference] in our clinic. We do have the BMI. So, the first point is BMI-this is all I look at because that’s what I have available, and it’s just a measure of numbers and the calculation. So, it’s easy. [Internist, female]

I look at their medical and family history. Like if they have diabetes in the family, then obviously that puts them at a higher risk automatically. Or if they have family members with hypertension. So, family history is very important for my understanding. [Internist, female]

Reliance on Lifestyle Modifications

Most of the respondents’ approaches to weight management were limited to assessing physical activity and assessing readiness for change, dietary habits, and expectations. The most common recommendations were to increase physical activity and dietary changes. Interestingly, half (5/10, 50%) of the
respondents noted they did not have any formalized treatment plan to manage overweight or obesity and did not follow specific treatment guidelines. In addition, there was limited use of external sources of weight management support, with only few patients being referred to weight loss clinics, mainly due to limited coverage of services by health insurance companies. External resources frequently included a nutritionist and a commercial weight loss program (eg, Weight Watchers).

I do not have sort of very specific treatment guidelines. I'm not saying I'd be opposed to that. I just have my own practice at this time. It really will depend, because I'm trying to gauge a person's willingness to change, so I will certainly ask some typical, open-ended questions about what have they tried in the past. It really becomes an individualized approach. [Internist, male]

I would say exclusively exercise and diet. More recently, I [started] referring patients with BMI 30 or higher with multiple comorbidities to the weight loss program. [Primary care physician, female]

Lack of Knowledge About Referral Options in the Community

Respondents agreed that resources for intense lifestyle intervention and social support were important for the patients; however, respondents also noted the lack of knowledge about referral options in the community, including commercial-based programs. Because of the range in the socioeconomic status of their patient population, respondents expressed wanting point-of-care information about various affordable and convenient options that would be readily accessible and affordable for patient engagement.

I think there are a lot of resources out there but to be honest with you, I don’t think that we really know where the resources are. Everyone, probably, has their own little list of resources that they use, I think. [Primary care provider, male]

I don’t think I necessarily have a good handle on it [the local resources]. I have certain things that I would say as a ‘go to’ that are probably out of date and missing a lot of some of the newer [resources]. [Certified registered nurse practitioner, female]

Lack of Patient Education Literature

One of the challenges voiced by respondents was lack of appropriate, “meet them where they are” weight management educational materials accessible for use at the point of care or after consultation.

Time during a visit is at a premium. In theory, our visits are 20 minutes, by the time the patient gets here, checks in, and triaged, I generally have about seven minutes out of 20 minutes to see a patient. Maybe a little bit more, sometimes a little less. [Primary care physician, male]

The printed materials are not very good that we have available. They are not very helpful. That is why I don’t give them out very often. [Primary care physician, female]

Need for CMDS

Need for a Risk Stratification Tool Embedded Into the CDSS

Almost all respondents (9/10, 90%) expressed an interest in having a CDSS that would incorporate diabetes and cardiovascular disease risk assessment and, based on the risks, outline a treatment plan. As respondents noted, the advantage of using a CDSS would be providing “legitimate justification” for a treatment plan with an assumption that patients understand their risk and the reason for the proposed treatment. To the authors’ knowledge, there is no decision support system available to assist providers in evidence-based weight loss treatment intensification. There is, however, a diabetes management protocol that has been developed but is not part of the electronic health records at this institution.

Currently, I have to pick up my phone, get on my coronary app and then put all the information. So, you could see where a tool like this that is incorporating the coronary risk score would be quite helpful built within Cerner. If it could even populate the data that we have with more recent blood pressure, that would be even more useful. [Primary care physician, male]

Ideally, it would be something that I could just turn the computer monitor and show the patient, saying “Okay, well, this is why I'm recommending it. Your A1C is 5.9, up from 5.6 last year. Your cholesterol is up, your weight is up. So, this gives you a 17% chance of diabetes in the next two years. And these are the steps that we recommend... [Primary care physician, male]

Diagnostic-Supported CDSS

Respondents noted a need for an CDSS that would consider diagnostics, such as relevant patient data and lab results. In addition, respondents indicated it would be useful to have access to clinically meaningful trends and track risk scores for complications. A majority of respondents manually calculate various risk scores, such as the 10-year Atherosclerotic Cardiovascular Disease (ASCVD) risk; therefore, embedding such a calculator in the CDSS could increase efficiency and reduce error.

If we had a good algorithm based on BMI and any potential risk factors that was easy to follow and implement, with good handouts and appropriate referral or community resources there, and if we could collate that information, I think it could be helpful. [Primary care physician, male]

The main risk calculator that I use is the 10-year cardiovascular risk when I'm trying to decide if somebody should be on a statin. I just have on my phone and I just pull it up when I get their [patients'] labs back and plug in the numbers. Risk calculator
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would be helpful to have [embedded] in the computer as well. [Primary care physician, female]

**Incorporating Evidence-Based Practice**

Respondents thought that having a CDSS that incorporates evidence-based clinical guidelines for management of obesity or overweight, both medical and behavioral, and that provides intervention recommendations would standardize and streamline the care provided and interventions suggested to their patients. The general idea was that such a system might help assist with managing patients with required tests, follow-up appointments, and preventive care.

I wouldn't say that I could speak for the whole clinic, I may just not be getting something that everyone else is doing. But we would be very open to having a tool that brings a standardization and also makes sure you're not overlooking anything and following a best practice guideline on initial management, and then also routine follow up. [Internist, female]

I think what would be most beneficial is having suggested treatment plans. It would help me to know that I am on the right track if I had a treatment plan that was suggested based upon their [patient] other chronic co-morbidities and their current A1C results or current blood sugar trends. [Certified registered nurse practitioner, female]

**Ability to Have Resources to Make Referrals and Educate Patients**

Respondents expressed a strong interest in information about accessible and affordable resources in the local community for patients struggling with overweight or obesity. They believed that it would enhance patient engagement and motivate patients toward behavior change. In addition, several respondents suggested that, if the CDSS had the means to efficiently provide appropriate educational materials to patients, it could improve the patient’s participation in their own care:

...having good patient-friendly handout material that was easy to attach in the patient portal in terms of a new diet, recommendations based on ADA or other more popular diets like the DASH (Mediterranean Diet) or other types of things based on the patient's history. I do think that would be helpful. [Primary care physician, female]

Maybe [CDSS] gives you an option that you can click on, like option A “Would this person be interested in nutritional counseling?”, option B “Do you want to print this list of printouts to give them and present to them during your clinic visit?”, or “Would they want a referral to weight loss clinic?” I mean, it would be awesome if we had some way to refer people to some community resource near them where they could be contacted and offered some kind of like exercise class or a way to get into a walk group or something. [Certified registered nurse practitioner, female]

---

**Discussion**

**Principal Findings**

In this study, we sought to understand and capture user requirements for a system that evaluates the stage and severity of cardiometabolic disease that would be incorporated into a CDSS. The idea to involve intended users early in the design process is well supported in the literature [26] and results in aligning user expectations with the resulting functionality [27]. Currently, the PCPs’ approach to management of overweight and obesity largely focuses on treating comorbidities and counseling lifestyle modifications such as diet and exercise. There is limited use of medications to combat overweight and obesity. Although there are existing guidelines for obesity treatment [28] and related cardiometabolic conditions such as diabetes [29] and hypertension [30], our respondents were not consistently using them for diagnosis or treatment purposes.

**Comparison With Prior Work**

Findings from this study are consistent with a growing body of literature on how PCPs manage overweight and obesity, as well as on what CDSS features increase likelihood of its uptake. Turner et al [31] found, among a nationally representative sample of active health care providers, that (1) knowledge of physical activity and dietary guidelines was limited and (2) understanding of the appropriate initiation, intensity, and duration of pharmacotherapy was often inconsistent with evidence-based guidelines. Another study found that PCPs were least likely to say they would prescribe medication or refer a patient to counseling [32]. Regarding CDSS features, a systematic review by Groenholf et al [33] found that design and usability were important drivers behind the success, noting that information should be displayed all at once and at one glance. In addition, the lack of insight into the automated computation and source of information decreased user satisfaction. Further, the most recent systematic review by Kouri et al [34] identified important CDSS features that significantly predict uptake, such as inverting the need for provider data entry by mining patient data from within electronic health record systems to inform CDSS.

**Implication for Practice**

An important consideration would be providing easy access to the latest evidence-based clinical standards and protocols by embedding them in the CDSS. As a first step, CDSS could include measurement tools to perform a diagnostic evaluation based on evidence-based guidelines. If currently only BMI is considered, a more comprehensive evaluation must include additional measures such as measurement of waist circumference. Further, for the treatment, the physicians should be able to obtain clinical decision support by using CDSS to analyze pertinent information about the patient’s current clinical condition, including information about medication, lab results, and treatment compliance. Given support for the CDSS among our sample, we propose a design of a CDSS that provides suggestions for treating the primary and augmenting medications with explanations. For the purposes of follow-up, the CDSS should have reminders to ensure the important considerations are not overlooked. Moreover, it could also recommend and
display when the patient should return for a visit. All entries should be automatically stored, providing electronic documentation and record keeping, thus providing access to complete patient information. Overall, information about a patient’s demographic characteristics and other clinical records should be accessible by a single click.

Implications for Development
Results from this study were used to better understand user requirements within a parallel system analysis and design framework (see Figure 1), the importance of which was to ensure the voice of the user was adequately and accurately represented [20]. In this phase, we present the conceptual framework with the findings applied as high-level categories (see Figure 2). These categories and the details behind them as presented throughout this study will be used to inform the evaluation.

Figure 2. The conceptual framework with the findings as high-level categories.

- Clinically relevant and customizable information delivery
- Comprehensive medical summary with trends
  - Risk assessments
  - Population-level stratification
  - Stage of cardiometabolic risk
- Patient education and community resources
- Simplicity and navigation ease

Limitations
There are several limitations of this study. First, the 10 participants, predominantly non-Hispanic White (9/10, 90%), represented PCPs at a large academic center in the southeast. A small homogenous sample size could potentially limit the generalizability of our findings, and we recognize the need to add breadth and depth to this participant sample as development ensues. In addition, the strength of the study was our consideration of assuring intercoder reliability. Thus, we feel confident that we are correctly representing the voices of our participants.

Conclusion
Implementation of a CMDS system in the form of a CDSS could be used as a risk assessment tool that also provides risk-based and evidence-based treatment or program recommendations to better manage overweight and obesity and prevent diabetes. Results from this study provide unique insight to developers and researchers to identify areas for design optimization for improved end user experience to ensure successful adoption of the CDSS.
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Abstract

Background: Digital mental health interventions have shown promise in reducing barriers to effective care for depression. Depression and related mental disorders are known to be highly comorbid with common chronic physical conditions, such as obesity and type 2 diabetes. While some research has explored the interaction dynamics of treating populations living with both mental and physical disorders, very little is known about such dynamics in digital care.

Objective: We aimed to examine the effectiveness of a 12-week, therapist-supported, app-based cognitive behavioral therapy program in improving symptoms of depression and anxiety. The studied population included adults with a heavy burden of chronic physical disease, including obesity and type 2 diabetes.

Methods: A total of 1512 participants with at least moderate depression were enrolled. The treatment cohort consisted of 831 (54.96%) participants who completed a follow-up assessment. The program included structured lessons and tools (ie, exercises and practices) and offered one-on-one weekly video counseling sessions with a licensed therapist for 12 weeks and monthly sessions thereafter. The clinically validated 8-item Patient Health Questionnaire (PHQ-8) and the 7-item Generalized Anxiety Disorder scale (GAD-7) were used to assess depression and anxiety, respectively. Linear mixed-effects modeling was employed to examine changes in depression and anxiety over time. Given correlation among various measures of program usage, a composite variable for depth of usage was used to analyze the correlation between usage and changes in depressive symptoms. Body weight changes from baseline were assessed primarily with digitally connected scales.

Results: Out of 831 participants in the treatment cohort, 74.5% (n=619) showed a clinically significant reduction in depressive symptom severity after 12 weeks, where follow-up PHQ-8 scores had shifted downward by at least one diagnostic category. In total, 67.5% (n=561) of the participants showed a reliable improvement in PHQ-8 scores as measured by the reliable change index. There was an average reduction of 5.9 (SD 5.2) points (P<.001) between baseline and follow-up. Greater program usage was correlated with greater likelihood of reliable improvement in depressive symptoms (odds ratio 1.3, 95% CI 1.1-1.5; P=.002). An exploratory analysis of body weight changes with a multilevel, mixed-effect model suggested that reliable improvement in depressive symptoms at follow-up was associated with significantly greater weight loss at 9 months (β=−1.11, P=.002).

Conclusions: The results provide further support that digital interventions can support clinically meaningful improvements in depression. Some form of synergy in treatment of comorbid depression and obesity or diabetes could be studied in future research. The study was limited by postintervention participant attrition as well as the retrospective observational study design.

(JMIR Form Res 2022;6(7):e38005) doi:10.2196/38005

KEYWORDS
depression; anxiety; CBT; digital mental health intervention; cognitive behavioral therapy; digital health; obesity; diabetes; mental health
Introduction

In 2016, mental health disorders affected more than 1 billion people worldwide [1]. Among mental health disorders, clinical depression carries a lifetime risk of 15% to 18% [2] and has the strongest association with disability-adjusted life years, a global benchmark of disease burden [1,2]. Depression is also the psychiatric condition most strongly associated with suicide [3]. The relationships among clinical depression, well-being, and health care costs have been well documented, with costs of care for patients living with depression higher across spending categories [4,5].

It has been estimated from nationally representative surveys that the prevalence of depressive symptoms in the United States increased 3-fold during the COVID-19 pandemic, with the majority of those affected already having been at elevated risk [6]. Simultaneously, the pandemic has accelerated the adoption of digital technology to deliver health care, particularly for mental health, and highlighted the promise of remotely delivered health services when traditional models may not have been available or accessible [7].

Digital mental health interventions (DMHIs) are potentially scalable and effective treatment solutions for mental health. Although research evaluating the effectiveness of DMHIs notes significant heterogeneity in terms of study design, clinical model, and intervention characteristics, meta-analytic reviews of smartphone-based interventions have observed a clinically significant treatment effect compared to both wait-list and active controls for depression and anxiety symptoms [8-10].

There is considerable research consensus that cognitive behavioral therapy (CBT) is a highly effective therapeutic modality for the treatment of clinical depression and anxiety because of relatively short intervention durations with strong outcomes [11,12]. Specifically, CBT-based digital interventions were associated with a significantly greater reduction in depression compared to non-CBT therapeutic approaches (eg, mindfulness, psychoeducation, and mood monitoring) [9]. In the context of DMHIs, digital CBT interventions appear to be equivalent to face-to-face interventions in terms of treatment efficacy [13-16]. Furthermore, a recent assessment of digital CBT offerings that evaluated patient preference, cost savings, and clinical benefit concluded that a provider-guided digital CBT program was likely the most effective approach for depression and anxiety compared to self-guided and face-to-face interventions [17].

In addition to evaluating the efficacy of CBT-based digital interventions, there has been growing research interest in exploring their mechanisms, particularly in the role of program engagement in DMHIs. Recently, Chien et al [18] employed a machine learning–based approach to explore patterns of engagement with a digital CBT program and their relationship with improvements in depression and anxiety. While the study did identify five distinct classes of program engagement, from low to high engagement, all classes were all positively associated with clinical improvement. Higher engagement classes were associated with greater improvement in depressive symptoms, so a possible dose-response effect was suggested.

However, it has been observed that user engagement can be difficult to define and measure [19]. Where usage generally measures observable actions, engagement implies some subjective experience of the digital intervention with a focus on the quality of the experience [20,21]. Furthermore, as Torous et al [22] note, usage over time, a commonly used measure of engagement, cannot distinguish a user whose mental health needs have been met by an app with a single instance of usage from one who needs repeated access for support.

One app feature that has been previously operationalized as a measure of DMHI engagement is lesson completion [23]. Lessons are typically brief pieces of evidence-based content intended to support a skill or health habit. They can also serve a crucial function in mental health interventions, digital or otherwise. CBT, in particular, emphasizes the practice of skills in between sessions by way of “homework assignments” or lessons in order to reinforce practices such as cognitive reappraisal [24]. Kazantzis et al [25] observed a stronger treatment effect size for CBT-based therapeutic interventions that incorporated homework when compared to interventions without a homework component. Lesson completion has also been used as a measure of treatment adherence and has shown a positive association with improvements in depression and anxiety [17,25-29]. It has been noted that the ubiquity of smartphones and the flexibility of the technology enables access to extensive content, on demand or needs based, that is difficult to replicate in traditional delivery models [28,30].

Lastly, an often-overlooked dimension of clinical depression, particularly in the context of DMHIs, is its frequent co-occurrence with chronic health conditions, such as type 2 diabetes and obesity [31-33]. Among other aspects, depression is known to hamper self-care and medication adherence [33]. Cross-sectional research suggests a 1.18 times greater likelihood of depressive symptoms in individuals with obesity than in those without [34]. Similarly, the risk of prediabetes and related measures appears to be markedly elevated among those newly diagnosed with depression [35,36]. This relationship tends to be stronger among women [34,35]. In their meta-analytic review of collaborative care to treat depression and diabetes in tandem, Atlantis et al [31] observed significant improvements in both depression and glycemic management with tandem treatment. Another systematic review showed that psychological interventions tailored for people with diabetes were effective in improving both glycemic management (ie, hemoglobin A1c [HbA1c]) and elevated diabetes distress [37]. There are indications that the relationship between chronic conditions and depression are bidirectional, with an increased incidence of diabetes among those with diagnosed depression [38-40]. Many app-based health interventions have a singular health focus (eg, depression, weight, or diabetes management), making it more challenging to fully understand the impact and the influence of co-occurring conditions on treatment adherence and health outcomes [41].

In sum, research suggests that CBT-based DMHIs are feasible and effective solutions for depression and anxiety disorders [42-44]. There are some preliminary indications that the extent of program usage may influence treatment adherence and
outcomes [45]. There remain open research questions on how intervention type, mode of delivery, and mechanisms may affect treatment outcomes. There has also been less focus on DMHIs in populations living with co-occurring depression and chronic health conditions.

In this study, we evaluated the Vida CBT Program for moderate depression and anxiety in a polychronic adult population, that is, one with a high prevalence of chronic health conditions. Vida Health is a Health Insurance Portability and Accountability Act–compliant, app-based platform for management of both mental and physical health that combines tailored content with counseling by licensed therapists and other health education specialists. The platform is available directly to consumers or as a benefit from select employers and health plans. The primary objective of this study was to assess changes in depression following a 12-week digital CBT program: the Vida CBT Program. We hypothesized that participants who completed the program would show a reduction in depressive symptoms and that measures of program usage would be positively associated with these improvements. As part of a preliminary exploratory analysis, we also evaluated changes in weight among participants concurrently enrolled in a Vida physical health program. We suspected that improvements in depression would be positively associated with stronger weight loss.

**Methods**

**Study Design**

This study used a single-arm, retrospective design to evaluate changes in depression and anxiety following the Vida CBT Program.

**Ethics Approval**

The study protocol and informed consent statement was reviewed and approved by the Western Institutional Review Board Inc (protocol No. 20192591), an independent institutional review board. All data were fully anonymized prior to data analysis. Informed consent statements were sent to participants upon enrollment in the Vida CBT Program.

**Measures**

The 8-item Patient Health Questionnaire (PHQ-8) was used to assess severity of depressive symptoms. The following standard scoring cutoffs were applied to classify depressive symptom severity: 0 to 4 (asymptomatic or minimal), 5 to 9 (mild), 10 to 14 (moderate), 15 to 19 (moderately severe), and 20 or higher (severe). Anxiety symptoms were assessed using the 7-item Generalized Anxiety Disorder scale (GAD-7) using the following standard score cutoffs to classify anxiety symptom severity: 0 to 4 (asymptomatic or minimal), 5 to 10 (mild), 11 to 17 (moderate), and 18 or higher (severe). The PHQ-8 and GAD-7 are widely used in clinical settings and have shown robust reliability and validity [39,40]. The assessments were administered in the app automatically at program start, week 6, week 12, and every 3 months thereafter for up to 1 year. Participants were encouraged to complete the survey on the day of receipt but had the option to complete the assessment at any point during the 2 weeks following receipt, after which the survey would disappear until the next assessment time point.

Therapists also had the option of sending the instrument to the participant at any point during the intervention as they deemed clinically appropriate.

Body weight was a secondary outcome measure in this study. Weight outcomes were either recorded via a connected wireless scale or self-reported by the participant using a logging tool available in the Vida Health app. Participants could either sync their personal wireless scale to the app or order a digitally connected scale via the app.

**Study Sample and Recruitment**

The study was open to adults, 18 years of age or older, who were fluent in English and had access to a smartphone or tablet. Participants were recruited between September 2019 and January 2021 using a combination of emails, mailers, and phone outreach efforts. The Vida Health app is available to individuals across the United States and can be downloaded from the Apple App Store or Google Play. Participants were drawn from several insurance plans and employers for whom Vida Health was offered as a covered benefit.

Upon downloading the app, participants completed a brief intake questionnaire that included name, contact information, basic demographics (ie, age, gender, height, and weight), and existing health conditions. Participants were offered a variety of health domains to focus on. Some participants chose to begin the Vida CBT Program directly. Others began in the Vida digital programs for weight loss or diabetes management described previously [46,47]. Participants received and completed an intake PHQ-8, and those with a score of 10 or greater (moderate depression) were included in the study. All participants also completed a baseline GAD-7 assessment. Eligible participants were paired with a licensed therapist based on their state of residence and preferred times for consultations. Therapists were mental health professionals working for Vida Health, licensed by their state’s respective licensure board. Participants with severe depression (PHQ-8 score ≥20) or severe anxiety (GAD-7 score ≥15) were ineligible for the Vida CBT Program and were referred to alternative sources of care. Additional exclusion criteria included eating disorders, substance use disorder, suicidality, homicidality, acute posttraumatic stress disorder, and episodes of mania or psychosis. Participants who presented with any of the above symptoms during the intervention were referred for care outside of Vida Health. Participants who chose to enroll initially in weight loss or diabetes management programs and were then screened into the Vida CBT Program had the option to continue both programs simultaneously.

**Therapeutic Approach and Intervention**

A fundamental focus of CBT is to address maladaptive thinking patterns by understanding the associations among thoughts, emotions, and behaviors [48]. As part of the Vida CBT Program, participants received structured multimedia (ie, audio, video, or text) lessons, activities, and practices within the app. Based on core CBT principles, such as guided discovery and conscious re-evaluation, these lessons were designed to increase awareness of one’s thinking patterns and support the practice of alternative, adaptive thoughts [24]. Ahead of their initial consultation with a Vida therapist, participants completed an informed consent.
form for psychotherapy that detailed their rights to confidentiality and limits to confidentiality, including mandated reporting requirements as stipulated by the therapist’s licensing board and state regulations. At the initial consultation, therapists performed a comprehensive biopsychosocial assessment that included a review of previous treatments and diagnoses, current presenting problem, and symptoms. Participants could communicate with their therapist using live video or audio consultations as well as with asynchronous messaging in the app.

Following the intake, therapists documented their initial diagnostic impressions and developed individualized treatment plans with short-term and long-term goals. Participants were offered weekly video or audio consultations with their therapist for the first 12 weeks and shorter monthly follow-up sessions thereafter for up to 1 year. Each therapist consultation comprised setting goals and homework activities for the upcoming week along with a review of strategies for further cultivating concepts and skills learned from earlier sessions. In between sessions, participants could complete assigned homework and use a thought tracker in the app. Lessons, once shared, remained available in the app for the participant to review and revisit concepts. The thought tracker feature allowed participants to record current thoughts using a Likert scale to assist in identifying, evaluating, and restructuring distorted thought patterns. In program weeks 10 through 12, therapists worked with participants to create a Wellness Recovery Action Plan intended to support maintenance of acquired skills and improved functioning and to prevent relapse [49]. Select screenshots from the program are shown in Figure 1.

Figure 1. Screenshots from the Vida CBT Program. CBT: cognitive behavioral therapy.

Participants who were concurrently enrolled in a program for chronic disease management also worked with an additional Vida provider (ie, a certified health coach or registered dietitian) who could collaborate on care with the relevant therapist. As in the Vida CBT Program, they were offered synchronous consultations weekly for up to 12 weeks and monthly thereafter for up to 1 year. All providers received extensive training on motivational interviewing, an approach that leverages improving perceived self-efficacy and autonomy to facilitate healthy behavior change [50]. Additionally, participants received app content covering topics such as nutrition, exercise, and medication adherence. All content was informed by evidence-based research and literature on health behavior change as described previously [46,47,51].

Statistical Plan

Change in depression, based on PHQ-8 scores, between baseline and follow-up was the primary dependent variable. We performed a paired, 2-tailed t test to assess if there was a significant change in PHQ-8 scores from baseline. We used a second paired t test to evaluate changes in anxiety scores among participants who scored in the moderate anxiety range at baseline (ie, GAD-7 score ≥11). Mean normalization was applied to all continuous predictors (eg, age). A Boolean variable was created for the presence of co-occurring anxiety (1 = baseline GAD-7 score ≥11). Gender was also coded as a binary variable (1 = female). Since we could not assume that all therapists were equally effective, all regression analyses were conducted using a cluster-robust approach with therapist as a cluster group variable [52]. The reliable change index (RCI) for depression and anxiety was also computed. RCI, a commonly used measure in psychometrics, is the ratio of the difference in pre-post assessment scores to the standard error of measurement [47,48]. An RCI score of 1.96 or higher (ie, 1 above the 95% CI) is regarded as an indication of reliable, statistically meaningful change [53].

To explore the interaction between program usage and changes in depression, we tabulated five program features that broadly encompass the program experience: number of therapist consultations, number of messages sent to the therapist, number of “core” lessons opened, number of thoughts logged, and total number of content pieces opened. Core lessons were those related to fundamental CBT concepts (eg, cognitive restructuring, behavioral activation, and techniques for addressing maladaptive thinking) [24]. Data exploration revealed a right skew for each of the usage factors, that is, a subpopulation of participants who used the app features quite extensively. In order to retain these heavy app users, but to limit their influence on downstream analyses, all usage factors were right-winsorized at the 99th percentile [54]. The treatment cohort showed a notable female predominance, a finding not unusual
in studies of mental health service use in the United States [55-57]. In this study, in order to adjust for this, the established technique of oversampling was employed, wherein 715 participants were drawn at random from the 116 participants who did not identify as female [58,59].

Finding, as expected, that features of program usage were correlated, we constructed a composite variable to limit collinearity. Participants were assigned an ordinal variable from 0 to 5, where 1 unit was assigned for each usage feature in which the participant was above the 25th percentile. Thus, someone with a depth-of-usage score of 5 had activity above the 25th percentile in each of the usage factors, while a score of 0 indicated usage within the 25th percentile across all usage features. We chose the 25th percentile as it empirically separated users into high and low usage categories without selecting only for the right tail of usage as alluded above. With reliable change as the binary dependent variable (1 = reliable improvement in depression symptoms), a cluster-robust logistic regression evaluated the relationship depth of usage and improvement in depression symptoms. Controls included therapist cluster, baseline PHQ-8 score, gender, presence of anxiety, and age.

A supplementary analysis evaluating changes in weight outcomes among participants concurrently enrolled in the Vida weight loss program was conducted. Analysis was restricted to participants who had been enrolled for at least 6 months and had logged weight at least twice in that period. A linear, mixed-effects model was used to address potential heterogeneity in the frequency and number of weight logs by participants and provider-level differences [60]. Percent change in weight from baseline was regressed on the following fixed factors: program time (in months), baseline BMI category (obesity or overweight), and reliable change (1 = reliable improvement in PHQ-8 scores; 0 = no reliable improvement) [61]. Participants and providers were specified in the model as random factors.

All data preparation and analyses were performed using Python (version 3.7.9; Python Software Foundation) and Stata (version 16.1; StataCorp LLC).

Results

Overview

A total of 1512 participants enrolled in the Vida CBT Program between September 2019 and January 2021. A schematic of the participant flow is presented in Figure 2. Of those, 54.96% (n=831) had a follow-up PHQ-8 assessment between weeks 6 and 12 and were considered part of the treatment cohort. Analyses evaluating changes in depression scores from baseline were restricted to the treatment cohort. The remainder of the study cohort, equal to 45.04% (n=681) of the participants, failed to complete a follow-up PHQ-8 during the assessment window. These participants were excluded from the primary analyses; however, we performed a supplementary intention-to-treat (ITT) analysis to evaluate overall changes in PHQ-8 scores from baseline across the entire cohort. Among those without a valid follow-up, 71.5% (487/681) did not have any assessment after their baseline. For these members, a baseline carryforward approach was employed. The remaining 28.5% (194/681) of the participants completed an assessment before finishing 6 program weeks. For these members, a last-value carryforward approach was applied.

Baseline characteristics of the study cohort are reported in Table 1. In addition to depression, the entire study cohort self-reported living with at least one chronic physical health condition (ie, type 2 diabetes, cardiovascular disease, or obesity). There were no significant differences in baseline PHQ-8 scores between the treatment and incomplete groups at baseline (t_{1510}=1.2, P=.22). There was a significantly lower rate of comorbid anxiety, defined as a GAD-7 score of 11 or higher, among participants in the treatment cohort (χ^2_{1}=19.5, P<.001). A 2-tailed chi-square analysis indicated that there were significantly more women in the treatment cohort compared to the program noncompleter group (χ^2_{1}=7.1, P=.01). There were also more participants concurrently enrolled in a health coaching program for a chronic condition in the treatment cohort (χ^2_{1}=171.1, P<.001). Lastly, we observed a significant average difference in age of 2.3 years between the treatment cohort (mean 48.5, SD 11.4 years) and noncompleters (mean 46.2, SD 12.4 years; t_{1510}=-3.8, P<.001).
Figure 2. A schematic of the participant flow. CBT: cognitive behavioral therapy; PHQ-8: 8-item Patient Health Questionnaire.

Table 1. Demographic characteristics of the treatment and intention-to-treat study cohorts.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Incomplete data (n=681)</th>
<th>Treatment (n=831)</th>
<th>Total (N=1512)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants (N=1512), n (%)</td>
<td>681 (45.0)</td>
<td>831 (55.0)</td>
<td>1512 (100)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>552 (81.1)</td>
<td>715 (86.0)</td>
<td>1267 (83.8)</td>
</tr>
<tr>
<td>Male</td>
<td>127 (18.7)</td>
<td>113 (13.6)</td>
<td>240 (15.9)</td>
</tr>
<tr>
<td>Not disclosed</td>
<td>2 (0.3)</td>
<td>3 (0.4)</td>
<td>5 (0.3)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>46.2 (12.4)</td>
<td>48.5 (11.4)</td>
<td>47.5 (11.9)</td>
</tr>
<tr>
<td>Baseline PHQ-8a score, mean (SD)</td>
<td>14.6 (3.3)</td>
<td>14.4 (3.4)</td>
<td>14.5 (3.3)</td>
</tr>
<tr>
<td>Has anxiety (GAD-7b score ≥11), n (%)</td>
<td>467 (68.6)</td>
<td>478 (57.5)</td>
<td>945 (62.5)</td>
</tr>
<tr>
<td>Enrolled in physical health program, n (%)</td>
<td>360 (52.9)</td>
<td>697 (83.9)</td>
<td>1057 (69.9)</td>
</tr>
<tr>
<td>Chronic physical health condition, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obesity</td>
<td>554 (81.4)</td>
<td>723 (87.0)</td>
<td>1277 (84.5)</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>367 (53.9)</td>
<td>503 (60.5)</td>
<td>870 (57.5)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>316 (46.4)</td>
<td>468 (56.3)</td>
<td>784 (51.9)</td>
</tr>
</tbody>
</table>

aPHQ-8: 8-item Patient Health Questionnaire; depressive symptom severity by score is classified as follows: 0 to 4 (asymptomatic or minimal), 5 to 9 (mild), 10 to 14 (moderate), 15 to 19 (moderately severe), and 20 or higher (severe).
bGAD-7: 7-item Generalized Anxiety Disorder scale; a score of ≥11 indicates moderate to severe anxiety.

Principal Results

Out of 831 participants in the treatment cohort, 74.5% (n=619) showed a clinically significant reduction in depressive symptom severity in 12 weeks, where follow-up PHQ-8 scores had shifted downward by at least one diagnostic category. A total of 67.5% (n=561) of the treatment cohort participants showed a reliable improvement in PHQ-8 scores as measured by the RCI. There was an average reduction of 5.9 (SD 5.2) points between baseline and follow-up (Table 2). A 2-tailed, paired t test revealed a significant reduction in scores between baseline and follow-up (t830=32.9, P<.001). A cluster-robust linear regression examining the association between change in PHQ-8 scores and baseline scores, co-occurrence of anxiety, gender, age, and concurrent enrollment in physical health revealed a significant inverse relationship between baseline and change in PHQ-8 scores (β=–1.7, P<.001). That is, greater baseline depression severity was, unsurprisingly, associated with greater reduction of depression at follow-up. We observed that the co-occurrence of anxiety was associated with a smaller reduction in depression scores (β=1.33, P<.001). In supplementary analyses, a 2-tailed, paired t test including the entire ITT cohort, using carryforward as above, indicated a slightly attenuated but still significant reduction in PHQ-8 scores at follow-up (mean –3.6, SD 4.99; t1511=29.1, P<.001).

Among the 478 participants with moderate anxiety or higher at baseline (ie, GAD-7 score ≥11), 89.7% (n=429) provided a follow-up assessment between weeks 6 and 12. A paired t test revealed a significant average reduction in anxiety scores of 6.1 (SD 5.4) points from baseline (t428=22.96, P<.001; Table 2). Additionally, 57.7% (n=276) of these participants had a reliable improvement in anxiety scores from baseline. A cluster-robust linear regression showed that higher baseline GAD-7 scores...
were associated with greater reductions in anxiety scores at follow-up (β=−3.5, P<.001). Age, gender, and baseline PHQ-8 scores were not significantly associated with anxiety score changes.

Table 2. Estimated marginal means of PHQ-8 and GAD-7 scores at baseline and follow-up.

<table>
<thead>
<tr>
<th>Assessment type and time point</th>
<th>Score, estimated marginal mean (bootstrapped 95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHQ-8a</td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>14.4 (14.2-14.6)</td>
</tr>
<tr>
<td>Follow-up (12 weeks)</td>
<td>8.5 (8.1-8.8)</td>
</tr>
<tr>
<td>GAD-7b</td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>14.8 (14.5-15.0)</td>
</tr>
<tr>
<td>Follow-up (12 weeks)</td>
<td>8.8 (8.3-9.3)</td>
</tr>
</tbody>
</table>

aPHQ-8: 8-item Patient Health Questionnaire; depressive symptom severity by score is classified as follows: 0 to 4 (asymptomatic or minimal), 5 to 9 (mild), 10 to 14 (moderate), 15 to 19 (moderately severe), and 20 or higher (severe).
bGAD-7: 7-item Generalized Anxiety Disorder scale; anxiety symptom severity by score is classified as follows: 0 to 4 (asymptomatic or minimal), 5 to 10 (mild), 11 to 17 (moderate), and 18 or higher (severe).

Program Usage Outcomes

Program usage was evaluated in the treatment cohort across a set of five program features: number of therapist consultations, number of messages sent to the therapist, number of times core lesson content was accessed, number of thoughts logged via the thought tracking tool, and number of program-related content cards viewed. As expected, there were notable correlations among these program usage factors, with Pearson coefficients ranging from 0.17 to 0.43 (Table 3).

In order to limit collinearity while evaluating the association between program usage and changes in depressive symptoms, we created a composite feature of overall depth of usage. For each usage feature, a score of 1 was assigned when activity for that specific feature was above the 25th percentile of the distribution. We then summed across each of the factors. Thus, depth-of-usage scores could range from 0 to 5, with a score of 5 indicating usage in excess of the 25th percentile of activity across the features, and a score of 0 indicating usage below the 25th percentile across the features. As noted above, the data were then resampled to adjust for the female predominance in the treatment cohort. From the resulting balanced cohort of 1430 participants, a cluster-robust logistic model controlling for age, gender, co-occurrence of anxiety (ie, baseline GAD-7 score ≥11), and baseline PHQ-8 score revealed a significant association between depth of usage and likelihood of reliable improvement in depression scores at follow-up (odds ratio [OR] 1.3, 95% CI 1.1-1.5; P=.002). In other words, greater usage across the platform was associated with improvement in depression symptom severity. The summary statistics for the features of program usage were as follows: mean number of therapist consultations was 7.04 (SD 3.4), mean number of messages sent to the therapist was 33.2 (SD 46.9), mean number of times core lesson content was accessed was 39.2 (SD 33), mean number of thoughts logged via the thought tracking tool was 13.6 (SD 16.5), and mean number of program-related content cards viewed was 8.35 (SD 12.4).
Table 3. Correlation analysis (Pearson r and 2-tailed P value) among the features of program usage (n=831).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Consults</th>
<th>Messages</th>
<th>Lessons opened</th>
<th>Thoughts logged</th>
<th>Content viewed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consults</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.29\textsuperscript{a}</td>
<td>0.26\textsuperscript{a}</td>
<td>0.26\textsuperscript{a}</td>
<td>0.17\textsuperscript{a}</td>
</tr>
<tr>
<td>P value</td>
<td>_\textsuperscript{b}</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Messages</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.29\textsuperscript{a}</td>
<td>1</td>
<td>0.33\textsuperscript{a}</td>
<td>0.43\textsuperscript{a}</td>
<td>0.31\textsuperscript{a}</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lessons opened</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.26\textsuperscript{a}</td>
<td>0.33\textsuperscript{a}</td>
<td>1</td>
<td>0.44\textsuperscript{a}</td>
<td>0.35\textsuperscript{a}</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Thoughts logged</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.26\textsuperscript{a}</td>
<td>0.43\textsuperscript{a}</td>
<td>0.44\textsuperscript{a}</td>
<td>1</td>
<td>0.28\textsuperscript{a}</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Content viewed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.17\textsuperscript{a}</td>
<td>0.31\textsuperscript{a}</td>
<td>0.35\textsuperscript{a}</td>
<td>0.28\textsuperscript{a}</td>
<td>1</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
</tr>
</tbody>
</table>

\textsuperscript{a}The correlation is significant at a significance level of .05 (2-tailed).

\textsuperscript{b}Not applicable.

**Exploratory Weight**

We performed additional analyses to explore changes in body weight and diabetes management among participants simultaneously enrolled in the Vida CBT Program and a physical health program.

For body weight, in order to provide adequate time for meaningful clinical change, the analysis was restricted to the 595 participants with overweight or obesity (ie, BMI $\geq$25) who had been enrolled for at least 6 months and had logged weight at least twice in the period with the latest weight coming at least 2 months after the initial enrollment. Out of these participants, 86.6\% (n=515) had a baseline BMI indicative of obesity and 13.4\% (n=80) had a baseline BMI indicative of overweight. This population logged a total of 34,469 body weight values. Out of these entries, 83.17\% (n=28,667) were logged using a wireless connected scale, and the remainder were entered manually by the participant. The majority of the participants (n=387, 65.0\%) had logged their most recent weight in the ninth program month. The most recent weight was logged at least in the eighth program month for 78.8\% (n=469) of the participants and at least in the sixth program month for 89.2\% (n=531) of them.

To account for heterogeneity in the number and frequency of weight logs among participants, as well as to handle the nested structure of the data (ie, weight observations nested within participants who were nested within providers), a multilevel mixed-effects model was used to evaluate changes in body weight across participants. Fixed factors in the model were time (program month), baseline BMI category (obesity or overweight), and reliable change in depressive symptoms (1 = reliable improvement in PHQ-8 scores; 0 = no reliable improvement). Random factors included participants and providers. We observed a significant effect of program time on percent weight loss ($\beta$=–0.37, $P<.001$). Baseline weight had a small but significant inverse association with weight loss such that higher baseline weight was associated with greater percent weight loss ($\beta$=–0.01, $P=.002$). As shown in Figure 3, reliable improvement in depression symptoms at follow-up was associated with significantly greater weight loss at 9 months ($\beta$=–1.11, $P=.002$).
**Discussion**

**Principal Findings**

The aim of this retrospective study was to evaluate the therapist-supported, digitally delivered Vida CBT Program for the treatment of moderate depression in an adult population. The treatment cohort of 831 participants with baseline PHQ-8 scores of 10 or greater were enrolled in the digital intervention and provided at least one follow-up assessment 6 to 12 weeks into the program. We observed a significant reduction in depression scores at follow-up (mean –5.9, SD 5.2), with 74.5% of participants shifting downward in symptom severity by at least one diagnostic category. A similar pattern of reduction was observed for anxiety scores among participants who had moderate anxiety (mean –6.1, SD 5.4). Supplementary ITT analysis that included the entire cohort of 1512 participants with baseline data or last-value carryforward showed a slightly attenuated but still significant reduction in PHQ-8 scores at follow-up.

Examining the relationship between program usage and improvement in depression symptoms revealed that participants who more extensively used features across the platform had a modestly greater likelihood of reliable improvement in depression scores at follow-up (OR 1.3, 95% CI 1.1-1.5). This limited dose-response relationship was seen in the context of highly right-skewed usage data overall.

Drawn largely from a medically complex adult population, cardiometabolic conditions, particularly diabetes and obesity, were highly prevalent in this population. Given the very high burden of metabolic disease in this population and the availability of interventions for these conditions on the Vida platform, although the study was not specifically designed for this, we wanted to explore these relationships in order to prepare for future research.

Our preliminary analyses showed significantly greater reduction in body weight among participants who had a reliable improvement in depression symptoms compared to those who did not show symptom improvement at follow-up. As Figure 3 illustrates, this trend was consistent throughout the program tenure and culminated in a mean body weight change of 4.5% (SD 6.3; reliable improvement in PHQ-8 scores) versus 1.5% (SD 6.1; no reliable improvement in PHQ-8 scores) at month 9 of the program.

As with much of the literature, it is impossible to infer causation from these results, but it opens a hypothesis for future research that there may be opportunities for synergy in the treatment of co-occurring mental and metabolic disorders [37,62]. Given the massive and overlapping burden of these diseases in the US population, if such synergy could be realized through efficient, digitally delivered interventions, it would certainly be welcome.

**Comparison With Prior Work**

The principal finding of improvements in depressive symptoms is consistent with the broader body of research on digitally delivered CBT programs for the treatment of mild to moderate depression and anxiety [9]. This finding reinforces, in a larger population, similar results previously published from the Vida CBT Program [23].

The relationship between program usage and outcomes in digital interventions, broadly, and DMHIs, in particular, remains a rich area of research. While this study was not designed to evaluate this, our results are consistent with several similar studies suggesting a limited dose-response phenomenon. That is, greater usage seems to correlate with improved outcomes but may not do so monotonically, as participants self-regulate their usage.
to their needs, needs that are difficult for a researcher to observe with any meaningful precision [18,63-66].

Throughout the literature, interrelations among treatments for comorbid mental and physical disorders have been noted before. The direction of causality is unclear and, indeed, may be expected to run in both directions; that is, depression and anxiety may contribute to obesity and diabetes just as much as the reverse is true. In some cases, other factors may be driving both [62,67-69]. Preliminary research in this vein has, like this study, shown some hint of synergistic treatment effects in traditional care settings [70-72].

Limitations
This study had several important limitations. The lack of a control group and the retrospective design prevents drawing any causal inferences. Missing follow-up data was also a challenge, with data unavailable for 45.0% of the overall cohort (Table 1). We attempted to mitigate this limitation with an ITT analysis using baseline data or last-value carryforward as appropriate. While this still showed a significant relationship, the improvement in depression scores was weaker when accounting for those participants.

The gender imbalance across the study cohort was notable, with 83.8% females overall and 86.0% in the treatment group. At the overall level, this is a well-characterized phenomenon of care use, particularly for mental health, in North America and Europe. Despite seemingly comparable prevalence of mental distress by gender, ratios of 2 women for every man seeking care are not unusual in the literature [73,74]. The US National Institute of Mental Health has even sponsored campaigns to address barriers to males seeking mental health care, and there is literature on this phenomenon’s underlying causes [56,75]. In this study, there was also a small but significant increase in the proportion of females in the treatment group. It may have been that whatever phenomenon inhibits males from seeking care, in general, also made males in this study less likely to follow up with treatment and assessment. This and the difference in age between the two groups could represent some self-selection of participants into the treatment group who were more likely to improve. While the ITT analysis attempts to adjust for this, some bias remains a possibility. More broadly, the limited uptake of the Vida intervention by males may limit its generalizability in a larger population.

This study was not specifically designed to investigate changes in body weight and glycemic control as related to improvements in depression and was underpowered to detect a change in HbA1c. Future research is certainly needed to explore these potential relationships. Causality in any such relationship, should it bear out, could take any possible form and would need careful study to dissect.

Conclusions
This study provides further evidence that CBT-based DMHIs can be effective tools in treating symptoms of depression and anxiety. Improvements by whole diagnostic categories were common in this cohort. Usage of the platform correlated with improved outcomes in a pattern consistent with participants self-regulating usage to their individual needs. Furthermore, this was seen in a population with a very high prevalence of co-occurring physical disorders. More research is required to determine if there may be opportunities for synergistic treatment of mental and physical disorders through a similar modality.
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Abstract

Background: The prevalence of peritoneal dialysis (PD) in Thailand is increasing rapidly in part because of Thailand’s Peritoneal Dialysis First policy. PD is a home-based renal replacement therapy in which patients with chronic kidney disease perform up to 4 exchanges of dialysate fluid per day in the peritoneal cavity. Overhydration is one of the most common complications in patients on PD and is associated with increased morbidity and mortality. To monitor hydration status, patients collect hydration metrics, including body weight, blood pressure, urine output, and ultrafiltration volume, from each dialysis cycle and enter this information into a PD logbook. The chronic kidney disease-PD (CKD-PD) app with near-field communication (NFC) and optical character recognition (OCR) was developed to automate hydration metric collection. The information was displayed in the app for self-monitoring and uploaded to a database for real-time monitoring by the PD clinic staff. Early detection and treatment of overhydration could potentially reduce the morbidity and mortality related to overhydration.

Objective: This study aims to identify usability issues and technology adoption barriers for the CKD-PD app with NFC and OCR and a monitoring system and to use this information to make rapid cycle improvements.

Methods: A multidisciplinary team of nephrologists, PD clinic nurses, computer programmers, and engineers trained and observed 2 groups of 5 participants in the use of the CKD-PD app with NFC and OCR and a monitoring system. The participants were observed using technology in their homes in 3 phases. The data collected included the Unified Theory of Acceptance and Use of Technology questionnaire, think-aloud observation, user ratings, completion of hydration metrics, and upload of hydration metrics to the central database. These results were used by the team between phases to improve the functionality and usefulness of the app.

Results: The CKD-PD app with NFC and OCR and a monitoring system underwent 3 rapid improvement cycles. Issues were identified regarding the usability of the NFC and OCR data collection, app stability, user interface, hydration metric calculation, and display. NFC and OCR improved hydration metric capture; however, issues remained with their usability. App stability and user interface issues were corrected, and hydration metrics were successfully uploaded by the end of phase 3. Participants’ scores
on technology adoption decreased but were still high, and there was enthusiasm for the self-monitoring and clinical communication features.

**Conclusions:** Our rapid cycle process improvement methodology identified and resolved key barriers and usability issues for the CKD-PD app with NFC and OCR and a monitoring system. We believe that this methodology can be accomplished with limited training in data collection, statistical analysis, and funding.

*(JMIR Form Res 2022;6(7):e37291) doi:10.2196/37291*
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**Introduction**

**Chronic Kidney Disease and Peritoneal Dialysis in Northeast Thailand**

Chronic kidney disease (CKD) is a major health problem in Thailand because of its high prevalence, cost of treatment, significant morbidity and mortality, and substantial impact on the quality of life of patients and their families. From 2017 to 2018, the Chronic Kidney Disease Prevention in the Northeast of Thailand (CKDNET) project found that the prevalence of CKD was 27% in the rural provinces of northeast Thailand [1], primarily because of rising rates of diabetes, hypertension, and other primary renal diseases [2]. Despite this increased need, there is only 1 nephrologist for every 593,000 population compared with every 44,000 population in Bangkok [3]. In 2008, the Thai government adopted the Peritoneal DialysisFirst policy for renal replacement therapy under its universal health care coverage scheme, increasing access in low-resource settings, with approximately 21% of patients on peritoneal dialysis (PD) in northeast Thailand [4]. Patients on PD manage their PD at home manually or by using a PD cyclor to deliver dialysate fluid through a catheter placed in the peritoneal cavity, where the fluid remains for several hours. They enter hydration metric data, including body weight, blood pressure, urine output, and ultrafiltration volume for each cycle, in handwritten notebooks for review by a nephrologist at bimonthly clinic appointments.

**User Design and Evaluation of Successful Adoption of the CKD-PD App**

In 2018, the Data Management and Statistical Analysis Center, Faculty of Public Health, Khon Kaen University, developed the CKD-PD mobile app to help nephrologists and patients on PD manage fluid status to prevent overhydration. It is a common complication in patients on PD. Overhydration increases morbidity because of PD-related peritonitis, stroke, congestive heart failure, major adverse cardiac events, and mortality [4-9]. The CKD-PD app has been of interest not only to nephrologists but also to the Thai Health Security Office as an intervention to improve the care of patients on PD. Early treatment of overhydration can decrease these related complications, thereby reducing hospitalization and health care expenses [10].

Many apps fail because of a lack of evaluation and removal of barriers to user adoption, fidelity of the technology, and design of the health care delivery system in which the app will be deployed [11,12]. Achieving rapid design and deployment of digital health interventions are 2 challenges facing the successful adoption and implementation of mobile health (mHealth) technologies [13]. This is especially true in low- and middle-income countries where mHealth interventions have been touted as solutions to a wide variety of health care challenges [14-16]; however, little is known about how they perform [17-19]. Before studying the effectiveness of the CKD-PD in managing overhydration in a real-world setting, a user design study was conducted using rapid cycle process improvement methods.

The objectives of this study were to (1) optimize the design and usability of the CKD-PD app and test the app in the context in which it is deployed using rapid cycle process improvement methods; (2) evaluate automatic data entry features using near-field communication (NFC) and optical character recognition (OCR) technology; and (3) identify and address the practical challenges that influence the successful adoption of the CKD-PD app and remote monitoring system in a real-world, low-resource setting.

**Methods**

**Study Population**

The study was conducted at Srinagarind Hospital, Khon Kaen University, between November 1, 2020, and April 30, 2021. Patients on PD for >3 months without a change in their PD prescription were invited to participate if they met the following inclusion criteria: aged ≥18 years, having access to a smartphone capable of running the CKD-PD app, and willing to allow research staff to observe their use of the CKD-PD app with NFC and OCR features and monitoring equipment in their home. Vulnerable populations specified as pregnant women, children, prisoners, individuals who were institutionalized, or those unable to participate in home data collection were excluded. Informed consent was obtained by the trained research staff. A total of 10 participants were enrolled and divided into group 1 (participants 1-5) and group 2 (participants 6-10). Baseline demographic data, including age, sex, education level, time on PD, and whether they used continuous ambulatory PD (CAPD) or automated PD (APD), were collected at enrollment. Participants were given prepaid cards to cover the cost of study related to internet or cellular data expenses.
CKD-PD App and Its Features

The CKD-PD app is available for free download in Android and iOS formats and is designed for daily hydration metric collection for patients on PD (Multimedia Appendix 1). Users can enter hydration metrics using manual input or voice recognition. The CKD-PD app graphically displays a patient's hydration metrics over time and uploads them to the CKDNET database stored in the Thai Care Cloud data repository [20], which is accessible to the PD clinic staff. Nephrologists can set individual hydration parameters for a patient so that they can self-monitor their hydration status. Alerts can be set to notify patients on PD and PD clinic staff when there are actionable hydration metric abnormalities, triggering a prompt review by a nephrologist and allowing the early detection and treatment of overhydration. Another key feature of the CKD-PD app is a direct link using LINE, a social messaging app widely used in Thailand, between the patient and PD clinic, facilitating communication about symptoms and changes in PD management.

A new prototype using NFC and OCR to automate the entry of hydration metric data into the CKD-PD app from measurement devices was developed. NFC uses radio frequency communication and wirelessly transmits data to an NFC-enabled device when it is placed within 4 cm. This offers a simple, low-cost solution that does not require an external power source or pairing, similar to Bluetooth. It is commonly used for mobile payments ad transit cards and, more recently, with subdermal glucose sensors [21-25]. NFC radio frequency tags with unique ID numbers can be added to medical devices such as scales. Users tap a card with an NFC receiver tag on the NFC-equipped scale and then tap it on the NFC card reader, and the data are transferred to the CKD-PD (Multimedia Appendix 2). The CKD-PD app is also equipped with OCR technology, which uses a smartphone camera to capture the digital output from the blood pressure machine and store it in the CKD-PD app.

Study Design

Overview

There were 3 user design phases separated by 2 improvement cycles. During the improvement cycle, the app improvement team analyzed the results from the previous phase and revised the CKD-PD app using the NFC, OCR, and monitoring system (Table 1). The app improvement team included study nephrologists, computer engineers and app developers, and the Data Management and Statistical Analysis Center Thai Care Cloud database team. The app improvement team met as needed to define technology and user design issues, develop solutions, and test modifications.

Table 1. Overview and timeline of research activities.

<table>
<thead>
<tr>
<th>Research activity</th>
<th>Phase 1 (group 1)</th>
<th>Phase 2 (group 2)</th>
<th>Phase 3 (groups 1 and 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Week 0 1-2 3 4</td>
<td>Week 5-8 8 9-10 11</td>
<td>Week 12 16 17-18 19-20</td>
</tr>
<tr>
<td>In-clinic training and observation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>UTAUT&lt;sup&gt;b&lt;/sup&gt; survey</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Home observation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Completion of hydration metrics</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Contact with PD&lt;sup&gt;c&lt;/sup&gt; clinic</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Validation of hydration metrics</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Observation logbook</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

<sup>a</sup>IC: improvement cycle.
<sup>b</sup>UTAUT: Unified Theory of Acceptance and Use of Technology.
<sup>c</sup>PD: peritoneal dialysis.

Phase 1

Overview

Group 1 participants received training on the use of the CKD-PD app with the NFC and OCR and monitoring system during week 0. In-home observations were conducted once during weeks 1 to 4, followed by research activities 2 to 3 (see the following sections) during weeks 1 and 2. During weeks 3 and 4, the participants used the CKD-PD app with the NFC and OCR system at their homes and completed research activities 4 to 6 (see in the following sections).

Improvement Cycle 1

After completion of phase 1, the results were summarized and presented with the completion of hydration metrics and clinical contact results to the app improvement team. The app improvement team analyzed the results and modified the components of the system, including measurement devices, NFC, OCR, app design, and programming. The user processes were also adjusted.

Phase 2

Overview

Group 2 participants received training in the use of the CKD-PD app with the NFC and OCR and monitoring system during week...
8. In-home observations were conducted during weeks 9 to 12 using the modified CKD-PD app with the NFC and OCR and monitoring system. Research activities 2 to 3 were conducted during weeks 9 and 10, followed by research activities 4 to 6 in weeks 11 and 12.

**Improvement Cycle 2**
After the completion of phase 2, the app improvement team reviewed the new results from participant observations, hydration metric completion, and clinic contacts. Additional issues were identified, and new solutions were developed and tested. Phase 3 was launched after the completion of the improvement cycle 2 modifications.

**Phase 3**

**Overview**
Participants from groups 1 and 2 performed research activities 2 to 6 again during weeks 17 to 20 using the modified CKD-PD app and monitoring system modified without NFC and OCR. This allowed for the evaluation of the usability and functionality of the CKD-PD app without NFC and OCR. In phase 3, participants were asked to rate the entry of body weight and dialysate volumes with NFC again based on their earlier experience for comparison with phases 1 and 2. In addition, research activity 7 (see the following sections) was performed to compare using the usual practice of entering their hydration metrics by hand into a logbook with the CKD-PD app.

**Final Improvements**
After completion of phase 3, the app improvement team made final improvements based on the results of the phase 3 home observation and hydration metric collection using the CKD-PD app and monitoring system without NFC and OCR.

**Description of Study Activities**
The details of the study activities are described in the following sections.

**In-Clinic Training**
Participants were trained to use the CKD-PD app with NFC and OCR and home monitoring equipment in the PD clinic by research staff and PD nurses, starting with the CKD-PD app downloaded onto the participant’s mobile phone and account registration. Research assistants demonstrated the use of the CKD-PD app, followed by instructions on how to use the NFC and home monitoring equipment, how the uploaded hydration metrics can be monitored by the PD clinic, and how they can self-monitor at home on the app. A set of NFC hydration metric data collection equipment (body weight scale, NFC card, NFC card reader and connectors, and blood pressure machine) was prepared for each participant to use at home. They were trained to set up the equipment using a teaching video (Multimedia Appendix 2) followed by hands-on practice with a research assistant. During the study period, the participants were instructed to use the NFC data collection system and equipment, in addition to the standard method of recording their hydration metrics in a logbook.

**Unified Theory of Acceptance and Use of Technology Survey**
A structured interview questionnaire based on the Unified Theory of Acceptance and Use of Technology (UTAUT) model was completed at the beginning and end of each phase to collect perceptions of user technology acceptance and usability [26]. The questionnaire has 6 domains, each with 3 questions representing different factors affecting technology use and adoption. It was translated into the Thai language, and each question was scored on a 5-point Likert scale, with 1=strongly disagree and 5=strongly agree. The final score for each domain is the sum of the scores of the 3 questions for that domain and ranges from 3=strongly disagree to 15=strongly agree. The questionnaire was explained by the research staff and self-administered by the participants (Multimedia Appendix 3).

**Home Observation**
Research staff conducted the home observation of participants using the CKD-PD app with NFC and OCR using an observation guide (Multimedia Appendix 4), using the think-aloud method [27]. They asked the participants what they liked and disliked about each task and feature. Participants were asked to rate each feature as follows: 1=good, 2=neutral, and 3=not good. This information was recorded by research assistants using handwritten notes and summarized for use by the app improvement team.

**Completion of Hydration Metrics**
During the 2-week home use period, the number of times the participant successfully uploaded each of the required hydration metric values (body weight, blood pressure, and use of the CKD-PD app) was recorded. Participants using CAPD required 4 dialysate exchange volumes per day, whereas those using APD only required 1 each day; thus, the number of required hydration metrics varied among participants. Successful completion of hydration metrics included the entry of hydration metrics into the app and accurate upload to the CKDNET database.

**Contact With PD Clinic**
The number of times the participants contacted the PD clinic during all 3 phases was collected, along with the reason for contact.

**Validation of Hydration Metrics**
The hydration metrics collected by each participant were validated by comparing the values uploaded to the CKDNET database with the results recorded in their logbooks during the study period. Participants sent screenshots from the app, or the research staff reviewed the data on the participant’s smartphone to confirm the correct data entry in the CKD-PD app. Successful validation of hydration metrics was defined by the completion of data entry by the participant and agreement between values recorded in their logbook and the uploaded results.

**Observation of Logbook Use**
Participants were observed while entering hydration metrics in their logbooks. They were asked what they liked and disliked
about each task and feature and rated each feature as 1=good, 2=neutral, and 3=not good.

**Ethics Approval**

This study was approved by the Ethics Committee for Human Research, Faculty of Medicine, Khon Kaen University, Thailand (project number HE621494), and the Mass General Brigham institutional review board (protocol number 2019P002648). All participants provided written informed consent in the Thai language.

**Results**

**Participant Characteristics**

Phase 1 participant characteristics had a mean age of 46 years (SD 10.3) and a mean time on PD of 5.5 years (SD 3.8); were female (2/74, 27%); used the PD method of CAPD (3/74, 4%); and had educational backgrounds of high school (2/74, 3%); bachelor’s degree (23/74, 31%); and postbachelor’s degree (42/74, 57%).

Phase 2 participant characteristics had a mean age of 48 years (SD 15.7) and a mean time on PD of 1.3 years (SD 2.5); were female (3/5, 60%); used the PD method of CAPD (1/5, 20%) or APD (4/5, 80%); and had educational backgrounds of high school (2/5, 40%), bachelor’s degree (1/5, 20%), and postbachelor’s degree (2/5, 40%).

Phase 2 participant characteristics had a mean age of 48 years (SD 15.7) and a mean time on PD of 1.3 years (SD 2.5); were female (3/5, 60%); used the PD method of CAPD (1/5, 20%) or APD (4/5, 80%); and had educational backgrounds of high school (2/5, 40%), bachelor’s degree (1/5, 20%), and postbachelor’s degree (1/5, 20%). One of the group 2 participants did not complete phase 3 because of sudden death.

In comparison, the characteristics of patients on PD at Srinagarind Hospital were as follows: mean age 49 years (SD 13); mean time on PD 3 years (SD 29.7); female (33/74, 45%); PD method CAPD (42/74, 57%) or APD (32/74, 43%); and educational background of primary school (37/74, 50%), high school (12/74, 16%), bachelor’s degree (23/74, 31%), and postbachelor’s degree (2/74, 3%).

**UTAUT Survey**

The UTAUT survey scores for each participant are presented in Table 2 as the total score (sum of all 6 domains) and the scores for each domain. The difference in the total score between the beginning of phase 1 or phase 2 and the end of phase 3 is also presented. Detailed results, including the scores at the beginning and end of all phases, are available in Multimedia Appendix 5.

**Participant Observation**

The home observation results for each participant using the CKD-PD app with the NFC and OCR and monitoring system during the home observations are summarized by phase for all participants in Table 3, with detailed responses in Multimedia Appendix 6. Feature ratings are provided for each phase. The participants rated almost all features as good, except for some
data entry tasks using NFC, which were rated as neutral. Participants liked automatic data entry with NFC; however, technical issues such as slow transfer of time and difficulty tapping the card resulted in lower scores. Participants were asked to rate the entry of body weight and dialysate volume using NFC at the start of phase 3 based on their experience in phases 1 or 2 for comparison with manual data entry used in phase 3. The average rating for data entry with NFC was 2.3 for each task compared with 1.1 for manual data entry (Multimedia Appendix 6). Scores for all tasks using the handwritten logbook were nearly all higher than the CKD app with or without NFC and OCR, consistent with the preference for using the app.

Table 3. Feature and task ratingsa from participant observation in phases 1, 2, and 3 (detailed results in Multimedia Appendix 6).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Phase 1b, mean (range)</th>
<th>Phase 2c, mean (range)</th>
<th>Phase 3d, mean (range)</th>
<th>Phase 3e, mean (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open screens</td>
<td>1.1 (1-2)</td>
<td>1 (1)</td>
<td>1.6 (1-3)</td>
<td>N/Af</td>
</tr>
<tr>
<td>Enter body weight</td>
<td>1.1 (1-2)</td>
<td>1.2 (1-2)</td>
<td>1.1 (1-2)</td>
<td>1.4 (1-2)</td>
</tr>
<tr>
<td>Enter blood pressure</td>
<td>1.1 (1-2)</td>
<td>1.6 (1-3)</td>
<td>1.1 (1-2)</td>
<td>1.4 (1-3)</td>
</tr>
<tr>
<td>Enter dialysate</td>
<td>1.1 (1-2)</td>
<td>1.2 (1-2)</td>
<td>1.1 (1-2)</td>
<td>1.8 (1-3)</td>
</tr>
<tr>
<td>View metrics</td>
<td>1.3 (1-2)</td>
<td>1 (1)</td>
<td>1.1 (1-2)</td>
<td>1.7 (1-3)</td>
</tr>
<tr>
<td>Interpret metrics</td>
<td>1.1 (1-2)</td>
<td>1.2 (1-2)</td>
<td>1.1 (1-2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Communications</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>1.2 (1-3)</td>
</tr>
<tr>
<td>User incentives</td>
<td>1.1 (1-2)</td>
<td>1.2 (1-2)</td>
<td>1.2 (1-3)</td>
<td>1.9 (1-3)</td>
</tr>
</tbody>
</table>

aRating of task or feature: 1=good, 2=neutral, and 3=not good.
bGroup 1 using the chronic kidney disease–peritoneal dialysis app with near-field communication or optical character recognition data entry; participants 1 to 5.
cGroup 2 using the chronic kidney disease–peritoneal dialysis app with near-field communication or optical character recognition data entry; participants 6 to 10.
dGroup 1 and 2 using the chronic kidney disease–peritoneal dialysis app with manual entry; participants 1 to 10, excluding 7.
eGroup 1 and 2 using logbook; participants 1 to 10, excluding 7.
fN/A: not applicable.

In general, participants found that manual data entry was easier to perform than using the NFC and OCR system. The use of NFC and OCR presented multiple challenges. Some of these issues were solved by providing tools such as an extension device for tapping the card to eliminate the need to bend over and touch the card to the scale on the floor and training participants to wait long enough for data transfer. Some issues were more difficult to troubleshoot within the time frame of this study, such as (1) lack of space in participants’ homes for NFC setup and access to power outlets; (2) internet instability resulting in slow data transfer; (3) size and design of the NFC-assembled weight scale, making it difficult for older or obese patients to stand on; and (4) lack of an alert to indicate that the NFC device was ready to place the NFC card for reading. Most patients also did not like to use the OCR function to enter the blood pressure readings because of poor image clarity and variations in ambient home lighting conditions.

Several important issues related to the functionality of the CKD-PD app were detected and corrected. The dialysate in and out volumes were reported by PD cycle, and the net daily ultrafiltration volume was not accurately calculated and displayed. There were issues with the display of hydration metrics, such as incorrect scale on the graph and a lack of previous results for comparison. During home observation of participants using the CKD-PD app with the NFC and OCR and monitoring system, participants expressed concerns about the usability of the app. An example was slowness when opening each icon, which was determined to be from opening multiple apps at once, and slow cellular or Wi-Fi network speeds were contributing factors. BMI was misinterpreted as overweight because of translation issues between the English and Thai languages. This was corrected by changing the wording so it would not be confused with weight. Participant height had to be entered daily to calculate the BMI. As this measurement did not change, the app was modified so that it automatically entered the participant height obtained daily. The original font was small and difficult to read. This was adjusted, and the readability of the screens was improved.

Completion and Validation of Hydration Metrics

The percentage completion of the hydration metrics for each participant was collected for all 3 phases (Table 4). The mean percentages of completion in phases 1 and 2 were 88% (SD 19) and 83% (SD 6.3), respectively, with a range of 57% to 100%. This was compared with the mean percentage of completion in phase 3 for all participants (68%, SD 18.6, range 18%-100%; Multimedia Appendix 7). The most common reasons for not collecting the hydration metrics in phases 1 and 2 were not knowing how to enter the data, forgetting to enter the data, problems with the system uploading the data to the CKDNET database, and switching from Android to iOS systems. The reasons for incomplete hydration metric collection in phase 3 (not using NFC) were forgetting to send the data to the CKDNET and switching from Android to iOS.
Table 4. Percentage completion of hydration metrics (detailed in Multimedia Appendix 7).

<table>
<thead>
<tr>
<th>Participant</th>
<th>Phase 1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Phase 2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Phase 3&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Difference (%)&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total, N</td>
<td>Done, n (%)</td>
<td>Total, N</td>
<td>Done, n (%)</td>
</tr>
<tr>
<td>1</td>
<td>84</td>
<td>80 (95)</td>
<td>___</td>
<td>42</td>
</tr>
<tr>
<td>2</td>
<td>66</td>
<td>39 (59)</td>
<td>___</td>
<td>84</td>
</tr>
<tr>
<td>3</td>
<td>42</td>
<td>42 (100)</td>
<td>___</td>
<td>42</td>
</tr>
<tr>
<td>4</td>
<td>84</td>
<td>73 (87)</td>
<td>___</td>
<td>84</td>
</tr>
<tr>
<td>5</td>
<td>48</td>
<td>48 (100)</td>
<td>___</td>
<td>56</td>
</tr>
<tr>
<td>6</td>
<td>___</td>
<td>___</td>
<td>42</td>
<td>38 (91)</td>
</tr>
<tr>
<td>7&lt;sup&gt;f&lt;/sup&gt;</td>
<td>___</td>
<td>___</td>
<td>39</td>
<td>35 (90)</td>
</tr>
<tr>
<td>8</td>
<td>___</td>
<td>___</td>
<td>42</td>
<td>37 (88)</td>
</tr>
<tr>
<td>9</td>
<td>___</td>
<td>___</td>
<td>30</td>
<td>24 (57)</td>
</tr>
<tr>
<td>10</td>
<td>___</td>
<td>___</td>
<td>80</td>
<td>27 (90)</td>
</tr>
<tr>
<td>Values, mean</td>
<td>65</td>
<td>56 (88)</td>
<td>46.6</td>
<td>32 (83)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Phase 1: participants 1 to 5.
<sup>b</sup>Phase 2: participants 6 to 10.
<sup>c</sup>Phase 3: participants 1 to 10.
<sup>d</sup>Difference in percentage completion between phase 1 or 2 and phase 3.
<sup>e</sup>Not available.
<sup>f</sup>Participant 7 expired before completion of the study.
<sup>g</sup>N/A: not applicable.

Of the 9 participants who entered hydration metric data in phase 1 or 2 and phase 3, there were 4 participants who had a greater than 29 percentage point decrease in their hydration metric completion. The other 5 participants had minimally decreased or increased hydration metric completion, ranging from −11% to 9%.

Validation of the hydration metrics improved from phases 1 or 2 and phase 3 (Table 5). In phases 1 and 2, the main issues were the upload of inaccurate body weight and ultrafiltration metric results to the CKDNET. This was because of problems with the NFC weight scale and app calculation of the ultrafiltration volume. In phase 3, these issues were resolved, the hydration metrics were fully validated with participants correctly entering the data in the CKD-PD app, and the results entered were accurately uploaded to the CKDNET.
Table 5. Validation of hydration metrics.

<table>
<thead>
<tr>
<th>Participant</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>Values, n (%)a</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Phase 1b</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Body weight</td>
<td>Noc</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>_d</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Blood pressure</td>
<td>Yesc</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Dialysate in</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Dialysate out</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Ultrafiltration volume</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2 (40)</td>
</tr>
<tr>
<td><strong>Phase 2c</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Body weight</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Blood pressure</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>5 (100)</td>
</tr>
<tr>
<td>Dialysate in</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>5 (100)</td>
</tr>
<tr>
<td>Dialysate out</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>—</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Ultrafiltration volume</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>—</td>
<td>3 (60)</td>
</tr>
<tr>
<td><strong>Phase 3c</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Body weight</td>
<td>Yes</td>
<td>NDh</td>
<td>ND</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>7 (100)</td>
</tr>
<tr>
<td>Blood pressure</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Dialysate in</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Dialysate out</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Ultrafiltration volume</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
<td>Yes</td>
<td>Yes</td>
<td>ND</td>
<td>9 (100)</td>
</tr>
</tbody>
</table>

aNumber and percentage of hydration metric values entered and uploaded with the correct results to Chronic Kidney Disease Prevention in the Northeast of Thailand.
bPhase 1: participants 1 to 5.
cNot uploaded accurately to Chronic Kidney Disease Prevention in the Northeast of Thailand.
dNot available.
eUploaded accurately to Chronic Kidney Disease Prevention in the Northeast of Thailand.
fPhase 2: participants 6 to 10.
gPhase 3: participants 1 to 10.
hND: not done by participant.
iN/A: not applicable; participant 7 expired before completion of the study.

Clinic Contacts

The number of times each participant contacted the PD clinic during each phase is presented in Table 6. All contacts were made using the Line messaging app by chat, audio, or video calls, except for 1 in-person contact during phase 1. In phase 1, there were 104 clinic contacts compared with 13 and 22 in phases 2 and 3, respectively, and most were related to issues using the CKD-PD app. In phase 3, 59% (13/22) of the contacts were related to clinical concerns.

Table 6. Number and reason for contacting the peritoneal dialysis clinic by phase.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Total number of contacts, N</th>
<th>Clinical issue, n (%)</th>
<th>App issue, n (%)</th>
<th>Other, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 1</td>
<td>104</td>
<td>0 (0)</td>
<td>99 (95.2)</td>
<td>5 (4.8)</td>
</tr>
<tr>
<td>Phase 2</td>
<td>13</td>
<td>3 (23.1)</td>
<td>10 (76.9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Phase 3</td>
<td>22</td>
<td>13 (59.1)</td>
<td>9 (40.9)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

Improvement Team Activities

After the completion of each phase, the research team summarized the findings for the app improvement team (Multimedia Appendix 8). In phase 1, troubleshooting issues with NFC and OCR were the focus of the improvement activities, along with app design issues. In phase 2, additional work was performed with the NFC data entry; however, more focus was given to resolving issues with how the hydration metric data were displayed and uploaded to the CKDNET database. In phase 3, the NFC prototype was not used as the participants preferred to input data manually into the CKD-PD...
app, and the upload of the hydration metric data to the CKDNET database was not reliable using NFC. The app improvement team made final improvements to improve the stability of the data transfer from the CKD-PD app to the CKDNET database, added the total daily ultrafiltration volume to the CKDNET, and set parameters for overhydration alerts.

**Discussion**

**Principal Findings**

**Overview**

mHealth apps are touted as having great potential to transform the delivery of health care; however, the real-world development of mHealth apps in low- and middle-income countries reveals few success stories [12,17]. Often, a good app idea fails to succeed as the design does not meet the users’ needs and is difficult to use. Our research describes how a rapid cycle process improvement strategy helped researchers understand the benefits and challenges of using an mHealth app for use by patients on PD in a low-resource setting and optimize its features. The process revealed valuable insights into the factors influencing user attitudes, identifying technological and design flaws, and addressing barriers to user adoption of the CKD-PD app and monitoring system. Moreover, we believe that this methodology can be accomplished without requiring significant training in data collection, statistical analysis, or funding. The general principles of the user design process are applicable to a wide variety of locations, contexts, and subject domains.

**User Adoption**

The total scores for all the participants for most domains were in the agree and strongly agree categories, demonstrating a strong willingness to adopt the technology at the beginning of the study. Over the course of the study, 67% (6/9) of participants who completed both assigned phases demonstrated decreased interest in using the technology, although the total scores remained in the agree range or above. The decreases in the total score were primarily driven by decreases in the domains of voluntariness and intention to use. We believe this is likely because of issues with the NFC and OCR data entry features and app speed and functionality. We acknowledge that the UTAUT questionnaire is not typically used to evaluate technology adoption over time; however, we found that it provided insights into how our participants’ views changed over the course of using the CKD-PD app and monitoring system, although they had limited generalizability. The small sample size limited the statistical validity of our findings. However, we found the information useful as a sentiment analysis regarding user experience and provided insights into how different individuals may adopt the CKD-PD app.

**CKD-PD App Issues**

Design issues centered on simplicity and ease of use compared with a pencil and paper logbook. Simplifying the use of the app, for example, opening the app and the organization of the screens, readability of the fonts, input of the data, and graphical representation of trends, clearly needed to be refined based on user feedback. PD requires a substantial commitment of time to collect and record data from their patients and families throughout the day, whether in a logbook or an app. Our participants generally reacted positively to the self-monitoring features and quickly engaged with this new functionality but became frustrated when some features did not work well for them.

**Technology Issues**

Technology issues included problems with the NFC devices, unstable internet access, slow internet speed, app stability, uploading data to the CKD-NET cloud, and software issues causing it to freeze or not upload data properly. The participant observation revealed that NFC and OCR were good solutions for automatic data entry but that they need to be seamlessly integrated into the measurement devices; for example, the location of NFC on the scales on the floor was inconvenient, slow data transfer, and poor quality image capture with OCR. Despite these barriers, participants liked the concept, and with further development, we believe that NFC and OCR could be simple and effective methods of mitigating the barrier of data entry [28,29], as has been done with other devices such as glucose monitors.

Internet access, especially in low-income rural areas, is frequently slow or unstable, making the use of digital apps cumbersome. Some patients were concerned about the cost of sending or receiving data, although internet access was subsidized for the participants in this study. These will be challenging issues to remedy; however, if successful in reducing complications from overhydration, it may prove cost-effective in the long run to provide financial support for internet access for patients on PD, given the alternative costs of not using the app.

Programming issues resulting in app instability and data upload errors were critical problems that were identified. These were fixable by our software engineers and resulted in improved validation of the hydration metrics in phase 3. The completion of the hydration metrics dropped between phases 1 and 3. We believe this occurred as participants in phases 1 and 2 used NFC, which automatically uploaded the hydration metrics, and decreased after the team elected not to use NFC and OCR in phase 3 because of usability issues and inaccurate upload of the hydrate metrics to the CKDNET with NFC and OCR. The hydration metric accuracy improved with this change and resulted in 100% validation of the hydration metrics in phase 3. However, when manual entry was used in phase 3, participants had to remember to upload their data, resulting in incomplete hydration metrics. In the final improvements, a reminder alert addressed this issue.

**Communication Issues**

Contact with the PD clinic was much more frequent in phase 1 than in phase 2, although the participants in both phases were new users of the app. The study staff felt that this was because of differences in individual comfort when using the CKD-PD app. In phase 3, there were fewer contacts about the app, although there were 10 participants compared with 5 in phases 1 and 2. The contacts in phase 3 were about clinical concerns, suggesting increased confidence in self-monitoring features. In general, participants gave high ratings and positive comments.
about the ease of communication with the PD clinic using the CKD-PD app.

**Impact on Future Deployment and Development of CKD-PD**

Our research findings provided critically useful information for the optimization of the CKD-PD app and monitoring system. We plan to use it in a randomized controlled trial to further evaluate the efficacy of CKD-PD in the early detection and treatment of overhydration.

We have developed training materials for CKD-PD app users based on the insights gained from this study and plan to share them with future CKD-PD app users. We have improved awareness of user adoption issues and realize that this will be an iterative process as more patients on PD use the app. We believe that with additional engineering and design work, NFC is a potential solution for automating data entry, and we plan to pursue the further development of these features.

**Limitations**

Our study has several limitations. The NFC system and CKD-PD app were initially tested together; however, the NFC issues were too complicated to solve within the time frame and budget of the study period. Through targeted observations and data collection, we were able to tease out NFC and data entry issues from the app design and cloud-based monitoring processes.

We identified potential sources of bias. Observation bias could have influenced our results as participant observations were conducted by research staff from the PD clinic. Patients on PD, cared for by nephrologists and PD nurses from their clinic, may be inclined to report feedback they thought the PD staff wanted to hear. Confirmation bias may also be a concern as research staff may be looking for patterns or use issues that confirm opinions they already hold about the CKD-PD app, NFC and OCR data entry, and the monitoring system. Our sample size was small; however, this is consistent with recommendations for user design studies, indicating that a few participants can uncover most usability issues [30]. We also acknowledge the potential for selection bias in our participants, given their higher educational level than the average population in rural northeast Thailand, although the participants were representative of the Srinagarind Hospital PD patient population. We selected participants who had baseline comfort with smartphones for the user design study, although it limits generalizability as they were more interested and engaged in the design process.

An additional weakness is that we did not conduct an in-depth investigation into why our participants responded to the UTAUT questionnaire as much as they did. Although it has been validated and used in Thai populations [26,31], we did not consider the impact of age, gender, education, and cultural influences on UTAUT scores [32,33]. We acknowledge that UTAUT results have limited generalizability.

**Comparison With Prior Work**

Our research included several recommended strategies for mHealth app development and evaluation [34,35]. Our iterative rapid cycle process improvement approach used a multidisciplinary team, including patients, computer engineers and programmers, nephrologists, and PD nurses, to evaluate the CKD-PD app. We conducted our study activities in the participants’ homes and PD clinics where it would be used [36,37]. Our structured observation using the think-aloud method provided the app improvement team with a broad sense of what worked and what did not work, in addition to specific actionable feedback. Finally, our study participants were selected from the same study population as those who will use the CKD-PD app in northeast Thailand.

Our research team found several critical usability and functionality issues during the study. This experience reinforces the importance of these steps before an mHealth app can be successfully implemented [12,13,17]. Although our current NFC and OCR data entry features are not optimized, our results support the idea that app users want these features [27].

**Conclusions**

In conclusion, using rapid cycle progress improvement methodologies with a multidisciplinary team proved to be a useful strategy for optimizing the CKD-PD app and monitoring system. Our experience aligns with insights and recommendations regarding mHealth technology design and evaluation that using a multidisciplinary team in the context of the system in which it is used is essential for successful deployment. This process revealed critical issues that once addressed, position the CKD-PD app and monitoring system to achieve its potential to improve health outcomes.
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Abstract

Background: With the aging society, the number of emergency transportations has been growing. Although it is important that a patient be immediately transported to an appropriate hospital for proper management, accurate diagnosis in the prehospital setting is challenging. However, at present, patient information is mainly communicated by telephone, which has a potential risk of communication errors such as mishearing. Sharing correct and detailed prehospital information with emergency departments (EDs) should facilitate optimal patient care and resource use. Therefore, the implementation of an app that provides on-site, real-time information to emergency physicians could be useful for early preparation, intervention, and effective use of medical and human resources.

Objective: In this paper, we aimed to examine whether the implementation of a mobile app for emergency medical service (EMS) would improve patient outcomes and reduce transportation time as well as communication time by phone (ie, phone-communication time).

Methods: We performed an interrupted time-series analysis (ITSA) on the data from a tertiary care hospital in Japan from July 2021 to October 2021 (8 weeks before and 8 weeks after the implementation period). We included all patients transported by EMS. Using the mobile app, EMS can send information on patient demographics, vital signs, medications, and photos of the scene to the ED. The outcome measure was inpatient mortality and transportation time, as well as phone-communication time, which was the time for EMS to negotiate with ED staffs for transport requests.

Results: During the study period, 1966 emergency transportations were made (n=1033, 53% patients during the preimplementation period and n=933, 47% patients after the implementation period). The ITSA did not reveal a significant decrease in patient mortality and transportation time before and after the implementation. However, the ITSA revealed a significant decrease in mean phone-communication time between pre- and postimplementation periods (from 216 to 171 seconds; −45 seconds; 95% CI −71 to −18 seconds). From the pre- to postimplementation period, the mean transportation time from EMS request to ED arrival decreased by 0.29 minutes (from 36.1 minutes to 35.9 minutes; 95% CI −2.20 to 1.60 minutes), without change in time trends. We also introduced cases where the app allowed EMS to share accurate and detailed prehospital information with the emergency department, resulting in timely intervention and reducing the burden on the ED.

Conclusions: The implementation of a mobile app for EMS was associated with reduced phone-communication time by 45 seconds (22%) without increasing mortality or overall transportation time despite the implementation of new methods in the real
Introduction

With the aging society, the number of emergency transportation has been growing [1]. Researchers used a nationwide database in Japan and reported that the annual emergency transportations increased from 4 million in 2000 to 6 million in 2020 [1]. The substantial increase in emergency transportation causes depletion of medical resources and emergency department (ED) overcrowding, resulting in poor patient outcomes [2,3]. Indeed, in Japan, approximately 10,000 emergency patients were turned away by at least 6 hospitals annually [4].

When a patient has stroke, acute myocardial infarction, or severe trauma, it is important to transport them to an appropriate hospital in order to provide appropriate management immediately [5-9]. Although accurate diagnosis in the prehospital setting is challenging, real-time sharing of detailed patient information should facilitate appropriate transportation and management [10,11]. However, at present, patient information is mainly communicated by telephone, which has the potential risk of communication errors such as mishearing. In addition, photos of the patient, the patient monitors (eg, electrocardiogram), and the accident scene can contain important information that emergency physicians would want to know in advance. Therefore, the implementation of an app that provides on-site, real-time information to emergency physicians could be useful for early preparation, intervention, and effective use of medical and human resources [5-8,10-12].

Thus, in this study, we examined whether the implementation of a mobile app for emergency medical services (EMS) could improve patient outcomes. We hypothesized that patient mortality would be improved by shortening the transportation time and time for EMS to negotiate with ED staffs for transport requests.

Methods

Study Design and Settings

We performed an interrupted time-series analysis to examine the change in outcomes before and after the introduction of a mobile app for EMS. This study was conducted using data on EMS transportations by Kamakura City Fire Department to Shonan Kamakura General Hospital, a tertiary care hospital in Japan, from July 8, 2021, to October 27, 2021. Kamakura City is a city in Kanagawa Prefecture, Japan, with a population of 172,948 people and an average age of 48.8 years as of 2020. The city has a high ratio of the aging population, with 53,517 (31.1%) people aged ≥65 years. Kamakura City has 8 fire departments that make 29.9 emergency transportations per day and 10,896 per year [13]. The Emergency Department of Shonan Kamakura General Hospital had 43,506 ED visits by patients in 2020. Among these patients, 14,925 (34.3%) were transported to the emergency department by EMS, which was the highest annual number of emergency transportations of all hospitals in Japan that year. All patients transported by EMS were accepted [14]. The number of patients transported by the Kamakura City EMS during the study period (16 weeks) was estimated to be approximately 2000 based on the number of patients transported in the past.

Ethics Approval

This study protocol was approved by the Ethics Committee of Shonan Kamakura General Hospital (approval number: TGE01663-024; approval date: February 25, 2021). The need for informed consent was waived due to the retrospective nature of the study. For the publication of images and personal information, the patients’ consent was obtained, and their consent was recorded in their medical charts. The institutional review board approved the use of patient information for this study.

Apps Used and Their Features

We implemented an app for EMS named NEXT Stage ER mobile (NSER mobile) on September 2, 2021. The NSER mobile is an app that was developed to reduce the complexity of information entry for EMS teams and to increase the efficiency of information sharing with EDs. The app is equipped with high-precision voice input and optical character recognition functions that enable timely information sharing by sending information to hospitals in the original text (eg, medications and past medical history) and in coded form (eg, International Statistical Classification of Diseases and Related Health Problems, 10th revision codes). We provide a description of the usage process of the NSER mobile by EMS and hospitals in Multimedia Appendices 1 and 2. All EMS staffs took 3-hour lectures to learn to use the app before implementation.

The developer of NSER mobile is TXP Medical Co Ltd. A free trial for this product is available through the website of TXP Medical [15]. The system’s accuracy and validity are now being examined in a multicenter study (UMIN-CTR ID: UMIN000045775), but it is fundamentally the same as the NEXT Stage ER system, which is a well-validated ED information system [16]. In addition, in this study, we did not use table data from the app. All data are abstracted from the Kamakura City Fire Department and patient registry of ED patients of Shonan Kamakura General Hospital. Thus, the only data we extracted from the NEXT Stage ER mobile system for
this study are images (though more detailed data exist in the cloud server of the system).

**Study Population**

All patients transported to Shonan Kamakura General Hospital by the Kamakura City EMS during the study period were included in the study. Exclusion criteria were cases with missing data on call times between the hospital and EMS and EMS activity times (26/1992, 1.3%).

**Outcome Measures**

The primary outcome was inpatient mortality. Secondary outcomes were the overall transportation time (the time from the patient’s call for an ambulance to arrival at the hospital), and phone-communication time (the time for EMS to negotiate with ED staffs for transport requests).

**Statistical Analysis**

Cases with missing data on the time spent in EMS and the emergency department (ED) were excluded from the analysis (26/1992, 1.3%). Using data that met the inclusion criteria, we performed an interrupted time-series analysis with a linear regression model to examine whether the implementation of the mobile app had an impact on the outcomes. An interrupted time-series analysis is a quasi-experimental design for evaluating the effectiveness of population-level health interventions implemented at a clearly defined point in time and is thus widely used to evaluate the effectiveness of interventions [17-19]. The time unit was weeks (ie, 8 time points before and 8 time points after implementation).

Additionally, we described specific cases where the immediate sharing of patient information and photos with NSER mobile led to rapid diagnosis and intervention.

All statistical analyses were conducted using R version 4.1.1 (R Foundation for Statistical Computing).

**Results**

Among the 1992 patients transported by EMS, we excluded 26 patients (1.3%) with missing data on the transport time or the phone communication time, and the remaining 1966 (98.7%) patients were eligible for this study. The mean age was 66.7 years (SD 25.4), and 49% (n=963) were men. Of the 1966 patients, 1033 (53%) were transported during the preimplementation period, and 933 (47%) were transported in the postimplementation period. The patient characteristics in the pre- and postimplementation periods were similar. Additionally, there were no significant differences in the region of transportation and the EMS team numbers (Table 1).
Table 1. Characteristics of patients transported by emergency medical services.

<table>
<thead>
<tr>
<th>Patient characteristics and variables</th>
<th>Patients transported using the app (n=1033)</th>
<th>Patients transported in the usual way (n=933)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>65.8 (27.2)</td>
<td>68.1 (23.5)</td>
<td>.13</td>
</tr>
<tr>
<td>Age profile (years), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤18</td>
<td>98 (9.5)</td>
<td>48 (5.1)</td>
<td>.13</td>
</tr>
<tr>
<td>18-64</td>
<td>307 (29.7)</td>
<td>232 (24.9)</td>
<td></td>
</tr>
<tr>
<td>65-84</td>
<td>324 (31.4)</td>
<td>343 (36.8)</td>
<td></td>
</tr>
<tr>
<td>≥85</td>
<td>304 (29.4)</td>
<td>310 (33.2)</td>
<td></td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td>.80</td>
</tr>
<tr>
<td>Male</td>
<td>508 (49.2)</td>
<td>464 (49.7)</td>
<td>.05</td>
</tr>
<tr>
<td>Female</td>
<td>525 (50.8)</td>
<td>469 (50.3)</td>
<td></td>
</tr>
<tr>
<td>Number of calls to the hospital, mean (SD)</td>
<td>1.07 (0.28)</td>
<td>1.05 (0.25)</td>
<td>.05</td>
</tr>
<tr>
<td>Region of emergency medical services, n (%)</td>
<td></td>
<td></td>
<td>.17</td>
</tr>
<tr>
<td>Kamakura</td>
<td>162 (15.7)</td>
<td>147 (15.8)</td>
<td>.70</td>
</tr>
<tr>
<td>Ofuna</td>
<td>176 (17.0)</td>
<td>181 (19.4)</td>
<td></td>
</tr>
<tr>
<td>Fukasawa</td>
<td>203 (19.7)</td>
<td>155 (16.6)</td>
<td></td>
</tr>
<tr>
<td>Tamanawa</td>
<td>139 (13.4)</td>
<td>128 (13.7)</td>
<td></td>
</tr>
<tr>
<td>Koshigoe</td>
<td>121 (11.7)</td>
<td>109 (11.7)</td>
<td></td>
</tr>
<tr>
<td>Imaizumi</td>
<td>74 (7.2)</td>
<td>82 (8.8)</td>
<td></td>
</tr>
<tr>
<td>Shiriringahama</td>
<td>91 (8.8)</td>
<td>60 (6.4)</td>
<td></td>
</tr>
<tr>
<td>Zyoumyouzi</td>
<td>67 (6.5)</td>
<td>71 (7.6)</td>
<td></td>
</tr>
<tr>
<td>Level of consciousness (JCS³), n (%)</td>
<td></td>
<td></td>
<td>.70</td>
</tr>
<tr>
<td>0</td>
<td>524 (50.7)</td>
<td>443 (47.5)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>163 (15.8)</td>
<td>178 (19.1)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>143 (13.8)</td>
<td>123 (13.2)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>90 (8.7)</td>
<td>79 (8.5)</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>47 (4.5)</td>
<td>45 (4.8)</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>14 (1.4)</td>
<td>15 (1.6)</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>5 (0.5)</td>
<td>4 (0.4)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>7 (0.7)</td>
<td>8 (0.9)</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>7 (0.7)</td>
<td>4 (0.4)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>33 (2.9)</td>
<td>34 (3.6)</td>
<td></td>
</tr>
<tr>
<td>Vital signs, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)</td>
<td>133 (45.9)</td>
<td>135 (50.6)</td>
<td>.35</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg)</td>
<td>79.4 (27.8)</td>
<td>79.6 (30.7)</td>
<td>.91</td>
</tr>
<tr>
<td>Pulse rate (per min)</td>
<td>89.1 (29.3)</td>
<td>84.5 (27.2)</td>
<td>.05</td>
</tr>
<tr>
<td>Respiratory rate (per min)</td>
<td>21.2 (6.33)</td>
<td>20.8 (5.67)</td>
<td>.91</td>
</tr>
<tr>
<td>Saturation (%)</td>
<td>89.2 (24.5)</td>
<td>87.9 (26.8)</td>
<td>.25</td>
</tr>
<tr>
<td>Body temperature (°C)</td>
<td>35.0 (8.43)</td>
<td>34.4 (9.04)</td>
<td>.16</td>
</tr>
<tr>
<td>Classification of diseases³, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Endogenous disease</td>
<td>748 (72.4)</td>
<td>680 (72.9)</td>
<td>.35</td>
</tr>
<tr>
<td>Trauma</td>
<td>270 (26.1)</td>
<td>234 (25.1)</td>
<td>.35</td>
</tr>
<tr>
<td>Cardiac arrest</td>
<td>15 (1.5)</td>
<td>19 (2.0)</td>
<td></td>
</tr>
</tbody>
</table>
### Patient characteristics and variables

<table>
<thead>
<tr>
<th>Severity of illness at the ED(^a), n (%)</th>
<th>Patients transported using the app (n=1033)</th>
<th>Patients transported in the usual way (n=933)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minor illness</td>
<td>375 (36.3)</td>
<td>351 (37.6)</td>
<td>.70</td>
</tr>
<tr>
<td>Moderate illness</td>
<td>567 (54.9)</td>
<td>492 (52.7)</td>
<td></td>
</tr>
<tr>
<td>Serious illness</td>
<td>76 (7.3)</td>
<td>71 (7.6)</td>
<td></td>
</tr>
<tr>
<td>Death</td>
<td>15 (1.5)</td>
<td>19 (2.0)</td>
<td></td>
</tr>
<tr>
<td>Disposition at the ED, n (%)</td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Discharge</td>
<td>657 (63.6)</td>
<td>549 (58.8)</td>
<td></td>
</tr>
<tr>
<td>Admission</td>
<td>308 (29.8)</td>
<td>295 (31.6)</td>
<td></td>
</tr>
<tr>
<td>Transfer to another hospital for admission</td>
<td>50 (4.8)</td>
<td>68 (7.3)</td>
<td></td>
</tr>
<tr>
<td>Death</td>
<td>18 (1.7)</td>
<td>21 (2.3)</td>
<td></td>
</tr>
<tr>
<td>Prognosis, n (%)</td>
<td></td>
<td></td>
<td>.56</td>
</tr>
<tr>
<td>In-hospital death</td>
<td>53 (5.1)</td>
<td>46 (4.9)</td>
<td></td>
</tr>
</tbody>
</table>

\(a\) JCS: Japan Coma Scale.

\(b\) The severity of illness at the emergency department is classified as follows: minor illness—patient can return home after treatment; moderate illness—patient requires inpatient treatment, but the disease severity is low and can be managed in a general ward; serious illness—multiorgan failures such as respiratory or circulatory failure requiring monitoring, a ventilator, vasopressors such as catecholamines, and admission to an intensive care unit; death—cardiac arrest on arrival at the hospital.

\(c\) ED: emergency department.

### Inpatient Mortality

Of the 1966 eligible patients, 53 (5.1\%) died in hospital in the preimplementation period and 46 (4.9\%) died in hospital in the postimplementation period. From the pre- to postimplementation period, the proportions of in-hospital deaths among patients who were transported to EDs during each period decreased by 5\% (95\% CI −11\% to 1\%), followed by a decreasing trend relative to preimplementation of −1\% per week (95\% CI −2\% to 1\%). There was no significant change in inpatient mortality. Figure 1 shows the proportions of in-hospital deaths among patients who were transported to emergency departments during each period. On September 2, 2021, EMS began transportation using the new app in place of the traditional method. The proportion of in-hospital deaths among the transported patients is plotted for 8-week periods before and after the implementation. For in-hospital mortality, the \(R^2\) for the preimplementation model was 0.26, while the \(R^2\) for the postimplementation model was 0.23. The results of interrupted time series analysis on inpatient mortality are shown in Table 2.
Figure 1. Interrupted time-series analysis of inpatient mortality.

Table 2. Results of interrupted time-series analysis on inpatient mortality.

<table>
<thead>
<tr>
<th>Time-series analysis</th>
<th>Estimate (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trends in inpatient mortality before implementation</td>
<td>0.01 (0.00 to 0.02)</td>
<td>.07</td>
</tr>
<tr>
<td>Absolute change in the inpatient mortality before and after implementation</td>
<td>−0.05 (−0.11 to 0.01)</td>
<td>.11</td>
</tr>
<tr>
<td>Trends in inpatient mortality after implementation</td>
<td>0.00 (−0.01 to 0.01)</td>
<td>.50</td>
</tr>
<tr>
<td>Change in slope before and after implementation</td>
<td>−0.01 (−0.02 to 0.01)</td>
<td>.40</td>
</tr>
</tbody>
</table>

The Transportation Time From EMS Request to ED Arrival

The mean transportation time from EMS request to ED arrival was 35.9 minutes (SD 9.7 minutes) in the preimplementation period and 36.1 minutes (SD 8.5 minutes) in the postimplementation period. From the pre- to postimplementation period, the mean transportation time from EMS request to ED arrival decreased by 0.29 minutes (95% CI −2.20 to 1.60 minutes), followed by a decreasing trend relative to preimplementation of −0.33 minutes per week (95% CI −0.74 to 0.07; Table 3). Figure 2 shows the mean transportation time from the emergency call to arrival at the hospital. On September 2, 2021, EMS began transporting using the new app in place of the traditional method. The mean transportation time is plotted for 8-week periods before and after the implementation. For transportation time, the $R^2$ for the preimplementation model was 0.30, and the $R^2$ for the postimplementation model was 0.28.

Table 3. Results of interrupted time-series analysis on transportation time from emergency medical services to emergency department arrival.

<table>
<thead>
<tr>
<th>Time-series analysis</th>
<th>Estimate (min), 95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trends in mean transportation time before implementation</td>
<td>0.23 (−0.06 to 0.51)</td>
<td>.11</td>
</tr>
<tr>
<td>Absolute change in the transportation time before and after implementation</td>
<td>−0.29 (−2.20 to 1.60)</td>
<td>.70</td>
</tr>
<tr>
<td>Trends in mean transportation time after implementation</td>
<td>−0.10 (−0.39 to 0.18)</td>
<td>.40</td>
</tr>
<tr>
<td>Change in slope before and after implementation</td>
<td>−0.33 (−0.74 to 0.07)</td>
<td>.10</td>
</tr>
</tbody>
</table>
Phone-Communication Time Between EMS Teams and Hospital

The mean time of phone communication between EMS and ED staffs was 216 (SD 107) seconds in the preimplementation period and 171 (SD 120) seconds in the postimplementation period. From the pre- to postimplementation period, the phone-communication time decreased by 45 seconds (95% CI −71 to −18 seconds), followed by an increasing trend relative to preimplementation of +2.9 seconds per week (95% CI −2.7 to 8.6; Table 4). The mean phone-communication time between EMS and the hospital is shown in Figure 3. On September 2, 2021, the EMS started using the app for transportation in place of the conventional method. The mean phone-call time is plotted for 8-week periods before and after the implementation. For phone-communication time, the $R^2$ for the preimplementation model was 0.78, while the $R^2$ for the postimplementation model was 0.72.

<table>
<thead>
<tr>
<th>Time-series analysis</th>
<th>Estimate (s), 95% CI</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trends in mean phone-communication time before implementation</td>
<td>−0.44 (−4.4 to 3.6)</td>
<td>.80</td>
</tr>
<tr>
<td>Absolute change in the phone-communication time before and after implementation</td>
<td>−45.0 (−71.0 to −18.4)</td>
<td>.003</td>
</tr>
<tr>
<td>Trends in mean phone-communication time after implementation</td>
<td>2.5 (−1.5 to 6.5)</td>
<td>.20</td>
</tr>
<tr>
<td>Change in slope before and after implementation</td>
<td>2.9 (−2.7 to 8.6)</td>
<td>.30</td>
</tr>
</tbody>
</table>
Specific Cases

We experienced several cases where the immediate sharing of patient information and photos using the NSER mobile has led to rapid diagnosis and intervention. For example, a 47-year-old man with a history of diabetes mellitus, who had visited the hospital the day before for chest pain, called for EMS again complaining of persistent chest pain. Upon EMS’s arrival, his electrocardiography monitor showed ST-segment elevation in lead II (Multimedia Appendix 3). Before arriving at the hospital, he was diagnosed with ST-segment elevation acute myocardial infarction. Upon consulting with the cardiologist, he was able to start percutaneous coronary intervention within ten minutes after the patient’s arrival at the ED. Multimedia Appendix 3 shows the monitor screen in the ambulance transporting a 47-year-old man who called EMS complaining of chest pain. Lead II showed ST-segment elevation, and the images were transmitted from EMS to the ED staff, leading to early diagnosis of acute myocardial infarction and percutaneous coronary intervention within 10 minutes of arrival at the hospital.

In another example, a 35-year-old man was riding a bicycle when he collided with a car traveling at 60 kilometers per hour. He had no memory when he was injured. While the mechanism of injury suggests a highly serious one, real-time information sharing (initial assessment of the patient, vital signs, photos of the injury scene, and damage to the bicycle) allowed us to determine that the injury was minor, with only a contusion on the left lower leg and the scalp. Consequently, we were able to reduce unnecessary preparation for the initial treatment, including surgery for damage control (Multimedia Appendices 4-6).

Discussion

Principal Findings

In this ITSA study, there was no substantial decrease in in-hospital mortality and overall transportation time between pre- and postimplementation periods. On the other hand, the implementation reduced phone-communication time by 22% without increasing mortality or overall transportation time despite the implementation of new methods in the real clinical setting.

The conventional communication between EMS and ED staff by telephone only poses substantial stress on EMS staff, exemplified by difficulty hearing and misidentification of information. Data related to patient demographics, vital signs, past medical history, and medications are likely misclassified due to such technical difficulties, and real-time information sharing could reduce such miscommunication. In addition, the app’s feature to share visual information via optical character recognition in a timely manner was useful to ensure that ED staffs are fully prepared to receive patients. For ED staff, timely monitoring and understanding of the situation offered by the EMS were useful for maintaining a high quality of clinical practice.

Comparison With Prior Work

Appropriate use of medical apps could lead to a seamless transition of management from prehospital to post-ED arrival. As reported in this study, apps can be used to obtain information such as medical history and prehospital electrocardiograms in advance. From such information, physicians can prepare for urgent interventions (eg, catheterization) before the patient arrives at the hospital. There have been several reports on the
usefulness of apps that provideprehospital information in emergency medicine. A system called ORION (Osaka Emergency Information Research Intelligent Operation Network system), introduced in Osaka City in 2013, reduced the number of cases that are difficult to transport [12]. Another study reported that the communication-type medical apps can be accurately used remotely, and information can be shared with the stroke team to prepare for rapid treatment [5,10,21].

The NSER mobile app is a digitalization tool for EMS in the clinical setting, and there are no patients for whom the app cannot be used. Nevertheless, we think that the system is more suitable for patients who need emergency interventions (eg, cardiac catheterization) [2-5,7] rather than those with cardiac arrest (EMS may not have enough time to use the app). Due to the limited sample size, we could not analyze data after stratifying by these variables. Thus, we are conducting further study in different settings to examine the effectiveness of the app.

**Strengths and Limitations**

This study has several strengths, a few of which are as follows. First, there were no similar studies on prehospital information transfer apps aimed at improving the efficiency of emergency patient transport without assuming a specific disease. Second, the interrupted time-series analysis estimates the effect of intervention on a population and is a study design without a control group. Third, the advantage of reducing phone-communication time through real-time information sharing is noticeable especially when the EMS is consulting multiple hospitals to accept patients at the same time, not to mention that in many cases it is difficult to transport patients, particularly in urban areas in Japan. Indeed, according to statistics from the Ministry of Health, Labor, and Welfare in 2016, even for critically ill patients, there were 10,039 cases (2.3%) in which the number of consultations to medical institutions was ≥4 times and 22,104 cases (5.0%) in which the time spent on site was 30 minutes or longer [22]. In such cases, given the tough negotiation with hospitals, the reduction of phone-communication time while efficiently sharing prehospital information should reduce the burden on EMS. We believe that the findings from this study allow us to consider the substantial contribution and potential benefits of mobile apps to emergency medical care.

Our study has several limitations. First, although we performed a 3-hour lecture for using the app prior to implementation, users may not have been able to get accustomed to the app quickly enough in the clinical setting. Despite this, there was clear improvement in phone-communication time immediately after its implementation. Second, there was no control group in our ITSA design [23]. Nonetheless, our findings are likely robust, given that there were no interventions other than the implementation of the app that may have affected the outcome. While the COVID-19 pandemic may have affected the assumptions of the interrupted time series analysis, the implementation of personal protective equipment for EMS was initiated on March 2, 2020. Therefore, change in practice due to the pandemic may not have substantially affected the EMS during the study period (July 8, 2021, to October 27, 2021). Third, we did not have information on the time to intervention at the ED (eg, time to urgent catheterization) and ED overcrowding. Therefore, further studies are needed to examine the impact of the app on clinical practice. Fourth, in this study, we only evaluated the observed values for 8 weeks before and after the intervention. A recent simulation-based study on ITSA reported that 12 preintervention and 12 postintervention time points may be required for a moderate intervention effect sizes [24]. Lastly, there is limited generalizability of our findings because our study was a single-center, retrospective observational study in Japan with a small sample size. In addition, EMS systems are different across countries. The extrapolation of our findings to other settings should be done with caution, and therefore additional large-scale studies are warranted.

**Future Directions**

As shown in the 2 cases, the implementation of a mobile app for efficient real-time sharing of prehospital patient information has potential to reduce the time to intervention, resulting in better patient outcomes. In addition, in Japan, especially in the urban areas, there is the difficulty in determining the hospital for emergency patient [1]; however, for instance, the average number of hospitals that EMS phoned to transport patient was 1 in Kamakura city during this study period, so the decision to transport a patient did not take extra time. Therefore, the app may reduce the overall transportation time by decreasing the number of calling from EMS to hospitals.

**Conclusions**

The implementation of a mobile app for EMS reduced phone-communication time by 22% without increasing mortality or overall transportation time despite the implementation of new methods in the real clinical setting. Real-time patient information sharing, such as the transfer of monitor images and photos of the accident site, could facilitate optimal patient care and resource use.
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Workflow of an emergency medical services team using NEXT Stage ER mobile.
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An example of sharing trauma images, monitors, and clinical information from emergency medical services to the emergency department staff.

Multimedia Appendix 3
Monitor screen image of a case of a 47-year-old man complaining of chest pain.
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Abstract

Background: The usability of mobile health (mHealth) apps needs to be effectively evaluated before they are officially approved to be used to deliver health interventions. To this end, the mHealth App Usability Questionnaire (MAUQ) has been designed and proved valid and reliable in assessing the usability of mHealth apps. However, this English questionnaire needs to be translated into other languages, adapted, and validated before being utilized to evaluate the usability of mHealth apps.

Objective: This study aims to improve, further adapt, and validate the Chinese version of the MAUQ (C-MAUQ; interactive for patients) on Left-handed Doctor, one of the most popular “reaching out to patients” interactive mHealth apps with chatbot function in China, to test the reliability and cross-cultural adaptability of the questionnaire.

Methods: The MAUQ (interactive for patients) has been translated into Chinese and validated for its reliability on Good Doctor, one of the most influential “reaching out to patients” mHealth apps without chatbot function in China. After asking for the researchers’ approval to use this Chinese version, we adjusted and further adapted the C-MAUQ by checking it against the original English version and improving its comprehensibility, readability, idiomaticity, and cross-cultural adaptability. Following a trial survey completed by 50 respondents on wenjuanxing, the most popular online questionnaire platform in China, the improved version of the C-MAUQ (I-C-MAUQ) was finally used to evaluate the usability of Left-handed Doctor through an online questionnaire survey (answered by 322 participants) on wenjuanxing, to test its internal consistency, reliability, and validity.

Results: The I-C-MAUQ still retained the 21 items and 3 dimensions of the original MAUQ: 8 items for usability and satisfaction, 6 items for system information arrangement, and 7 items for efficiency. The translation problems in the C-MAUQ, including (1) redundancy, (2) incompleteness, (3) misuse of parts of speech, (4) choice of inappropriate words, (5) incomprehensibility, and (6) cultural difference–induced improper translation, were improved. As shown in the analysis of data obtained through the online survey, the I-C-MAUQ had a better internal consistency (ie, the correlation coefficient between the score of each item and the total score of the questionnaire determined within the range of 0.861-0.938; P<.01), reliability (Cronbach α=.988), and validity (Kaiser–Meyer–Olkin=0.973), compared with the C-MAUQ. It was effectively used to test the usability of Left-handed Doctor, eliciting over 80% of informants’ positive attitudes toward this mHealth app.

Conclusions: The I-C-MAUQ is highly reliable and valid for Left-handed Doctor, and suitable for testing the usability of interactive mHealth apps used by patients in China. This finding further confirms the cross-cultural validity, reliability, and adaptability of the MAUQ. We identified certain factors influencing the perceived usability of mHealth apps, including users’ age, gender, education, profession, and possibly previous experience with mHealth apps and the chatbot function of such apps.
Most notably, we found a wider acceptance of this new technology among young Chinese female college students who were more engaged in the interaction with healthcare chatbots. The age-, gender-, and profession-induced preference for new digital health interventions in China aligns with the findings in other similar studies in America and Malaysia. This preference identifies areas for further research on the social, cultural, and gender adaptation of health technologies.

DOI: 10.2196/37933
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**Introduction**

**Background**

Mobile health (mHealth) apps have been applied to deliver health interventions (eg, health education, health monitoring, recommendations on treatments) to alleviate the overburdened health systems in many countries. These apps can perform versatile tasks, including health management, behavior intervention, health data collection, self-diagnosis, disease management, medication management, rehabilitation, and acting as patient portals [1,2], improving medication compliance, saving time in diagnosis and treatment, and reducing medical costs [3-6]. Given these wide applications and diverse advantages, these apps need to be assessed for hidden expenses, heavy data entry burden, and interest loss [7] to ensure accurate data analysis before being put into use [8].

To effectively evaluate the usability of mHealth apps, different questionnaires were designed [9], among which the most popular are the System Usability Scale (SUS) and the Post-Study System Usability Questionnaire (PSSUQ) [10,11]. Although used to reliably measure certain usability aspects of mobile apps, the SUS and the PSSUQ, among others, failed to provide tailored information on the factors unique to mobile apps [10,12]. Zhou et al [9] developed and validated the mHealth App Usability Questionnaire (MAUQ), which was solely designed for assessing the usability of mHealth apps, attesting its reliability and validity. The MAUQ [9] was exclusively developed to evaluate the usability of mHealth apps. It has 4 versions designed to assess interactive or standalone mHealth apps among patients or health care providers. It shows a strong internal consistency, evidenced by the Cronbach α coefficients of its 3 dimensions (.895 for ease of use and satisfaction, .829 for system information arrangement, and .900 for usefulness) and the overall Cronbach α of .914. The items in the 3 dimensions are rated on a 7-point Likert scale from 1 (extremely strongly agree) to 7 (extremely strongly disagree). The usability of an app can be determined by calculating the total points and determining the average points of the responses to all statements: the closer the average is to 1, the higher the usability of the app [9].

Two more recent studies translated and adapted the MAUQ into Chinese [13] and Malay [14], respectively, finding that the Chinese and Malay versions exhibited high reliability and validity similar to those of the original English version [13,14]. The Chinese version of the MAUQ (C-MAUQ; interactive for patients) was testified to be reliable and valid, with content validity index of 0.952, Cronbach α of .912, value of test-retest reliability of 0.896, and value of the split-half reliability of 0.701 [14]. The Malay version of the MAUQ (standalone for patients) was proved to be reliable for evaluating the usability of the mHealth apps (Cronbach α=.946) [13]. Considering the painstaking efforts and considerable time and cost investment involved in developing new questionnaires [14], Marzuki et al [12] strongly recommended that established, accessible, and reliable questionnaires should be adapted, validated, and recorded cross-linguistically.

**Objective**

Informed by the MAUQ and its culturally adapted versions, this study aimed to testify further the reliability, validity, and cross-cultural adaptability of the MAUQ for its suitability to the mHealth app usability test. This was achieved by applying the improved version of the C-MAUQ (I-C-MAUQ) to Left-handed Doctor, one of the most popular “reaching out to patients” interactive mHealth apps in China. It integrates artificial intelligence technologies, such as deep learning, big data processing, semantic understanding, and interactive medical dialog with medicine and is committed to using artificial intelligence technology to expand the supply of high-quality medical resources. The Left-handed Doctor open platform provides solutions, such as smart hospitals, diagnostic robots for consultation rooms, intelligent online consultation, intelligent postdiagnosis management, and artificial intelligence Internet hospitals. In combination with different application scenarios, it provides high-quality medical services for all parties, empowering the health care industry. Although it is popular among many people in China, no studies have empirically tested its usability using the C-MAUQ.

**Methods**

**Overview**

This study used the C-MAUQ [15] but made some improvements. The study was conducted from February 18 to March 8, 2022.
Improvement of the C-MAUQ

We first obtained the approval of the researchers [15] to use the C-MAUQ. Afterward, 2 translators (YS and MJ) independently adjusted this version by checking it against the original English version and improving its readability and idiomaticity. The I-C-MAUQ still retained the 21 items and 3 dimensions of the original MAUQ and the C-MAUQ: 8 items for usability and satisfaction, 6 items for system information arrangement, and 7 items for efficiency. Improper translations of all the 21 items in the C-MAUQ were modified through discussion among the whole research team.

Improvement of Cross-cultural Adaptation

The C-MAUQ has been adapted cross-culturally through experts’ comments and a prediction test [15]. Based on this adaptation and drawing on Conway et al’s translatability assessment (TA) [16], this study further adapted the C-MAUQ by inviting a group of bilingual translators and health educators to assess the comprehensibility of the content as well as the cultural relevance and appropriateness of each item. Subsequently, the revised version was subjected to a trial survey online, in which 50 college students participated to identify problems that needed to be resolved.

Informants and Online Survey

Participants were students of the School of Foreign Studies, Nantong University, China. Impacted by varying degrees of psychological problems that became increasingly serious during the repeated COVID-19 attacks, these students urgently needed mHealth apps for self-diagnosis and general health information to relieve their psychologically strained minds. The questionnaire was administered using the online questionnaire platform named wenjuanxing [17] on February 18, 2022, and the survey lasted until no additional questionnaire was submitted online for 2 consecutive days (March 4, 2022). Over this period, the survey was announced to the entire student body of over 1000 at the School of Foreign Studies, Nantong University, through emails and WeChat groups. Meanwhile, the candidate informants were requested to use the Left-handed Doctor app for 2 days to become familiar with it before answering the questionnaire. The majority of participants in this study were female, which is characteristic of all schools of foreign studies in China.

Data Collection

The survey was conducted through wenjuanxing [17], the most popular online questionnaire platform in China. Two categories of data were collected via online questionnaires: the demographic information of the participants and their ratings on the 21 items concerning the usability of Left-handed Doctor. The demographic data included the informants’ age, gender, grade, and channel to obtain health information. The usability test elicited data concerning the informants’ ratings of the 21 items based on a 7-point Likert scoring system from 1 to 7 points (representing “strongly agree,” “agree,” “somewhat agree,” “neither agree nor disagree,” “somewhat disagree,” “disagree,” and “strongly disagree,” respectively).

Data Analysis

Quantitative analyses were conducted using SPSS version 22.0 (IBM, Inc.). First, demographic data were presented in a table and briefly described as the background information of the analysis. Subsequently, item analysis, weight analysis, and Pearson correlation analysis were conducted, followed by the reliability, validity, test-retest reliability, and split-half reliability tests. Finally, the range, mean values, and SD of the collected usability data were calculated and described for each of the 21 items.

Ethics Considerations

This study was approved and supported by the Student Affairs Office and the Humanities and Social Sciences Office of Nantong University, which is authorized to provide such approval before collecting data from students.

Results

Improvement of the C-MAUQ

Both translators (YS and MJ) found items 1, 2, 5, 9, 11-14, 17-21 problematic after checking the C-MAUQ against the original English version independently. They modified these items independently, and then, through discussion, agreed on the corresponding revisions and the classification of translation problems, which were subjected to further amendments before a final consensus among the study researchers. The translation problems in the C-MAUQ were related to (1) redundancy (items 1, 2, and 18); (2) incompleteness (item 12); (3) misuse of parts of speech (items 5, 9, and 17); (4) choice of inappropriate words (items 5, 9, 14, and 18-21); and (5) incomprehensibility (items 9, 11, and 13).

Further Cross-cultural Adaptation

The I-C-MAUQ was further adapted cross-culturally through a panel meeting attended by a group of bilingual translators and health educators. This meeting identified and agreed on a common problem concerning inappropriate cultural adaptation of items 18-21. In English-speaking countries, a patient always visits the same doctor and addresses the doctor as “my health care provider.” By contrast, in China, a patient usually sees different doctors when becoming ill and thus never uses “my” when referring to his/her “health care provider.” Therefore, “my” was crossed out from these 4 items. No other problems were detected during the panel meeting. After the panel meeting, the comprehensibility, readability, idiomaticity, and cultural adaptability of the questionnaire content were further improved. Subsequently, the I-C-MAUQ version was validated in an online trial survey completed by 50 informants. The trial survey turned out to be successful (Cronbach α=.992), and so the I-C-MAUQ did not require further improvement. The I-C-MAUQ, together with the C-MAUQ and the MAUQ, is provided in Multimedia Appendix 1.

Informant Demographics

Multimedia Appendix 2 shows the informants’ demographic information. A total of 322 responses were collected online, including 292 (90.7%) from female respondents. This can be explained by the fact that over 90% of students studying in the
School of Foreign Studies, Nantong University, are females. The age of the participants ranged from 18 to 33 years (mean 21.68, SD 2.30 years). The overwhelming majority (n=316, 98.1%) were aged between 18 and 26 years. The informants included freshman (n=64, 19.9%), sophomore (n=29, 9.0%), junior (n=88, 27.3%), senior (n=48, 14.9%), first-year postgraduate candidates (n=46, 14.3%), and second-year postgraduate candidates (n=47, 14.6%). The majority of the informants (n=306, 95.0%) obtained health care information by visiting a doctor; logging into the internet; and communicating with families, friends, and classmates. Only a minor percentage of participants (n=9, 2.8%) used mHealth apps to obtain health care information.

**Questionnaire Item Analysis**

The 21 items in the I-C-MAUQ were valid and appropriately designed (Table 1), as evidenced by the distinction between the high-score group (n=94) and the low-score group (n=149). Data below the 27% quantile belonged to the low-score group, and those above the 73% quantile belonged to the high-score group. There was a significant difference in each of the 21 items between the high-score group and the low-score group, with \( P \) value in each case being <.001 (ie, \( P < .01 \)). This indicates that all 21 items could well be distinguished from one another and thus should all be retained in the final version of the questionnaire. Besides, all the 21 items were significant (Table 2), with critical values (CR) determined within the range of 14.751-19.449 and the \( P \) value (CR) calculated at <.001 (ie, \( P < .01 \)). The correlation coefficient between the score of each item and the total score of the questionnaire was determined within the range of 0.861-0.938 (\( P < .01 \)). Thus, all the 21 items were retained. According to the Pearson correlation values (Table S1 of Multimedia Appendix 3), all the 21 items were significantly and positively correlated, with the correlation coefficients ranging from 0.688 to 0.921 and \( P < .01 \).

<table>
<thead>
<tr>
<th>Items(^a)</th>
<th>Group, mean (SD)</th>
<th>( t ) (critical values)</th>
<th>( P ) value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.58 (0.57)</td>
<td>3.65 (1.08)</td>
<td>17.031</td>
</tr>
<tr>
<td>2</td>
<td>1.52 (0.51)</td>
<td>3.34 (1.12)</td>
<td>14.751</td>
</tr>
<tr>
<td>3</td>
<td>1.56 (0.55)</td>
<td>3.54 (1.02)</td>
<td>17.251</td>
</tr>
<tr>
<td>4</td>
<td>1.58 (0.54)</td>
<td>3.66 (1.08)</td>
<td>17.352</td>
</tr>
<tr>
<td>5</td>
<td>1.58 (0.58)</td>
<td>3.51 (1.08)</td>
<td>15.961</td>
</tr>
<tr>
<td>6</td>
<td>1.57 (0.56)</td>
<td>3.53 (1.07)</td>
<td>16.348</td>
</tr>
<tr>
<td>7</td>
<td>1.58 (0.55)</td>
<td>3.85 (1.05)</td>
<td>19.449</td>
</tr>
<tr>
<td>8</td>
<td>1.56 (0.52)</td>
<td>3.62 (1.06)</td>
<td>17.555</td>
</tr>
<tr>
<td>9</td>
<td>1.61 (0.61)</td>
<td>3.60 (1.17)</td>
<td>15.225</td>
</tr>
<tr>
<td>10</td>
<td>1.53 (0.51)</td>
<td>3.61 (1.03)</td>
<td>18.186</td>
</tr>
<tr>
<td>11</td>
<td>1.52 (0.51)</td>
<td>3.49 (1.05)</td>
<td>16.905</td>
</tr>
<tr>
<td>12</td>
<td>1.58 (0.57)</td>
<td>3.46 (0.99)</td>
<td>16.724</td>
</tr>
<tr>
<td>13</td>
<td>1.52 (0.54)</td>
<td>3.40 (1.04)</td>
<td>16.262</td>
</tr>
<tr>
<td>14</td>
<td>1.56 (0.52)</td>
<td>3.65 (1.04)</td>
<td>18.038</td>
</tr>
<tr>
<td>15</td>
<td>1.55 (0.53)</td>
<td>3.55 (1.06)</td>
<td>16.993</td>
</tr>
<tr>
<td>16</td>
<td>1.56 (0.56)</td>
<td>3.56 (1.11)</td>
<td>16.178</td>
</tr>
<tr>
<td>17</td>
<td>1.56 (0.52)</td>
<td>3.51 (1.09)</td>
<td>16.242</td>
</tr>
<tr>
<td>18</td>
<td>1.55 (0.53)</td>
<td>3.54 (1.04)</td>
<td>17.182</td>
</tr>
<tr>
<td>19</td>
<td>1.55 (0.55)</td>
<td>3.50 (1.03)</td>
<td>16.832</td>
</tr>
<tr>
<td>20</td>
<td>1.67 (0.67)</td>
<td>3.68 (0.98)</td>
<td>17.527</td>
</tr>
<tr>
<td>21</td>
<td>1.56 (0.52)</td>
<td>3.57 (1.08)</td>
<td>16.862</td>
</tr>
</tbody>
</table>

\(^a\) Items 1-21 represent the 21 items in the questionnaire.

\(^b\) All \( P \) values <.01.
Table 2. Correlation between the 21 items and the overall score of the questionnaire.

<table>
<thead>
<tr>
<th>Items</th>
<th>CR&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value (CR)</th>
<th>COSQ&lt;sup&gt;b&lt;/sup&gt;</th>
<th>P value&lt;sup&gt;c&lt;/sup&gt; (COSQ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>17.031</td>
<td>&lt;.001</td>
<td>0.874</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2</td>
<td>14.751</td>
<td>&lt;.001</td>
<td>0.885</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3</td>
<td>17.251</td>
<td>&lt;.001</td>
<td>0.902</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>4</td>
<td>17.352</td>
<td>&lt;.001</td>
<td>0.907</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>5</td>
<td>15.961</td>
<td>&lt;.001</td>
<td>0.861</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>6</td>
<td>16.348</td>
<td>&lt;.001</td>
<td>0.883</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>7</td>
<td>19.449</td>
<td>&lt;.001</td>
<td>0.890</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>8</td>
<td>17.555</td>
<td>&lt;.001</td>
<td>0.921</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>9</td>
<td>15.225</td>
<td>&lt;.001</td>
<td>0.879</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>10</td>
<td>18.186</td>
<td>&lt;.001</td>
<td>0.925</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>11</td>
<td>16.905</td>
<td>&lt;.001</td>
<td>0.938</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>12</td>
<td>16.724</td>
<td>&lt;.001</td>
<td>0.923</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>13</td>
<td>16.262</td>
<td>&lt;.001</td>
<td>0.906</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>14</td>
<td>18.038</td>
<td>&lt;.001</td>
<td>0.923</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>15</td>
<td>16.993</td>
<td>&lt;.001</td>
<td>0.914</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>16</td>
<td>16.178</td>
<td>&lt;.001</td>
<td>0.879</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>17</td>
<td>16.242</td>
<td>&lt;.001</td>
<td>0.910</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18</td>
<td>17.182</td>
<td>&lt;.001</td>
<td>0.912</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>19</td>
<td>16.832</td>
<td>&lt;.001</td>
<td>0.896</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>20</td>
<td>17.527</td>
<td>&lt;.001</td>
<td>0.869</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>21</td>
<td>16.862</td>
<td>&lt;.001</td>
<td>0.905</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>CR: critical value.

<sup>b</sup>COSQ: correlation with the overall score of the questionnaire.

<sup>c</sup>All P values <.01.

Weight of the 21 Items in the Questionnaire

Through the analytic hierarchy process, the weight of each of the 21 items in the questionnaire was determined. Based on the judgment matrix of the 21 items (Table S2 of Multimedia Appendix 3), the eigenvector and weight of each item were determined (Table 3). Drawing on the eigenvectors, the maximum eigenvalue (21.000) was worked out. According to the maximum eigenvalue, the CI (<0.001) was computed. According to Table 4, the random index (RI) of the judgment matrix was 1.6358. From the CI (<0.001) and the RI (1.6358), CR (<0.001) was finally calculated (Table 5). This CR value (<0.1) indicated that the judgment matrix passed the consistency test. Therefore, the weights of the 21 items in Table 3 were valid. These weight values meant that the 21 items were almost equally important in the questionnaire.
Table 3. Analytic hierarchy process analysis of the 21 items in the questionnaire.

<table>
<thead>
<tr>
<th>Items</th>
<th>Eigenvectors</th>
<th>Weight (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.018</td>
<td>4.846</td>
</tr>
<tr>
<td>2</td>
<td>0.954</td>
<td>4.541</td>
</tr>
<tr>
<td>3</td>
<td>0.990</td>
<td>4.712</td>
</tr>
<tr>
<td>4</td>
<td>1.010</td>
<td>4.808</td>
</tr>
<tr>
<td>5</td>
<td>1.020</td>
<td>4.858</td>
</tr>
<tr>
<td>6</td>
<td>1.007</td>
<td>4.795</td>
</tr>
<tr>
<td>7</td>
<td>1.071</td>
<td>5.099</td>
</tr>
<tr>
<td>8</td>
<td>0.990</td>
<td>4.712</td>
</tr>
<tr>
<td>9</td>
<td>1.015</td>
<td>4.833</td>
</tr>
<tr>
<td>10</td>
<td>0.992</td>
<td>4.725</td>
</tr>
<tr>
<td>11</td>
<td>0.956</td>
<td>4.554</td>
</tr>
<tr>
<td>12</td>
<td>0.980</td>
<td>4.668</td>
</tr>
<tr>
<td>13</td>
<td>0.956</td>
<td>4.554</td>
</tr>
<tr>
<td>14</td>
<td>1.015</td>
<td>4.833</td>
</tr>
<tr>
<td>15</td>
<td>0.994</td>
<td>4.731</td>
</tr>
<tr>
<td>16</td>
<td>0.983</td>
<td>4.681</td>
</tr>
<tr>
<td>17</td>
<td>0.996</td>
<td>4.744</td>
</tr>
<tr>
<td>18</td>
<td>1.004</td>
<td>4.782</td>
</tr>
<tr>
<td>19</td>
<td>0.995</td>
<td>4.738</td>
</tr>
<tr>
<td>20</td>
<td>1.056</td>
<td>5.029</td>
</tr>
<tr>
<td>21</td>
<td>0.999</td>
<td>4.757</td>
</tr>
</tbody>
</table>

*Maximum eigenvalue: 21.000; CI<0.001.

Table 4. RI table of the judgment matrix.

<table>
<thead>
<tr>
<th>Order</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>RI</td>
<td>0.52</td>
<td>0.89</td>
<td>1.12</td>
<td>1.26</td>
<td>1.36</td>
<td>1.41</td>
<td>1.46</td>
<td>1.49</td>
<td>1.52</td>
<td>1.54</td>
<td>1.56</td>
<td>1.58</td>
<td>1.59</td>
<td>1.5943</td>
</tr>
<tr>
<td>Order</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
</tr>
<tr>
<td>RI</td>
<td>1.6064</td>
<td>1.6133</td>
<td>1.6207</td>
<td>1.6292</td>
<td>1.6358</td>
<td>1.6403</td>
<td>1.6462</td>
<td>1.6497</td>
<td>1.6556</td>
<td>1.6587</td>
<td>1.6631</td>
<td>1.6670</td>
<td>1.6693</td>
<td>1.6724</td>
</tr>
</tbody>
</table>

*RI: random index.

Table 5. Consistency test of the weight of the 21 items.

<table>
<thead>
<tr>
<th>Maximum eigenvalue</th>
<th>CI</th>
<th>RI</th>
<th>Critical value</th>
<th>Result of test</th>
</tr>
</thead>
<tbody>
<tr>
<td>21.000</td>
<td>&lt;0.001</td>
<td>1.636</td>
<td>&lt;0.001</td>
<td>Pass</td>
</tr>
</tbody>
</table>

*RI: random index.

**Questionnaire Reliability and Validity**

The statistics in Table 6 indicate the high reliability of the questionnaire. The corrected item-total correlation values of the 21 items all fell within 0.845-0.931, far exceeding 0.4. This meant that the 21 items were strongly correlated, and that they all had a high degree of reliability. Besides, the Cronbach α did not apparently increase when each of the 21 items was deleted, which implied that all items should be retained in the questionnaire. The overall Cronbach α (.988) for the 21 items was well above 0.9, indicating that the data collected for each item in the questionnaire were highly reliable. The values of test-retest reliability and split-half reliability were 0.918 and 0.828, respectively. Therefore, all the data were suitable for further analysis.
Table 6. Questionnaire reliability (and internal consistency).

<table>
<thead>
<tr>
<th>Items</th>
<th>Corrected item-total correlation</th>
<th>Cronbach α if item deleted</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.860</td>
<td>.988</td>
</tr>
<tr>
<td>2</td>
<td>0.873</td>
<td>.988</td>
</tr>
<tr>
<td>3</td>
<td>0.891</td>
<td>.988</td>
</tr>
<tr>
<td>4</td>
<td>0.897</td>
<td>.988</td>
</tr>
<tr>
<td>5</td>
<td>0.845</td>
<td>.988</td>
</tr>
<tr>
<td>6</td>
<td>0.870</td>
<td>.988</td>
</tr>
<tr>
<td>7</td>
<td>0.877</td>
<td>.988</td>
</tr>
<tr>
<td>8</td>
<td>0.912</td>
<td>.987</td>
</tr>
<tr>
<td>9</td>
<td>0.866</td>
<td>.988</td>
</tr>
<tr>
<td>10</td>
<td>0.917</td>
<td>.987</td>
</tr>
<tr>
<td>11</td>
<td>0.931</td>
<td>.987</td>
</tr>
<tr>
<td>12</td>
<td>0.915</td>
<td>.987</td>
</tr>
<tr>
<td>13</td>
<td>0.896</td>
<td>.988</td>
</tr>
<tr>
<td>14</td>
<td>0.914</td>
<td>.987</td>
</tr>
<tr>
<td>15</td>
<td>0.905</td>
<td>.987</td>
</tr>
<tr>
<td>16</td>
<td>0.866</td>
<td>.988</td>
</tr>
<tr>
<td>17</td>
<td>0.900</td>
<td>.987</td>
</tr>
<tr>
<td>18</td>
<td>0.902</td>
<td>.987</td>
</tr>
<tr>
<td>19</td>
<td>0.885</td>
<td>.988</td>
</tr>
<tr>
<td>20</td>
<td>0.855</td>
<td>.988</td>
</tr>
<tr>
<td>21</td>
<td>0.895</td>
<td>.988</td>
</tr>
</tbody>
</table>

Cronbach α (standardized)=.988.

Table 7 reveals that the questionnaire is highly valid. The communalities for all 21 items ranged from 0.738 to 0.881, well above 0.4, indicating that the data can effectively be extracted from all these items. The Kaiser–Meyer–Olkin (KMO) value (0.973) was above 0.9, which showed that all the data concerning the 21 items could effectively be extracted. The percentage of variance (rotated) for factor 1 was 81.053%, considerably above 50%, meaning that all the data on all the items can validly be extracted.
Table 7. Questionnaire validity.

<table>
<thead>
<tr>
<th>Items</th>
<th>Factor loadings (factor 1)</th>
<th>Communalities&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.873&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.762</td>
</tr>
<tr>
<td>2</td>
<td>0.885&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.784</td>
</tr>
<tr>
<td>3</td>
<td>0.902&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.813</td>
</tr>
<tr>
<td>4</td>
<td>0.907&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.822</td>
</tr>
<tr>
<td>5</td>
<td>0.859&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.738</td>
</tr>
<tr>
<td>6</td>
<td>0.882&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.778</td>
</tr>
<tr>
<td>7</td>
<td>0.890&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.790</td>
</tr>
<tr>
<td>8</td>
<td>0.921&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.848</td>
</tr>
<tr>
<td>9</td>
<td>0.878&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.771</td>
</tr>
<tr>
<td>10</td>
<td>0.923&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.856</td>
</tr>
<tr>
<td>11</td>
<td>0.939&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.881</td>
</tr>
<tr>
<td>12</td>
<td>0.924&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.854</td>
</tr>
<tr>
<td>13</td>
<td>0.907&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.823</td>
</tr>
<tr>
<td>14</td>
<td>0.923&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.852</td>
</tr>
<tr>
<td>15</td>
<td>0.915&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.837</td>
</tr>
<tr>
<td>16</td>
<td>0.880&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.774</td>
</tr>
<tr>
<td>17</td>
<td>0.911&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.830</td>
</tr>
<tr>
<td>18</td>
<td>0.912&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.832</td>
</tr>
<tr>
<td>19</td>
<td>0.896&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.803</td>
</tr>
<tr>
<td>20</td>
<td>0.868&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.754</td>
</tr>
<tr>
<td>21</td>
<td>0.905&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.819</td>
</tr>
</tbody>
</table>

Eigenvalues (initial) 17.021  N/A<sup>c</sup>
Variance (%) (initial) 81.053  N/A<sup>c</sup>
Cumulative variance (%) (initial) 81.053  N/A<sup>c</sup>
Eigenvalues (rotated) 17.021  N/A<sup>c</sup>
Variance (%) (rotated) 81.053  N/A<sup>c</sup>
Cumulative variance (%) (rotated) 81.053  N/A<sup>c</sup>
Kaiser–Meyer–Olkin 0.973  N/A<sup>c</sup>
Bartlett test of sphericity (chi-square); <i>df</i> 10873.765; 210  N/A<sup>c</sup>
P value <.001  N/A<sup>c</sup>

<sup>a</sup>The communality is less than 0.4.
<sup>b</sup>The absolute value of loading is greater than 0.4.
<sup>c</sup>N/A: not applicable.

Usability of the Left-handed Doctor App

Table 8 presents the results of the descriptive analysis of the usability of Left-handed Doctor. The range, mean (SD), and median scores were based on the rating of each item (1=strongly agree; 2=agree; 3=somewhat agree; 4=neither agree nor disagree; 5=somewhat disagree; 6=disagree; and 7=strongly disagree). The mean scores of the 21 items were between 2.224 and 2.497, indicating that the respondents were inclined to agree
with the statements in all 21 items. In other words, they found the *Left-handed Doctor* app usable on the whole.

There were no significant differences ($P=.35$) in the mean scores concerning the 3 dimensions of usability and satisfaction (items 1-8), the arrangement of system information (items 9-14), and efficiency (items 15-21). This implied that the participants found the *Left-handed Doctor* app equally usable when it comes to the 3 dimensions.

Multimedia Appendix 4 shows the proportion of respondents falling into each of the 7 ratings of the 21 items. Over 60% (205/322, 63.7%; 223/322, 69.3%; 209/322, 64.9%; 206/322, 64.0%; 199/322, 61.8%; 206/322, 64.0%; 210/322, 65.2%; 203/322, 63.0%; 208/322, 64.6%; 219/322, 68.0%; 211/322, 65.5%; 218/322, 67.7%; 198/322, 61.5%; 208/322, 64.6%; 216/322, 67.1%; 207/322, 64.3%; 198/322, 61.5%; 203/322, 63.0%; 208/322, 64.6%, for items 1-6, 8-19, and 21, respectively) of informants strongly agreed or agreed with all items but items 7 (183/322, 56.8%) and 20 (187/322, 58.1%). More than 80% (267/322, 82.9%; 285/322, 88.5%; 277/322, 86.0%; 277/322, 86.0%; 277/322, 86.0%; 277/322, 86.0%; 259/322, 80.4%; 282/322, 87.6%; 270/322, 83.9%; 279/322, 86.6%; 287/322, 89.1%; 285/322, 88.5%; 288/322, 89.4%; 277/322, 86.0%; 280/322, 87.0%; 280/322, 87.0%; 282/322, 87.6%; 276/322, 85.7%; 276/322, 85.7%; 258/322, 80.1%; 277/322, 86.0%, for items 1-21, respectively) of participants strongly agreed, agreed, or somewhat agreed with all the 21 items. This meant that the vast majority of the participating students showed a positive attitude toward the usability of the *Left-handed Doctor* app.

### Table 8. Descriptive analysis of the usability of the *Left-handed Doctor* app.

<table>
<thead>
<tr>
<th>Item</th>
<th>Samples, n</th>
<th>Range</th>
<th>Mean (SD)</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.373 (1.180)</td>
<td>2.000</td>
</tr>
<tr>
<td>2</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.224 (1.079)</td>
<td>2.000</td>
</tr>
<tr>
<td>3</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.307 (1.125)</td>
<td>2.000</td>
</tr>
<tr>
<td>4</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.354 (1.160)</td>
<td>2.000</td>
</tr>
<tr>
<td>5</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.379 (1.176)</td>
<td>2.000</td>
</tr>
<tr>
<td>6</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.348 (1.170)</td>
<td>2.000</td>
</tr>
<tr>
<td>7</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.497 (1.246)</td>
<td>2.000</td>
</tr>
<tr>
<td>8</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.307 (1.136)</td>
<td>2.000</td>
</tr>
<tr>
<td>9</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.366 (1.182)</td>
<td>2.000</td>
</tr>
<tr>
<td>10</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.314 (1.140)</td>
<td>2.000</td>
</tr>
<tr>
<td>11</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.230 (1.101)</td>
<td>2.000</td>
</tr>
<tr>
<td>12</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.286 (1.070)</td>
<td>2.000</td>
</tr>
<tr>
<td>13</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.230 (1.089)</td>
<td>2.000</td>
</tr>
<tr>
<td>14</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.366 (1.151)</td>
<td>2.000</td>
</tr>
<tr>
<td>15</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.317 (1.132)</td>
<td>2.000</td>
</tr>
<tr>
<td>16</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.292 (1.153)</td>
<td>2.000</td>
</tr>
<tr>
<td>17</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.323 (1.117)</td>
<td>2.000</td>
</tr>
<tr>
<td>18</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.342 (1.125)</td>
<td>2.000</td>
</tr>
<tr>
<td>19</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.342 (1.119)</td>
<td>2.000</td>
</tr>
<tr>
<td>20</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.463 (1.166)</td>
<td>2.000</td>
</tr>
<tr>
<td>21</td>
<td>322</td>
<td>1.000-7.000</td>
<td>2.329 (1.137)</td>
<td>2.000</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

Informed by Zhou et al [9] and Mustafa et al [13], the study improved the C-MAUQ translated, adapted, and validated in Zhao et al [14], and then used the I-C-MAUQ to test the usability of *Left-handed Doctor*, one of the most popular “reaching out to patients” interactive mHealth apps in China. The I-C-MAUQ had a better internal consistency (the correlation coefficient between the score of each item and the total score of the questionnaire ranging from 0.861 to 0.938; $P<.001$), reliability (Cronbach $\alpha=.988$), validity (load factor ranging from 0.859 to 0.939, percentage of cumulative variance [rotated]$=81.053\%$, KMO=0.973), test-retest reliability (0.918), and split-half reliability (0.828) than the C-MAUQ [14]. Such better performance of the I-C-MAUQ resulted from 4 factors: (1) better comprehensibility, readability, and cultural adaptation of the I-C-MAUQ; (2) different categories of participants in terms of age, gender, education, profession, and sample size; (3) different functions of the tested interactive mHealth apps used by patients (with vs without the chatbot function); and (4) respondents’ experience with mHealth apps. Similarly, we found
that the reliability of the I-C-MAUQ was relatively higher than those reported in Mustafa et al [13] (Cronbach α=.946; corrected item-total correlation values between −0.057 and 0.868) and Zhou et al [9] (Cronbach α=.914). We once again attributed the reliability difference to the aforesaid 4 factors, which will be discussed in the following sections.

**Cross-cultural Adaptation of the Translated Questionnaire**

It is imperative to adapt questionnaires cross-culturally, but there is a lack of evidence for the best approaches to cross-cultural adaptation (CCA) [18]. The most adopted methods for CCA are Brislin’s Translation Model [19], the use of panels or committees [20-26], and focus groups [27]. However, this study adopted another effective but a commonly neglected model: TA [16]. Drawing on the cross-cultural issues proposed in TA, we improved the C-MAUQ [15] by making further cultural and linguistic adaptations, solving the translation problems concerning redundancy, incompleteness, misuse of parts of speech, choice of inappropriate words, incomprehensibility, and relevance and appropriateness on the cultural, semantic, syntactic, and pragmatic facets. The newly adapted questionnaire was equivalent to the original questionnaire [18]. TA thus makes it possible to identify alternative versions for translation purposes, modify original versions to optimize subsequent translation efforts, and detect and discuss irrelevant or inappropriate items early [16]. Thus, TA needs to be adopted as an effective CCA method in prospective translation and adaptation of questionnaires.

**Participant Differences in Age, Gender, Education, Profession, and Sample Size**

Most (318/322, 98.8%) of the informants in this study were aged 18-28, compared with the majority (91.04%) of respondents aged 29-65 in Zhao et al [14], with just over half (52.3%) of the participants aged 18-28 and just below half (48.3%) aged 29-65 in Zhou et al [9], and with all (100%) those surveyed aged 22-25 in Mustafa et al [13]. We concluded that younger age potentially led to relatively positive ratings of questionnaire items and thus higher questionnaire reliability and internal consistency.

The proportions of male and female participants (30/322, 9.3% vs 291/322, 90.4%) were different from those (53.76% vs 46.24%) in Zhao et al [14], those (38.3% vs 61.7%) in Zhou et al [9], and those (8% vs 92%) in Mustafa et al [13]. Therefore, considerably higher percentages (292/322, 90.7%) of female respondents seemed to contribute to a higher degree of the questionnaire’s internal consistency and reliability. This result showed that females were more interested in participating in surveys on the usability of mHealth apps and that more female users of mobile apps were keen on using mHealth apps for health care. This has been also testified by Zhou et al [9].

All informants in this study and Mustafa et al [13] were college students at the undergraduate or graduate level, but those in Zhao et al [14] and Zhou et al [9] had different levels of education: 33.24% and 67.2% held an undergraduate or above in Zhao et al [14] and Zhou et al [9], respectively. The overall higher level of respondent education may explain the relatively higher degree of questionnaire’s internal consistency and reliability in our study and Mustafa et al [13], in comparison with that in Zhao et al [14] and Zhou et al [9]. However, the vast gap in participant education at or above the undergraduate level between Zhao et al [14] and Zhou et al [9] merely resulted in a considerably minor difference in questionnaire reliability (Cronbach α=.912 vs .914).

In terms of profession, being a student—100% (322/322) in this study and Mustafa et al [13], 31.4% in Zhou et al [9], and 1.56% in Zhao et al [14]—also likely impacted the questionnaire’s internal consistency and reliability, with the rate of students participating positively proportional to the degree of reliability and internal consistency.

These findings concerning age, gender, education, and profession contradicted the result in Zhou et al [9], which asserted that the demographic factors (eg, age, gender, education, occupation) failed to significantly impact the answers to the individual statements or the overall score on the MAUQ.

The sample size was indeed not a contributing factor to the high internal consistency and reliability of the questionnaire. Zhao et al [14] recruited the largest number of participants (n=346) but reported the lowest internal consistency and reliability, whereas this study achieved the highest internal consistency and reliability of the questionnaire based on the data contributed by a similar number of informants (n=322), followed by a slightly lower internal consistency and reliability derived from the information provided by the smallest number of informants in Mustafa et al [13].

**Respondents’ Experience With mHealth Apps**

The informants in Zhou et al [9] used mobile apps for an average of 6.64 years; 86.42% of participants in Zhao et al [14] used mHealth apps more than 3 times during the month before the survey. Only 2.8% (9/322) of respondents in this study resorted to mHealth apps for health care information, but they were requested to install the Left-handed Doctor app 2 weeks beforehand to become familiar with it. The informants in Mustafa et al [13] were also asked to do the same. Therefore, experience with mHealth apps did not seem to influence the users’ perceived usability, and thus the internal consistency and reliability of the questionnaire adopted remained unaffected.

**Interactive mHealth Apps for Patients Equipped With or Without the Chatbot Function**

This study tested the usability of the I-C-MAUQ on the Left-handed Doctor app, which is empowered with the chatbot function. By contrast, Zhao et al [14] adopted the Good Doctor app, which was not equipped with the chatbot function. This difference in apps may somewhat explain the notable discrepancy in the questionnaire’s internal consistency and reliability between this study (Cronbach α=.988) and that by Zhao et al [14] (Cronbach α=.912). The mHealth apps used in Krebs and Duncan [7] and Mustafa et al [13] did not have the chatbot function. Thus, further research needs to be conducted to pinpoint the impact of this function on the usability of mHealth apps.
Implications

It is worth adapting established and appropriate questionnaires with recorded validity because designing a new one is effort-, time-, and cost-consuming [12]. Proper translation and adaptation and TA [16,28] are essential to ensure equivalence between the original questionnaire and the translated version. Cultural and linguistic sensitivity is a prerequisite for ironing out the translation problems resulting from cultural and linguistic differences and making the translated questionnaire culturally relevant and appropriate. Therefore, qualified translators highly proficient in the source and target languages and health educators or practitioners need to make joint efforts to complete this challenging task.

Validation is crucial for ensuring the equivalence between the original version and the translated one. Content validity index has been used to quantify the questionnaire validity in some studies [9,13,15,29,30]. It has been widely used because of its simple measurement, accessibility, power to provide details for each item, and indication of item modification or deletion [30].

Limitations

This study has several limitations. First, the convenient sampling of college students from a single university made it challenging to generalize the findings to the whole population in China. The recruitment of only healthy students also made the generalization of the results less convincing. Finally, the sample size was not sufficiently large to guarantee the generalization of findings.

Conclusions

The I-C-MAUQ is highly reliable and valid for the *Left-handed Doctor* app, and thus suitable for testing the usability of interactive mHealth apps used by patients in China. This finding is in line with the study by Marzuki et al [12], further confirming the cross-cultural validity, reliability, and adaptability of the MAUQ. We identified certain factors that influence the perceived usability of mHealth apps, including users’ age, gender, education, profession, and possibly previous experience with mHealth apps as well as the chatbot function of such apps. Most notably, we found a wider acceptance of this new technology among young Chinese female college students who were more engaged in the interaction with health care chatbots. The age-, gender- and profession-induced preference for new digital health interventions in China aligns with the findings from other similar studies in the United States [9] and Malaysia [13]. This preference identifies areas for further research on the social, cultural, and gender adaptation of health technologies.
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Abstract

Background: Incorporating insights from social media into the patient-provider encounter is increasingly being explored in health care settings. Less is known about the utility of these data in mental health therapy.

Objective: This study aims to prospectively investigate and characterize how social media and digital data are used in mental health therapy from both the patient and mental health therapist perspective.

Methods: Patients enrolled in mental health therapy and mental health therapists were interviewed using a semistructured interview guide. All interviews were transcribed and coded using a deductive framework analysis. Themes and subthemes were identified. Participants completed a sociodemographic survey, while mental health therapists also completed a behavioral norms and elicitation survey.

Results: Seventeen participants, that is, 8 (48%) mental health therapists and 9 (52%) patients were interviewed. Overall, participants identified 4 themes and 9 subthemes. Themes were current data collection practices, social media and digital data in therapy, advantages of social media and digital data in therapy, and disadvantages of social media and digital data in therapy. Most subthemes were related to the advantages and disadvantages of incorporating digital data in mental health therapy. Advantage subthemes included convenience, objective, builds rapport, and user-friendliness while disadvantage subthemes were nonreflective, ethically ambiguous, and nongeneralizable. The mental health therapists’ behavioral norms and elicitation survey found that injunctive and descriptive normative beliefs mapped onto 2 advantage subthemes: convenience and objectivity.

Conclusions: This qualitative pilot study established the advantages and disadvantages of social media and digital data use in mental health therapy. Patients and therapists highlighted similar concerns and uses. This study indicated that overall, both patients and therapists are interested in and are comfortable to use and discuss social media and digital data in mental health therapy.

(Keywords: social media; digital health; digital data; mental health therapy; mobile phone)

Introduction

Background

Adults in the United States are frequent users of social media platforms such as Facebook, Instagram, and Twitter [1,2]. Such platforms have a profound impact on everyday life and provide new opportunities for understanding behavioral, social, and environmental determinants of mental health and well-being [3-5]. Social media data (eg, Facebook wall posts) and digital data (eg, search engine use, step data, smartphone metadata) are increasingly used to support patient mental health care [6]. Previous mental health research has demonstrated that social
media data can reveal and predict risk for mental health conditions such as depression, loneliness, suicide ideation, posttraumatic stress, schizophrenia, and bipolar disorder [6-12]. Furthermore, prior research has demonstrated that data from these digital platforms can provide critical information not readily attained through in-person or remote health care encounters to help therapists identify, address, or discuss mental health concerns [3,13,14].

In response to these findings, several researchers are increasingly capturing how and how often therapists incorporate social media data into mental health therapy and treatment. For example, Fisher and Appelbaum [15] report that some mental health clinicians incorporate parts of their patients’ Facebook feeds in their care delivery, whereas Hobbs and colleagues [13] found that nearly two-thirds of outpatient psychotherapists report viewing at least one patient’s social or electronic media (such as email messages, SMS text messaging, and other messaging apps) as part of psychotherapy. Hobbs et al [13] also report that the psychotherapists who access their patients’ electronic or social media data indicated that it improved their ability to provide effective treatment. These findings underscore the utility of social media and digital data in mental health therapy. These examples reflect the growing body of research on the mental health care therapist experience using social media data in mental health therapy; however, research on the patient perspective remains limited. Accordingly, research exploring both patient and therapist perspectives on the use of social media data in mental health therapy is warranted.

Objective
This qualitative study aimed to provide new knowledge on mental health patient and therapist perspectives regarding the use of social media data in mental health therapy. The aims of this study were to (1) explore patients’ and therapists’ current use(s) of social media data in mental health therapy and (2) identify the advantages and disadvantages of sharing social media data in mental health therapy.

Methods
Recruitment
Individuals in mental health therapy (referred to as patients) were recruited through a clinical research registry at a large academic institution (a private university and medical center in the northeastern region of the United States) from March to May 2018. Thirteen applicants expressed interest from the registry, of which 9 were available for an in-person interview. Patient inclusion criteria included that they attended mental health therapy for anxiety or depression and were aged 18 years and older. Patients completed informed consent and received a US $20 gift card as compensation for their study participation. Mental health therapists (referred to as therapists) were recruited through a clinical research registry at a large academic institution (a private university and medical center in the northeastern region of the United States) from March to May 2018. Thirteen applicants expressed interest from the registry, of which 9 were available for an in-person interview. Participant characteristics (eg, type of practice, caseload).

Qualitative Interview
Two semistructured interview guides were constructed based on a review of the published literature on social media data in therapy and co-design techniques [15,16]. The interview guide was structured as follows: introduction, discussion of interview expectations, current use of data in therapy, experience with social media data (eg, Facebook, Instagram, Twitter) in therapy, and advantages and disadvantages of incorporating social media data in therapy. Interview questions were tailored to separately address the patient and therapist experiences. All interviews were conducted by 2 team members. One individual (a cisgender female researcher with >10 years of experience in qualitative interviewing) acted as the lead facilitator, while the other interviewer (a cisgender female service designer with 5 years of experience) took notes and contributed to probing and follow-up questions. Prompts were included, where appropriate, to elicit participant elaboration about each topic. The full interview guide is available from the authors upon request.

Survey
Patients completed a brief in-person survey at the end of the interview. The survey assessed sociodemographic characteristics such as gender, race/ethnicity, highest level of education, and the Social Media Use Questionnaire (SMUQ) [17]. The SMUQ assesses problematic use of social media and comprises 9 items (eg, “I feel anxious when I am not able to check my social network account”), with response options on a 5-point Likert scale from “Never” to “Always.” All items were averaged into a scale for which higher scores corresponded with excessive social media use.

At 24 hours after the interview, therapists received a “thank you” email and a link to a web-based survey, programmed in Qualtrics software. The survey was intended to elicit participants’ beliefs pertinent to using data about patients’ social media use in therapy sessions, given little existing research on social media in mental health therapy. Survey questions were drawn from established procedures for elicitation studies [18]. These open-ended questions elicited beliefs about using social media data in therapy sessions in the next month. Types of beliefs elicited included behavioral beliefs (ie, potential benefits or drawbacks of using social media data in therapy sessions), injunctive normative beliefs (ie, individuals or groups of people who may or may not approve of using social media data in therapy sessions), descriptive normative beliefs (ie, individuals or groups of people who may or may not use social media data in therapy sessions), and control beliefs (ie, circumstances that may help or hinder the use of social media data in therapy sessions). The survey also assessed the sociodemographic characteristics of the participants, including gender, race, ethnicity, highest level of education, and work environment characteristics (eg, type of practice, caseload).
Ethics Approval

This study protocol was reviewed and approved by the University of Pennsylvania Institutional Review Board (protocol 831246).

Analysis

Qualitative Interviews

Therapist interviews were audio recorded and transcribed verbatim. Patient interviews were not recorded; a research assistant observed the interviews and took detailed notes and collected quotes. After multiple readings, the transcripts and interview notes were then coded by authors LS and RS. The coders created a codebook using the interview guide as themes, whereas subthemes emerged from the transcripts. The transcripts and interview notes were then analyzed using a deductive framework analysis [19] and coded according to the 6 stages of framework analysis: familiarization, identifying a thematic framework, indexing, charting, mapping, and interpretation. Identified subthemes were deduced from the coded passages and placed into separate coded charts. The authors then independently reviewed the charts for consistency and agreement. The coders met regularly to resolve disagreements for any theme or subtheme by consensus following discussion. The codebook is available from the authors upon request.

Survey Findings

All quantitative analyses (ie, descriptive statistics) were conducted in a Microsoft application (Microsoft Excel, version 16.58).

Results

Study Sample

The sociodemographic characteristics of the patients and therapists are provided in Table 1. Patients were mostly female (6/9, 66%) and non-Hispanic White (6/9, 66%). Patients were aged 22-60 years; half reported having completed college while the other half completed graduate school. According to the SMUQ, all patients reported using social media platforms (eg, Facebook, Instagram) more than 3 times a day and exhibited nonproblematic social media use (mean score 22, range 9-32). All therapists were females and non-Hispanic White, with a mean age of 37 years. Most reported that they work in a hospital/medical setting and practice cognitive behavioral therapy (CBT). However, therapists were at various stages in their careers, ranging from graduate student to psychologist or associate professor (Table 1).

Table 1. Sociodemographic characteristics of the patients and therapists.

<table>
<thead>
<tr>
<th>Sociodemographic variables</th>
<th>Patients (n=9)</th>
<th>Therapists (n=8)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequency/mean</td>
<td>Range</td>
</tr>
<tr>
<td>Age (years)</td>
<td>34</td>
<td>22-60</td>
</tr>
<tr>
<td>Female</td>
<td>6</td>
<td>N/A</td>
</tr>
<tr>
<td>Ethnicity/race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>6</td>
<td>N/A</td>
</tr>
<tr>
<td>Black</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Asian</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Non-Hispanic, Latinx</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Highest level of education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>5</td>
<td>N/A</td>
</tr>
<tr>
<td>More than college graduate (eg, master’s, doctoral degree)</td>
<td>4</td>
<td>N/A</td>
</tr>
<tr>
<td>Social media use questionnaire</td>
<td>22</td>
<td>9-32</td>
</tr>
<tr>
<td>Cognitive behavioral therapy orientation</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Clinical experience (years)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Clinical setting</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community outpatient</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Hospital</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Private practice</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Caseload (clients)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Prep time prior to session (minutes)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
Thematic Areas

The interviews captured patients’ and therapists’ social media use in mental health therapy. The interviews identified the advantages and disadvantages of sharing social media data in mental health therapy and highlighted the contextual and logistical considerations to incorporating these new data. The interviews were structured on the following themes: (1) current data use in therapy, (2) experience with social media in therapy, (3) advantages of social media in therapy, and (4) disadvantages of social media in therapy (Table 2).
### Table 2. Emerging interview subthemes with illustrative quote(s).

<table>
<thead>
<tr>
<th>Themes, subthemes</th>
<th>Therapist</th>
<th>Patient</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Current data use in therapy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Applications</td>
<td>...I think it is a great idea because if you get the notification from the app and it is kind of fun, it’s visually enticing, and people are more likely to do it. And then some of them have the built-in mindfulness tracking.</td>
<td>...I use the eMoods app to track my triggers and love the biometrics information. It tracks a lot things like eating vegetables, how much bread I eat, or if I went outside. I show my therapist it. eMoods doesn’t feel like it’s judgmental because I am creating the field(s).</td>
</tr>
<tr>
<td>Surveys</td>
<td>...Implement surveys during treatment to see change over time in symptoms or quality for life.</td>
<td>...Surveys are infrequent. I attend a self-determined care model.</td>
</tr>
<tr>
<td><strong>Experience with social media in therapy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient-initiated</td>
<td>...The patient brought up Snapchat and showed conversation around the video… It was sharing a sexting video with someone they were interested in and were having anxious thoughts about having done that and the individual saved/downloaded the video.</td>
<td>...I am comfortable sharing social media because it’s already out there, and everyone puts their business out on social media.</td>
</tr>
<tr>
<td>Provider-initiated</td>
<td>...There’s a lot of videos on YouTube to use for exposures. So… if I have somebody that comes in with like a serious vomiting fear or emetophobia or fear of like, could be anything like scary movies or clowns. We just go on YouTube and look stuff up.</td>
<td>...I trust my instincts [on what to share].</td>
</tr>
<tr>
<td><strong>Advantages of incorporating social media in therapy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Convenience</td>
<td>...I would also love for there to be more technology where the person doesn’t have to enter anything themselves. That’s why the Fitbit is nice or this sleep app where you basically put under your pillow (and) it tracks your sleep… because requiring them to do any work when they’re already depressed and anxious [and it can be] a huge burden.</td>
<td>...It would be nice to look back [at previous posts].</td>
</tr>
<tr>
<td>Objective</td>
<td>...I think sleep data could be really useful… Like I’ve had a lot of patients who tell me that they sleep for like 3 hours and I’m like that’s not possible every single night, I think this could be useful.</td>
<td>...It would help flag my memory… keep me on track.</td>
</tr>
<tr>
<td>Builds rapport</td>
<td>...I don’t think it derails anything… mostly it’s very relevant and helpful, they’re willing to share, and I think it builds rapport. Often times it helps me to like really understand what they’re talking about.</td>
<td>...We talk about [text messages] as a “how are you?”</td>
</tr>
<tr>
<td>User-friendly</td>
<td>...It’s nice that it graphs it for you… I would use it in the beginning of session when I’m asking how they are feeling right now and how they feel how the last month has been to sort of see if their self-report in the moment lines up.</td>
<td>...If therapy is holistic having this data might not be bad.</td>
</tr>
<tr>
<td><strong>Disadvantages of incorporating social media in therapy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonreflective</td>
<td>...I think that people sometimes present very differently in therapy than they might on social media. If I’m thinking of somebody who is super depressed or maybe [have] chronic mental health issues, I think that that person probably doesn’t post a lot on social media about their depression.</td>
<td>...I trust my instincts on what to share.</td>
</tr>
<tr>
<td>Ethically ambiguous</td>
<td>...For them to know that I have access to everything they post could make them feel pretty watched. They don’t have any privacy because anything they do online the therapist will see it and will pull it up on their portal and judge them for it.</td>
<td>...I want to disclose what I need to [in each session]… maybe it’s my eating disorder [that] has been more on my mind, not my substance abuse.</td>
</tr>
<tr>
<td>Nongeneralizable</td>
<td>...I think there are different social media personalities. There are some people who are very explicitly like “I don’t talk about politics on Facebook.” And other people who use it as their diary where they are posting every thought. And then people who don’t post very much because they’re more private.</td>
<td>...I think I would like to annotate them (ie, text message or social media post) because things are left out.</td>
</tr>
</tbody>
</table>

*Illustrative quote(s)*

>- Experience with social media in therapy:
  - “They’re willing to share, and I think it builds rapport. Often times it helps me to like really understand what they’re talking about.”
  - “I have somebody that comes in with like a serious vomit fear or emetophobia or fear of like, could be anything like scary movies or clowns. We just go on YouTube and look stuff up.”

>- Advantages of incorporating social media in therapy:
  - “I think sleep data could be really useful… Like I’ve had a lot of patients who tell me that they sleep for like 3 hours and I’m like that’s not possible every single night, I think this could be useful.”
  - “I would love for there to be more technology where the person doesn’t have to enter anything themselves.”

>- Disadvantages of incorporating social media in therapy:
  - “I think that people sometimes present very differently in therapy than they might on social media.”
  - “I want to disclose what I need to [in each session]… maybe it’s my eating disorder [that] has been more on my mind, not my substance abuse.”
Current Data Use in Therapy

When asked about current data collection practices, both patients and therapists noted using mental health and well-being apps in their sessions. Apps were mainly used during their practice to augment mental health services. For example, a patient reported using an app designed for patients with bipolar disorders I and II, depression, posttraumatic stress disorder, and anxiety disorder to keep track of symptoms and triggers (Table 2). However, several therapists expressed concern with selecting the “right” app, whereas others noted security and confidentiality issues for their patients. One therapist said, “[My patient] didn’t want to put the app in her phone because her friends look at her phone and she thought that they would ask about it” (Participant #1, female, aged 42 years). In addition to using apps, therapists reported that they routinely collect patient-reported outcome data. As a common practice of CBT, validated surveys such as Beck’s Depression Inventory, Patient Health Questionnaire 9-item, or Generalized Anxiety Disorder 7-item scales are collected at every therapy visit to track progress. Patients in this sample did not report completing validated surveys at their therapy sessions.

Experience Discussing Social Media in Therapy

The patients interviewed reported sharing and discussing social media data with their therapist. Most patients reported sharing or discussing Instagram posts (n=10), Facebook posts or statuses (n=8), tweets (ie, Twitter posts) (n=3), and YouTube videos (n=3). One patient noted, “I show my therapist my Facebook, it’s evidence of my life; yes, I have friends, I exist” (Participant #3, genderqueer, aged 24 years).

Approximately half of the patients reported that they have directly shared or summarized social media posts to their therapist in the last month. Therapists noted similar interactions; one elaborated as follows, “So for [instance] a patient that is dating and wants to show me some of the people that she’s talking about… she’ll show me on social media. Or they want to show me what they post, a story that’s going, something that they are involved with, like a family member or friends” (Participant #2, female, aged 35 years). Once social media data are introduced in therapy sessions, both patients and therapists detailed how social media platforms such as Facebook or YouTube can also be used as homework or in exposure therapy. For example, 1 patient explained that their therapist would have them write on a friend’s Facebook wall to address their social anxiety and phobia.

Advantages of Incorporating Social Media in Therapy

Both patients and therapists highlighted how social media data can be convenient, objective, user-friendly, and allow them to build rapport when used in therapy (Table 2). Both patients and therapists focused on how data are shared, may it be automatic or manual and how the algorithm could select posts as an advantage. Patients indicated a general acceptance of an algorithm selecting their social media posts but emphasized a desire to annotate or provide context to the post. One patient said, “I need to be there with [my therapist] to review” (Participant #5, male, aged 34 years). Therapists highlighted a desire for objective metrics derived from social media posts.

They commonly referenced social media’s metadata such as time of post and language used. For example, therapists noted that patients recounting of events may be influenced by recall bias when individuals have a partial account of prior events [20], whereas seeing metadata provides an objective source of information. Both therapists and patients highlighted their comfort with and interest in digital data such as steps walked via a smartphone’s built-in pedometer or screen time metrics.

Social media data are seen to aid discussions and accelerate a patient’s account of events. Both participants and therapists highlighted how they would like to see trends over time. A therapist said, “I’m asking how they are feeling right now and how they feel how the last month has been to sort of see if their self-report in the moment lines up” (Participant #2, female, aged 35 years). Therapists also noted instances when their patient would show pictures of friends or family from a social media platform to add a “face to the name,” implying that the use of such data builds rapport, which in turn could enhance the patient-provider communication.

Disadvantages of Incorporating Social Media in Therapy

Our results underscored perceived disadvantages of using social media data in therapy. Specifically, it can be nonreflective, nongeneralizable, and its use could be ethically ambiguous. Patients reported a sense of fear and uneasiness “always” sharing social media data with their therapist. They noted concerns about being “watched” and saw it as “a little creepy.” Few therapists expressed concern that it could also elicit a Hawthorne effect, altering one’s behavior due to the awareness of being observed [21]. As 1 therapist noted, “And again, me seeing all of [the] posts patients put up, even if they are agreeing to that…Patients may change [the way] they engage with that social media platform” (Participant #6, female, aged 43 years).

Therapists expressed concern that sharing social media data is nonreflective and would not provide accurate depictions of the patient’s true thoughts and emotions. They highlighted how social media posts are often public-facing accounts of people or events and may not be genuinely authentic. One patient said that “things are left” out of posts, whereas therapists highlighted how their patients may have a social media personality.

Several participants raised important questions regarding the security of the data collected, with 1 patient saying, “I want to protect [my] autonomy” (Participant #7, female, aged 29 years). Similarly, a patient highlighted that they want their intuition on what social media posts to share with their therapist (Participant #7, female, aged 29 years). Half of the therapists expressed concern regarding the social media platforms’ security policies. Several therapists also indicated that consistently including social media data in their therapy sessions could negatively impact their workflow.

Furthermore, utility of social media data in therapy may hinge on a patient’s age or comfort with technology. Both therapists and patients agreed that including these data would be the most beneficial for younger or more technologically inclined patients. One patient participant noted that social media in their therapy session may not be “beneficial for me [and my treatment goals]
but for a younger generation because they post so much” (Participant #6, female, aged 60 years).

**Additional Therapist Beliefs About Social Media Use in Therapy**

After the interviews concluded, therapists were asked a series of open-ended survey questions to assess their normative and control beliefs relevant to using patients’ social media data in therapy sessions. See Table 3 for the elicitation questions asked and the illustrative quotes. Therapists were asked to indicate what types of individuals or groups of people would be more or less likely to use social media in therapy (descriptive normative beliefs). Responses included being a younger therapist or patient and a digital native and someone who grew up with technology who might be more technologically inclined. Therapists indicated that their colleagues who would be open to this type of data exchange must be made aware of the social media platform themselves and be oriented toward CBT or other measurement-based care orientations. Therapists reported that individuals or groups who would be less likely to use social media in therapy included those who are older, have limited experience with social media platforms, and do not use measurement-based care. When asked to indicate what circumstances would make it difficult or easy to use social media in therapy (control beliefs), responses underscored the importance of convenience of use for both the therapist and the patient and ease of understanding in the context of therapy.
Table 3. Examples of open-ended responses and the corresponding theme categorization for each type of belief elicitation question.

<table>
<thead>
<tr>
<th>Belief category, elicitation questions, illustrative open-ended responses</th>
<th>Subtheme(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Normative beliefs (injunctive)</strong></td>
<td></td>
</tr>
<tr>
<td>Generally, what types of individuals or groups would approve or think you should use data about clients’ social media use in therapy sessions in the next month? Please list general groups or personas; do not include specific names.</td>
<td></td>
</tr>
<tr>
<td>Younger clinicians, clinicians who work with young adults, clinicians who use a measurement-based care framework (ie, track their clients’ progress using measures)</td>
<td>Convenience</td>
</tr>
<tr>
<td>Younger therapists, data-driven/number-oriented people</td>
<td>Objective</td>
</tr>
<tr>
<td>Generally, what types of individuals or groups would disapprove or think you should not use data about clients’ social media use in therapy sessions in the next month? Please list general groups or personas; do not include specific names.</td>
<td></td>
</tr>
<tr>
<td>Potentially psychodynamic practitioners, individuals with strong privacy concerns</td>
<td>Ethically ambiguous</td>
</tr>
<tr>
<td>Individuals who do not use or have social media, clients who may be mistrusting or not have a strong therapeutic rapport with their therapist</td>
<td>Builds rapport</td>
</tr>
<tr>
<td><strong>Normative beliefs (descriptive)</strong></td>
<td></td>
</tr>
<tr>
<td>Generally, what types of individuals or groups are most likely to use data about clients’ social media use in therapy sessions in the next month? Please list general groups or personas; do not include specific names.</td>
<td></td>
</tr>
<tr>
<td>Younger, more number-oriented practitioners</td>
<td>Convenience</td>
</tr>
<tr>
<td>Clinicians who are familiar with and comfortable using social media, clinicians who treat young adults, clinicians who incorporate technology into their treatments (eg, give measures on a computer or iPad, email, or text their clients)</td>
<td>Objective</td>
</tr>
<tr>
<td><strong>Normative beliefs (descriptive)</strong></td>
<td></td>
</tr>
<tr>
<td>Generally, what types of individuals or groups are least likely use data about clients’ social media use in therapy sessions in the next month? Please list general groups or personas; do not include specific names.</td>
<td></td>
</tr>
<tr>
<td>Older clinicians: clinicians in an environment in which it is inconvenient to do so</td>
<td>Convenience</td>
</tr>
<tr>
<td>Clinicians who do not use social media themselves and may have limited knowledge about how to use it (likely older clinicians), clinicians from orientations that do not emphasize measurement</td>
<td>N/Aa</td>
</tr>
<tr>
<td><strong>Control beliefs</strong></td>
<td></td>
</tr>
<tr>
<td>Please list any factors or circumstances that would make it easy or enable you to use data about clients’ social media use in therapy sessions in the next month.</td>
<td></td>
</tr>
<tr>
<td>Easy-to-use interface that logs all the information on the patient unobtrusively</td>
<td>User-friendly</td>
</tr>
<tr>
<td>Electronic platform, automated data collection and reminders</td>
<td>Convenience</td>
</tr>
<tr>
<td>Easily downloadable app(s), clear directions on how to use it in sessions with clients</td>
<td>Apps</td>
</tr>
<tr>
<td><strong>Control beliefs</strong></td>
<td></td>
</tr>
<tr>
<td>Please list any factors or circumstances that would make it difficult or prevent you to use data about clients’ social media use in therapy sessions in the next month.</td>
<td></td>
</tr>
<tr>
<td>Lack of perceived need or benefit for a client, privacy concerns, difficult user interface for either myself or my client</td>
<td>Nonreflective</td>
</tr>
<tr>
<td>If I had to go through several steps to access the data</td>
<td>Convenience</td>
</tr>
<tr>
<td>A client’s hesitancy or anxiety</td>
<td>Ethically ambiguous</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

**Discussion**

**Principal Findings**

This qualitative study provides new knowledge on patient and therapist perspectives regarding the use of social media in mental health therapy. The interviews captured patients’ and therapists’ current use(s) of social media in mental health therapy and that both patients and therapists initiated its use and discussion in prior sessions. Of note, the individuals interviewed expressed comfort reviewing and discussing social media data. They identified several advantages and disadvantages of sharing social media data in mental health therapy (Table 2), underscoring the utility of and the potential concerns associated with integrating elements of our digital lives into mental health therapy in a world that increasingly relies on digital technologies. To our knowledge, this is the first account of patients’ experiences and perspectives on this novel data source. Patients highlighted how social media posts provide objective evidence...
of their social lives or networks. They discussed previous experiences of self-curating posts and questioned if they want an algorithm selecting social media posts to share. Throughout the interviews, a clear understanding of how the data are generated and shared was of great importance. Previous research has captured individuals’ willingness to share digital data for health research [3,22]. However, researchers have yet to devise a way to provide comprehensive feedback or snapshots to better inform patients, let alone their health care provider.

Despite already using social media data in therapy, both patients and therapists questioned the utility of certain social media platforms. They noted that social media posts may not fully reflect their true thoughts or feelings. This speaks to a growing trend among Instagram users with 2 types of accounts: “finsta” accounts, on which users post less polished photos of themselves and “rinsta” accounts, which include more authentic posts [23]. “Finsta” and “rinsta” accounts highlight how social media posts may not always accurately portray individuals’ experiences. However, there might be clinical relevance if a patient has a “rinsta” account.

The desire for objectivity was noted throughout the interviews. Although the interview questions specifically asked about social media data, therapists discussed the incorporation of objective digital data such as the number of steps taken per day or hours slept per night and highlighted them as variables that can contribute to one’s mental health and well-being. Although our interviews did not specifically capture the use of digital data such as steps and screen time, Di Matteo and colleagues [24] reported general acceptance sharing this type of data through their interviews with new patients referred to a tertiary care mood and anxiety disorder clinic. Since Di Matteo et al.’s work [24] and our interviews were both hypothetical scenarios, further research is needed to assess patient and therapist comfort with sharing social media data in the context of therapy sessions.

Lastly, when discussing how to systematically incorporate social media data into sessions, both patients and therapists stressed the importance of person-centered design. As demonstrated by Yoo and colleagues [25], who conducted co-design workshops to build a social media tool for therapists, the data must map onto the end users’ expectations, both in terms of analyses and organization, to avoid being “another layer of noise” [25]. Therapists in this sample questioned how social media data would fit in their workflow (Tables 2 and 3). Despite these concerns, overall, our interviews highlight how sharing social media insights with the patient and therapist could also be clinically relevant and informative. Further work is needed to explore and test how to systematically collect social media and present it to patients and their therapists in a user-friendly format for use in mental health therapy.

**Implications and Recommendations**

To our knowledge, this is the first study to capture the patient perspective on their experience sharing and discussing social media data in mental health therapy. The patients interviewed provided critical insights that have yet to be characterized. Our findings uniquely underscore the importance of patient autonomy on what and when to share social media data. As the study sample included mostly female, White, college-educated patients and female, White, and CBT therapists, future research should be conducted with more diverse samples in terms of gender, race/ethnicity, therapeutic orientation, and educational attainment. Additional and special attention is also needed to explore how social media is used and discussed in other cultural contexts.

Our interviews were conducted in 2018 and 2019 prior to the COVID-19 pandemic and may not reflect current norms and beliefs of social media data sharing in the therapeutic encounter. During the COVID-19 pandemic and recovery phases, there has been a dramatic increase in individuals with depressive and anxiety symptoms seeking mental health care [26]. Further research is warranted to capture how social media data are shared in virtual sessions via videoconference or telephone call. We also recommend additional research on the use of digital data such as smartphone metadata as viable data sources in therapy [27]. The combination of social media and digital data could enhance tailored treatment plans and impact therapeutic alliance, a cooperative working relationship between client and therapist, often seen as an essential aspect of successful therapy [28]. Since previous research found that therapeutic alliance is maintained and even enhanced with the introduction of digital mental health interventions [29,30], further research in this area is needed.

Lastly, there are clear educational, practical, and policy implications. As detailed in the American Psychological Association Guidelines for the Optimal Use of Social Media in Professional Psychological Practice (October 2021) [31] and indicated by our findings, mental health therapists should be encouraged to undergo specific educational training on how to safely and ethically use social media data in therapy. The training should encompass core elements of ethics, informed consent, comfort with technology, social media trends per population segment (eg, age, gender, race, ethnicity, sexual identity, language, culture), and how to integrate these new data sources into their workflow. Clinics and practices would need to reserve additional time, personnel, and technology infrastructure to support this training. Noel and colleagues [11] recommend a technology specialist, a new type of health care worker who identifies and reviews electronic resources that may support a client’s specific recovery goals. Data infrastructure and protections are critically important and require special attention. Furthermore, if social media data were incorporated into therapy and demonstrated to improve patient outcomes and reduce costs to the clinic and patient, national/state policies and insurance companies could modify current plans and coverage.

**Limitations**

This study has several limitations. First, the study sample was small and largely homogeneous with respect to sociodemographic data. All participants were recruited from a convenience sample in 1 large metropolitan region in northeastern United States. It is possible that the results from this study do not apply to other population segments or geographic regions. As we advertised for this study online, it is possible that study participants were drawn to the study because of their prior experience with social media in mental health therapy. We were unable to audio record patient consent, comfort with technology, social media trends per population segment (eg, age, gender, race, ethnicity, sexual identity, language, culture), and how to integrate these new data sources into their workflow. Clinics and practices would need to reserve additional time, personnel, and technology infrastructure to support this training. Noel and colleagues [11] recommend a technology specialist, a new type of health care worker who identifies and reviews electronic resources that may support a client’s specific recovery goals. Data infrastructure and protections are critically important and require special attention. Furthermore, if social media data were incorporated into therapy and demonstrated to improve patient outcomes and reduce costs to the clinic and patient, national/state policies and insurance companies could modify current plans and coverage.

**Limitations**

This study has several limitations. First, the study sample was small and largely homogeneous with respect to sociodemographic data. All participants were recruited from a convenience sample in 1 large metropolitan region in northeastern United States. It is possible that the results from this study do not apply to other population segments or geographic regions. As we advertised for this study online, it is possible that study participants were drawn to the study because of their prior experience with social media in mental health therapy. We were unable to audio record patient consent, comfort with technology, social media trends per population segment (eg, age, gender, race, ethnicity, sexual identity, language, culture), and how to integrate these new data sources into their workflow. Clinics and practices would need to reserve additional time, personnel, and technology infrastructure to support this training. Noel and colleagues [11] recommend a technology specialist, a new type of health care worker who identifies and reviews electronic resources that may support a client’s specific recovery goals. Data infrastructure and protections are critically important and require special attention. Furthermore, if social media data were incorporated into therapy and demonstrated to improve patient outcomes and reduce costs to the clinic and patient, national/state policies and insurance companies could modify current plans and coverage.
participant interviews. As such, our transcripts were not as robust for patient participants as they were for therapist participants. Our interviews were conducted with patients and therapists separately; future research could interview patient and therapist dyads for further insights. With respect to analyses, there are limitations to thematic coding as a methodological approach, such as inferences made from a small study sample size and coding at the phrase level, which may not fully capture the participants' intended meaning. Furthermore, we were unable to use qualitative data analysis software such as NVivo. Interviews were conducted prior to the COVID-19 pandemic. Accordingly, findings may not fully reflect the current state of mental health delivery in the United States, as most mental health therapy is now delivered virtually via videoconference [32]. Despite these limitations, findings from this pilot study can inform social media use practices and norms in mental health therapy.

Conclusions
In this study, patient and therapist interviews provide important insights on the current utilization of social media in mental health therapy, including the advantages and disadvantages of social media use in such contexts. Our findings highlight that social media data used in therapy provide convenient, objective information that is user-friendly and can promote rapport between the patient and the therapist. However, the use of social media data in mental health therapy is also perceived as nonreflective, ethically ambiguous, and potentially nongeneralizable. Future research is needed to explore and test how to systematically collect social media and present it to patients and their therapists in a user-friendly format for use in mental health therapy.
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Abstract

Background: Psoriasis is a chronic disease characterized by inflammation, increased scaling, itching, and other symptoms. Psoriasis is not contagious, but patients have often felt shunned. Therefore, in addition to psoriasis symptoms, stress, anxiety, and depression can also affect quality of life (QoL). Surveys show that only a quarter of patients are satisfied with the success of their therapy. However, in addition to medical therapy, self-management can also make it easier to deal with chronic diseases like psoriasis.

Objective: The aim of this project was to develop a smartphone-based self-management tool (SMT) specifically for patients with psoriasis using a community-driven process. The impact of the SMT on QoL as well as its acceptance and usability were evaluated.

Methods: In collaboration with an internet-based self-help community, 2 user surveys were conducted to determine the requirements for a smartphone-based SMT. The surveys consisted of semistructured questionnaires asking for desired features in an SMT for psoriasis. A pilot study was conducted to evaluate QoL, acceptance, and usability. Community users were recruited to use the app for 21 days and complete the Dermatology Life Quality Index (DLQI) questionnaire at the beginning (T₀) and end (T₁). Afterward, participants were asked to complete another questionnaire on usability and ease of use.

Results: SMT requirements were collected from 97 members of an internet-based community. The SMT was built as a progressive web app that communicates with a server back end and an Angular web app for content management. The app was used by 15 participants who also provided qualitative feedback, and 10 participants answered all questionnaires. The average DLQI score was 7.1 (SD 6.2) at T₀ and 6.9 (SD 6.6) at T₁. The minimal required sample size of 27 was not reached.

Conclusions: The high degree of community participation in the development process and the responses during the requirement engineering process indicated that there is a general need for an independently developed SMT for patients with psoriasis. However, the feedback received after app use shows that the SMT does not meet the needs of the community. It can be concluded that a more customizable app is needed. The focus and needs of the users were very heterogeneous. Similar developments and research could benefit from the findings of this project.

(JMIR Form Res 2022;6(7):e32593) doi:10.2196/32593
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Introduction

Overview
Psoriasis is a chronic skin disease that manifests itself with inflammation, increased scaling, itching, and other symptoms [1]. Flares can be aggravated by stress, medical drugs, or infectious diseases [2-4]. Psoriasis affects approximately 2% to 3% of the German population [1,5]. In addition to psoriatic symptoms, stress, anxiety, and depression can affect quality of life (QoL) [6-8]. Compared to healthy individuals, anxiety disorders were identified more frequently in patients with psoriasis [4,9]. It is not possible to cure psoriasis, but symptoms could be mitigated with medical drugs, special therapies, or complementary methods [10,11]. Nevertheless, approximately 30% of patients do not consult a physician [12,13].

Interviews reveal that a quarter of patients are dissatisfied with the success of their treatment [14,15]. Problems regarding drug therapies are present in up to 40% of patients [15,16]. To increase patient satisfaction and adherence, evidence-based decision guidance for psoriasis therapy is available as an S3 guideline [17]. However, in addition to medical therapy, self-management can facilitate the management of chronic diseases such as psoriasis [18-20]. In comparison to other chronic diseases, there are less evidence-based self-management tools (SMTs) for patients with psoriasis [20].

Related Work
Self-help and self-management can be effective tools for patients to better cope with their (chronic) disease [18-20]. Traditionally, self-help involves in-person group meetings or counseling. In recent years, a shift toward mobile apps, information websites, and web-based communities can be observed. Self-help can also include aspects of citizen science approaches. For example, self-help groups and other organizations collect and organize information on people with a disease [21]. Internet-based communities are often used by patient experts who share information and generate hypotheses. This is done based on shared experiences. Modern technologies can facilitate new approaches to citizen science projects [22].

Citizen science also includes the involvement of patients in the development process of SMTs. Some examples are given in the following paragraphs. Safdari et al [23] conducted a study on the requirements for a self-management app for patients with psoriasis. In a requirements analysis, 100 patients provided information about their requirements for educational information and lifestyle management, among other features. This included information on the disease on the one hand and factors such as physical activity, nutrition, or stress management on the other hand.

Trettin et al [24,25] have developed an app for Danish patients with psoriasis treated with biologics. In the development process, patients were interviewed, and various workshops and a prototype test were carried out. In the app, vital signs, and the Dermatology Life Quality Index (DLQI) [26] can be recorded in preparation for video or telephone consultations. Patients, doctors, and nurses have reported that consultations are more structured, and patients feel safe [24,25].

Aims of the Study
Currently, there are few SMTs in German app stores and no German-speaking apps (co-) developed by self-help organizations (ie, the patients themselves). Therefore, the 2 major objectives of this study are to (1) present an SMT especially developed by and for patients with psoriasis and (2) evaluate the app’s impact on QoL as well as its acceptance and usability.

Methods

Recruitment and Requirement Engineering Phase
In Germany, there are 2 main organizations for psoriasis self-help. The larger one is the Deutscher Psoriasis Bund e.V. (German Psoriasis Association) and the smaller one is the Psoriasis Selbsthilfe Arbeitsgemeinschaft e.V. (Psoriasis Self-Help Association, PSOAG) [27,28]. The latter offers self-help on its website. The internet-based community consists of approximately 28,000 users (as of November 2019) and concerns itself with topics such as therapies or nutrition. There are various expert forums and groups that can be joined. Knowledge articles are also published [29]. The project was initiated with PSOAG members. The community collected requirements of a (potential) smartphone-based SMT during 2 online surveys (published via the web-based forum).

The first survey started on February 2, 2019, and was closed on March 15, 2019. It consisted of a semistructured questionnaire that asked about the desired features of an SMT for psoriasis. A translated version of this questionnaire can be found in Multimedia Appendix 1. After completion of the first survey, the responses were read and clustered to capture different categories of functionalities. In the next step, categories were checked for technical feasibility and focus on SMTs.

The second survey that incorporated the community feedback from the first round was open from June 25, 2019, to August 31, 2019. During this phase, 11 mock-ups of the SMT were presented and discussed with the community members. The mock-ups were built with the Balsamiq Mockup software (version 3.5.17; Balsamiq Studios, LLC) [30].

Changes needed in the design of the app and the expansion of certain functionalities were again checked for technical feasibility and incorporated into the final app requirements.

After the requirements were determined, the SMT development started. The system was implemented by one of the authors using software components previously developed [31] as blueprints. The app development and the pilot study were carried out as part of a master's thesis at Heilbronn University.

SMT Evaluation

QoL Assessment
Numerous instruments of QoL assessment exist [32,33]. Fitzpatrick et al [34] developed a list of criteria to select the most appropriate measurement instrument. According to these criteria, we decided to use the DLQI by Finlay et al [26] for this study. The DLQI consists of 10 questions that cover the dimensions of symptoms and daily activity, leisure, work or
school, personal relationships, and therapy [26]. The average response time is 2 minutes [35]. The score of the DLQI ranges from 0 to 30. The larger the value, the worse the QoL [26]. The minimal clinically important difference is 4 score points [36]. A license for the use of the German Translation DLQI was applied for and was provided by Cardiff University [35].

**Use and Usability**

Considering usability and further use, an additional questionnaire was introduced. It included questions about handling, use, further use, and the severity of psoriasis, and were self-reported and/or measured by the Psoriasis Area and Severity Index (PASI) [37]. This additional questionnaire can be found in Multimedia Appendix 2.

**Recruitment for QoL Assessment**

Participants for the QoL assessment were recruited through various channels:

1. A call for participation was given via the PSOAG website and forum. The call provided the opportunity to contact the study team directly or to access a study information website.
2. Information flyers were sent to dermatology clinics (13 rehabilitation clinics and 11 university clinics), the Professional Association of German Dermatologists, and the Psoriasis Association.
3. Social media channels were used to actively promote the study (eg, regular tweets, posts on Instagram, and the creation of a Facebook page about the study).

For inclusion in the study, the participants had to have psoriasis and be at least 18 years old.

**Study Design**

As the study measured the change in QoL, it was necessary to record at a minimum of 2 time points (T₀ and T₁). The DLQI measures QoL in relation to the last 7 days. A break of at least 7 days is recommended, and frequent questioning is discouraged; otherwise, participants may remember their previous response. Based on these requirements, the intervention duration was set at 21 days.

After 21 days had elapsed, the second DLQI and the extra questionnaire on usability and further use of the SMT were completed. Then, the participants dropped out of the study.

**Statistical Analysis**

Based on the German-specific data provided by Lesner et al [7] and the minimal clinical effect of 4 points, a sample size of 27 participants is calculated to reach α=.05 and β=.2 [38]. Data were analyzed with the statistical software MATLAB (version 2019b) [39].

**Ethical Approval**

No ethical approval was obtained for the conducted study. The local ethics committee of Heilbronn University is only an advisory board (see §111) [40]), and it does not provide formal ethical approval. This was a community-led project involving interested persons with psoriasis who enrolled voluntarily and by general invitation in the development and evaluation of an app. These were not patients treated by the authors. Treatment changes or any interaction with the medical care delivery team were not included in the objectives of this study.

As the data collected were worthy of protection, a high scientific standard was applied here. All participants were informed about the study details and received written information in accordance with the Declaration of Helsinki [41]. This information was available on the study information website and could be downloaded for offline reading (see Multimedia Appendix 3). All participants had one-to-one contact with the principal investigator and questions from them were answered by email or telephone, as requested.

All participants signed an informed consent form (see Multimedia Appendix 4), which could be revoked at any time. In this case, all documents that could still be assigned were destroyed. To ensure a high level of data security, the questionnaires were recorded under a pseudonym generated by the participants themselves.

**Results**

**Requirement Engineering and SMT**

More than 90 community members participated in the survey (N=97). They determined the scope of the SMT’s features, created the medical content, and curated it.

During the first user survey, the requirements for the SMT were collected. Nearly 90% (87/97) of the participants indicated willingness to test the SMT. The suggestions of the community about the desired features were evaluated for their feasibility and purpose of use. Four categories emerged during the analysis of the community responses: (1) communication, (2) drug management, (3) tracking of complementary methods, and (4) rate/score doctors. Selected examples of the feedback from the SMT users are presented in Table 1. Furthermore, mock-ups (ie, drafts of the user interface) were created. These were presented to the community and the community members could provide their comments.

The final SMT framework consists of three components, as shown in Figure 1: (1) an Angular web application for the management of the SMT content used by the editorial team, (2) a server back end built with Java Spring Boot and Spring Security, and (3) the SMT for the study participants as an Angular application. The SMT app was implemented as a progressive web app (PWA) to be available for all types of smartphones.

Both web components were built with the Angular Framework (Google; version 7.2.15) [42]. The server back end was built with Java Spring Boot (The Spring Team; version 2.1.5) [43] and Java (Oracle Corporation; version 11) [44].

One feature focus of the SMT is to suggest interaction-free complementary measures to the user, with which physical complaints, such as itching, skin blisters, and dry skin, can be alleviated. Patients can document their psoriasis type, medical drugs, and complaints each day. Based on these data, the SMT suggests complementary methods that are free of interactions. The complementary measures were suggested by the community itself and were reviewed by the forum’s editorial team. In total,
55 complementary measures were found, described, and incorporated into the knowledge base of the SMT (see component 1 in Figure 1). The complete list is available in Multimedia Appendix 5. The knowledge was embedded in a PostgreSQL database (PostgreSQL Global Development Group; version 10.9) [45], as shown in Figure 1.

Another aspect of the app was the documentation of psoriasis and the possibility to view the severity of symptoms as they progressed and in relation to the complementary methods that were considered. Moreover, individual body parts could be documented in more detail with the help of photos and text. Figure 2 shows representative screenshots.

A comprehensive data protection concept was developed. All the app data were stored exclusively on the user’s own smartphone.

### Table 1. Results of the first requirement analysis involving the web-based communitya

<table>
<thead>
<tr>
<th>Feedback from the community</th>
<th>Category</th>
<th>Realization in the SMTb</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;Input of laboratory values and their graphical representation in order to be able to observe their development (eg, CRP, leukocytes, lymphocytes)&quot;</td>
<td>2</td>
<td>_d</td>
</tr>
<tr>
<td>&quot;Alarm clock to remind of injection days, medication intake, doctor’s appointments&quot;</td>
<td>2</td>
<td>—</td>
</tr>
<tr>
<td>“One should be able to print out what has been written”</td>
<td>3</td>
<td>✓</td>
</tr>
<tr>
<td>“Being up to date on care for scalp psoriasis - nutrition tips, new findings”</td>
<td>3</td>
<td>+f</td>
</tr>
<tr>
<td>“Diet plan, natural remedies”</td>
<td>3</td>
<td>+</td>
</tr>
<tr>
<td>“Exchange with other patients (ie, link to the forum)”</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>“Notifications about new findings regarding the therapy used (side effects, new variants)”</td>
<td>2</td>
<td>—</td>
</tr>
<tr>
<td>“All [measures] that improve my quality of life, take away pain, and build me up”</td>
<td>3</td>
<td>+</td>
</tr>
<tr>
<td>“It could remind me to take medication”</td>
<td>2</td>
<td>—</td>
</tr>
<tr>
<td>“Study situation and results on complementary therapy methods would be good”</td>
<td>3</td>
<td>✓</td>
</tr>
<tr>
<td>“Some kind of daily checklist to check off to-dos related to (psoriasis) would be great. That way you can see correlations, if necessary (eg, if you forgot a supplement or only applied cream once a day instead of twice).”</td>
<td>3</td>
<td>+</td>
</tr>
<tr>
<td>“Could you name and comment on current dermatologist (recommends, yes/no and why)”</td>
<td>4</td>
<td>—</td>
</tr>
<tr>
<td>“That you can print out the diary would be good to present to the doctor who treated you!”</td>
<td>3</td>
<td>✓</td>
</tr>
<tr>
<td>&quot;A list of my current medications as well as a list of medications I have tried but no longer use (and why!)”</td>
<td>2, 3</td>
<td>+</td>
</tr>
<tr>
<td>“A chat or a link to a forum where users can exchange information directly. Because I see the main problem with the app as being that something different helps everyone. It’s so hard to generalize.”</td>
<td>1</td>
<td>+</td>
</tr>
<tr>
<td>“Calendar in which one can enter appointments for the doctor, taking one’s medication or other things.”</td>
<td>1, 2</td>
<td>—</td>
</tr>
<tr>
<td>“Logging what you have eaten and then automated evaluation of whether patterns are recognizable, how nutrition affects you. The same with stress/well-being.”</td>
<td>3</td>
<td>✓</td>
</tr>
<tr>
<td>“Maybe refer to competent doctors, dermatologists and rheumatologists in the respective federal states of the people concerned.”</td>
<td>4</td>
<td>—</td>
</tr>
<tr>
<td>“To find other patients with psoriasis nearby and find experts or good doctors from the patient’s point of view.”</td>
<td>1, 4</td>
<td>—</td>
</tr>
<tr>
<td>“A digital (medication plan) for all medications, not only for psoriasis treatment; in my case, for example, this was accompanied by a CHD disease.”</td>
<td>2</td>
<td>—</td>
</tr>
</tbody>
</table>

---

*a*All statements were translated from German. Additions or replacements for better understanding are denoted in square brackets.

*b*SMT: self-management tool.

c*CRP: c-reactive protein.

d*The function is not implemented.

e*The function is fully implemented.

f*The function is partially implemented.

g*CHD: congenital heart defects.
**Figure 1.** System architecture. The 2 Angular components are shown on the left. These are provided on a web server that communicates with the back-end server. A Spring Security module protects the back end and the connected database from security attacks. The back-end component is shown on the right. DB: database; SMT: self-management tool; SQL: structured query language.

**Figure 2.** Screenshots of the smartphone app. Left to right: (A) Rating and sorting physical complaints. Complaints can be added via the “plus” sign in the footer. (B) Choosing complementary methods, including reducing alcohol, taking a bath with bath salts, and relaxing. (C) The course of complaints. By clicking on one of the dots in the chart, the complementary methods used during this day are shown. (D) Documentation of the front of the body. A click on the body adds a region of interest. Photos and text could be documented for each region of interest.

**SMT Evaluation**

**QoL Analysis**

During the call for participation, 29 persons showed interested in participation, with 21 of them providing consent to the processing of their data. Of these, 18 submitted the initial questionnaires. All persons who returned the first questionnaire are counted as participants. Participants who revoked consent (3 participants) or did not return the second questionnaire (5 participants) are counted as dropouts. Only 10 participants returned both questionnaires that were subsequently analyzed.

In total, 15 valid preintervention and 10 postintervention QoL questionnaires, and questionnaires about acceptance and usability were collected and transcribed into a CSV format. Additionally, 6 participants did not return any questionnaires but gave consent.

The mean DLQI for the preintervention questionnaire was 7.1 (SD 6.2) score points and 6.9 (SD 6.6) score points for the postintervention questionnaire. A lower score after the intervention corresponds to an increased QoL. However, the reduction of the DLQI by 0.2 score points does not correspond to a clinically relevant effect.

**Use and Usability**

The survey on difficulties in using the app shows that users did face challenges (see Table 2).

The results showed that 4 participants had no difficulties in using the app, and 3 participants found it quite or very difficult to use. Moreover, 3 other participants had slight difficulty in using the app. This was also reflected in the feedback from the participants. When returning the second questionnaire or withdrawing from the study, there was additional qualitative feedback on the SMT given by various participants, which is documented in Textbox 1.

The participants were also asked about their continued use of the app. None of the participants would continue to use the app daily. Only 2 participants continued to use the app regularly, 1 participant used it as needed, and 6 participants did not continue to use the app at all. In 1 questionnaire, this question remained unanswered.
Table 2. Study results.a

<table>
<thead>
<tr>
<th>Participant</th>
<th>DLQI&lt;sub&gt;T0&lt;/sub&gt;</th>
<th>DLQI&lt;sub&gt;T1&lt;/sub&gt;</th>
<th>Usage period (days)&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Difficulty&lt;sup&gt;e&lt;/sup&gt;</th>
<th>Further use&lt;sup&gt;f&lt;/sup&gt;</th>
<th>Severity level&lt;sup&gt;g&lt;/sup&gt;</th>
<th>PASI&lt;sup&gt;h&lt;/sup&gt; score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>A little</td>
<td>Not at all</td>
<td>Mild</td>
<td>Not replied</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>3</td>
<td>12</td>
<td>Fairly</td>
<td>Not replied</td>
<td>Heavy</td>
<td>Not replied</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>A lot</td>
<td>Not at all</td>
<td>Heavy</td>
<td>Not replied</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>19</td>
<td>6</td>
<td>A little</td>
<td>Not at all</td>
<td>Mild</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>2</td>
<td>21</td>
<td>Not at all</td>
<td>Regularly</td>
<td>Mild</td>
<td>Not replied</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>Fairly</td>
<td>Not at all</td>
<td>Moderate</td>
<td>Not replied</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>4</td>
<td>8</td>
<td>Not at all</td>
<td>Not at all</td>
<td>Moderate</td>
<td>&lt;3</td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>17</td>
<td>5</td>
<td>A little</td>
<td>As needed</td>
<td>Moderate</td>
<td>Not replied</td>
</tr>
<tr>
<td>9</td>
<td>15</td>
<td>9</td>
<td>5</td>
<td>Not at all</td>
<td>Regularly</td>
<td>Heavy</td>
<td>Not replied</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>12</td>
<td>3</td>
<td>Not at all</td>
<td>Not at all</td>
<td>Moderate</td>
<td>Not replied</td>
</tr>
<tr>
<td>11</td>
<td>15</td>
<td><em>i</em></td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
</tr>
<tr>
<td>12</td>
<td>15</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
</tr>
<tr>
<td>14</td>
<td>10</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
</tr>
<tr>
<td>15</td>
<td>10</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
<td><em>-i</em>-</td>
</tr>
</tbody>
</table>

<sup>a</sup>Average values for participants 1 to 10: DLQI<sub>T0</sub>, 7.1, DLQI<sub>T1</sub>, 6.9, and usage period (days), 7.1. Average DLQI<sub>T0</sub> value for participants 1 to 15 was 8.3.

<sup>b</sup>DLQI<sub>T0</sub>: Dermatology Life Quality Index before using the app.

<sup>c</sup>DLQI<sub>T1</sub>: Dermatology Life Quality Index after using the app.

<sup>d</sup>Indicates the number of days the app was used.

<sup>e</sup>Represents the difficulties experienced when using the app.

<sup>f</sup>Represents further use of the app.

<sup>g</sup>Shows the subjective perception of the severity of psoriasis.

<sup>h</sup>PASI: Psoriasis Area and Severity Index.

<sup>i</sup>Indicates participants who only completed the first questionnaire but did not withdraw their agreement.
Textbox 1. Qualitative feedback of participants. All statements were translated from German. Additions for better understanding are shown in square brackets. Detailed information on date, time, and medication are omitted because of privacy reasons.

<table>
<thead>
<tr>
<th>Person A</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “I have psoriatic arthritis and unfortunately the app does not relate to that.”</td>
</tr>
<tr>
<td>• “And unfortunately, I also have to say that I find the handling very complicated.”</td>
</tr>
<tr>
<td>• “Basically, I find the idea good, but so [the app] is unfortunately not further usable for me.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Person B</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “It worked great.”</td>
</tr>
<tr>
<td>• “The “problem” is the photos. I live alone and find it difficult to photograph the back. But that is my only issue at the moment.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Person C</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “I have tried a few apps, but they were all not applicable. Maybe theirs is a little better and more supportive.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Person D</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “Also, I found it inconvenient and difficult to use at times because there was no explanation whatsoever.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Person E</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “The “app” is not a native iOS or Android app, but a web application. I prefer here, especially for my sensitive health data, an app running locally on the iPhone/iPad, where the data is local on the device or encrypted in my own or the iCloud (optional).”</td>
</tr>
<tr>
<td>• “Using the app in parallel from multiple devices (smartphone, tablet, smartwatch) would be of great benefit.”</td>
</tr>
<tr>
<td>• “Such an app would also have to be individually “customizable” for me: Creation of own “therapies”. For the individual therapies, storage of more details (eg, for light therapy, the duration of the respective irradiation or the set Joule dose), for ointments, the name, PZN, etc.”</td>
</tr>
<tr>
<td>• “Usability would also have to be significantly optimized. For regular documentation (skin condition, condition, medication), the [documentation] must happen as quickly and easily as possible.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Person F</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “The app is very interesting and helpful for people who don’t have this background knowledge.”</td>
</tr>
<tr>
<td>• “The documentation via photos, I think is very good, I could have used that a lot from ***.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Person G</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “I only used the app for a very short time, as I perceived filling it out as annoying.”</td>
</tr>
<tr>
<td>• “However, I think small changes to the app could fix this for the most part.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Person H</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “Since I don’t do therapy other than *** and *** and don’t yet know what things help me, it would have also become difficult for me to use it meaningfully.”</td>
</tr>
<tr>
<td>• “I’m just looking more the other way around for a template where I can document what I’ve done and eaten (how much sleep, how much sun, etc) to figure out what factors are negatively impacting me.”</td>
</tr>
</tbody>
</table>

**Statistical Analysis**

The targeted sample size (N=27) was not achieved. Therefore, the testing of the hypotheses was disregarded.

**Discussion**

**Requirements Engineering and SMT Development**

A special feature of the development process was the high level of participation. Community members were asked about additional features and could comment on the designs and mock-ups. Unfortunately, it was not possible to implement all the desired functions (see Table 1). Reminders could not be implemented due to the technical restriction of a PWA. Notifications are possible with this design but cannot be individually configured. Ratings of doctors and exchanges with other patients were not implemented, as these functions would overlap with the internet-based forum of the community. Some suggestions of the stakeholders have been partially implemented because the documentation should be in a structured form instead of a free form to avoid incorrect entries and simplify usage.

When examining for possible confounders, the usability aspects stood out. This was reinforced by the feedback from the individual participants. There were difficulties in dealing with
the app. This was partly due to the handling and partly because patients have a greater need to document their illness than that assumed. In particular, the behavior for which therapy is currently being provided and secondary diseases should be documented more precisely and as quickly as possible. The heterogeneity of the users’ feedback shows that the app should be highly customizable. The suggestion to implement the app as a standalone one rather than as a PWA certainly warrants further IT security requirements and offers possibilities for including more features.

The feedback from the community shows a certain ambivalence regarding the privacy aspect. On the one hand, previous experience and feedback on the app show that a high level of data protection is desired. Therefore, all data remain locally stored on the user’s device. On the other hand, the fact that the data cannot be accessed on several devices was perceived as a negative feature. Apparently, there are services that enjoy a higher level of trust regarding data protection than others. Further developments to the app must ensure that users can decide whether they want to use the SMT data on 1 or more devices.

Despite the low number of study participants, the project shows the possibility of using citizen science in biomedical projects and research. The community-supported software development process successfully led to a functional SMT. In particular, the internet-based community provided the list of complementary measures, which were used as textual content in the SMT. Therefore, the SMT users could benefit from the collected patient knowledge about complementary measures without the effort of searching information on the internet.

Limitations

There are 2 major limitations of this project. The first is the low overall sample size and the second is a small observed effect.

For showing a statistically significant improvement of a minimum of 4 score points, 27 participants would have been necessary for the study. This number was not reached despite previous experience about the active internet-based community and high involvement in the requirement engineering process. Only 21 participants could be recruited. Of these, only 10 participants completed all questionnaires. We identified potential reasons for this: (1) failure to reach the target group via social media channels, (2) an admission process that was perceived as too complicated, and (3) the Christmas holidays. One indication of this is an increase in the dropout rate in the month of December. The additional leaflets sent in December could not mitigate the low involvement.

The observed effect of 0.2 score points reported in the results is negligible. The fact that the desired effect with a difference of 4 DLQI points could not be measured can be attributed to different causes. Besides the low effectiveness of the intervention, the intervention period (21 days) may play a role. The reason is that regular use over a long period of time may be necessary to effect changes. Therefore, a measured effect could be considered a placebo effect. In addition, the DLQI was recorded without considering the occurrence of relapses, possible rehabilitation stays, or an existing concomitant disease such as psoriatic arthritis. Comparing the average DLQI score determined in this study with the results of the study by Augustin et al [46] (mean 7.5, SD 6.4 points) reveals that the values do not differ much. Moreover, the variances in the respective samples are similar. This difference of less than 1 score point with the score in this study is noteworthy because Augustin et al included not only patients of dermatology outpatient hospital clinics but also patients of dermatologists in ambulant care. In this study, the participants were recruited via the community, which is why it is unlikely that the sample consists exclusively of dermatology outpatient hospital clinic patients.

Future Directions

Based on the feedback provided by the community and app users, the existing smartphone app should be completely revised. The authors strongly recommend developing such an app using a community-driven process again.

The improvements to the subsequent versions of the SMT can be roughly divided into four areas: (1) therapies including conventional medical therapies, hospital and rehabilitation stays, and complementary measures; (2) psoriasis relapses and triggers that can be analyzed; (3) behavioral patterns or environmental data in everyday life; and (4) QoL, as well as psychological and physical factors measured textually or visually using questionnaires.

To implement SMTs sustainably in care, it should be better integrated into the existing structures of care processes and medical practices. Direct data transmission to practitioners and further development of SMTs as approved medical products are conceivable.

Conclusions

The high participation of the internet-based community in the development process and the response to the first survey (N=97) shows a general need for independently developed SMTs for people with psoriasis. However, the collected feedback shows that the solution presented in the paper does not meet the needs of the community. The authors conclude that a more customizable app is needed.
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Abstract

Background: Engagement with smartphone apps for smoking cessation tends to be low. Chatbots (ie, software that enables conversations with users) offer a promising means of increasing engagement.

Objective: We aimed to explore smokers’ experiences with a quick-response chatbot (Quit Coach) implemented within a popular smoking cessation app and identify factors that influence users’ engagement with Quit Coach.

Methods: In-depth, one-to-one, semistructured qualitative interviews were conducted with adult, past-year smokers who had voluntarily used Quit Coach in a recent smoking cessation attempt (5/14, 36%) and current smokers who agreed to download and use Quit Coach for a minimum of 2 weeks to support a new cessation attempt (9/14, 64%). Verbal reports were audio recorded, transcribed verbatim, and analyzed within a constructivist theoretical framework using inductive thematic analysis.

Results: A total of 3 high-order themes were generated to capture users’ experiences and engagement with Quit Coach: anthropomorphism of and accountability to Quit Coach (ie, users ascribing human-like characteristics and thoughts to the chatbot, which helped foster a sense of accountability to it), Quit Coach’s interaction style and format (eg, positive and motivational tone of voice and quick and easy-to-complete check-ins), and users’ perceived need for support (ie, chatbot engagement was motivated by seeking distraction from cravings or support to maintain motivation to stay quit).

Conclusions: Anthropomorphism of a quick-response chatbot implemented within a popular smoking cessation app appeared to be enabled by its interaction style and format and users’ perceived need for support, which may have given rise to feelings of accountability and increased engagement.
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Introduction

Diseases caused by cigarette smoking are a leading cause of preventable death, killing approximately 8 million people each year globally [1]. Smoking-attributable diseases place significant financial burden on health care systems, with costs estimated to be approximately 5.7% of the total annual global health care expenditure [2]. Therefore, improved behavioral or pharmacological smoking cessation support is a priority for individuals, public health bodies, and governments. However, in-person smoking cessation services are challenged by scalability and face substantial funding cuts across many countries [3], especially after many had to offer only remote services owing to the COVID-19 pandemic [4]. With growing internet access and smartphone ownership, digital interventions (including smartphone apps) provide a low-cost means of scaling up the delivery and optimizing the reach of evidence-based smoking cessation support [5]. However, the available smoking cessation apps tend to generate low average levels of user engagement [6,7]—although estimates vary between apps.
Chatbots are a relatively new addition in the health care domain, with recent systematic reviews identifying only a handful of studies of chatbots for improving mental health [23] and increasing physical activity and healthy diets [24]. Within the substance use and smoking cessation domains, a few early single-arm and 2-arm randomized studies have yielded promising results [25-28]. For example, a chatbot incorporating the principles of motivational interviewing—designed specifically to support smokers who are unmotivated to stop—tested positively in an early user-testing study [25]. An adapted version of the cognitive behavioral therapy–informed chatbot, Woebot, for people who use addictive substances was found to be acceptable to deliver, engaging, and associated with improvements in mental health and substance use outcomes in a single-arm study [28]. We found that the addition of a supportive, quick-response chatbot to a popular smoking cessation app more than doubled the user engagement and improved short-term quit success in a large, 2-arm, experimental study [27]. However, the available single-arm and 2-arm quantitative studies have not focused on the potential mechanisms underpinning this increased engagement (eg, owing to limited data collection). Qualitative studies of users’ experiences with the relational agent, Replika, have found that such companion chatbots can mimic human interaction, with users perceiving their relationships with the designated bot as rewarding [20,29]. However, qualitative investigations of users’ experiences with chatbots designed specifically to support smoking cessation are lacking. Therefore, this qualitative study aimed to address the following research questions:

1. What are smokers’ experiences with a quick-response chatbot (Quit Coach) implemented within a popular smartphone app?
2. What are the factors that influence users’ engagement with Quit Coach?

**Methods**

**Study Design**

The Consolidated Criteria for Reporting Qualitative Research checklist was used in the design and reporting of this study [30]. Semistructured, one-to-one interviews were conducted.

**Theoretical Framework**

A constructivist theoretical framework was used to inform data collection and analysis [31]. This theoretical approach was selected because constructivism recognizes the active role of the researcher in the generation and interpretation of qualitative data.

**Participants**

For pragmatic purposes, participants were recruited across 2 periods: June 2020 to August 2020 (led by KS and OP) and April 2021 to August 2021 (led by AA and OP). Owing to the COVID-19 pandemic, it was challenging to recruit as planned during the summer of 2020. Therefore, we continued the recruitment in 2021. The project team decided that it would be useful to recruit participants from 2 different subgroups (ie, past-year smokers who had voluntarily used Quit Coach in a recent smoking cessation attempt and current smokers who...
agreed to download and use Quit Coach for a minimum of 2 weeks to support a new cessation attempt as a form of triangulation [32]. We reasoned that such triangulation of results when varying the eligibility criteria (rather than the methods) would either help to validate the results (eg, if smokers who did not self-select to download and use the Smoke Free app had similar experiences with Quit Coach as those who had voluntarily used the app) or highlight different experiences owing to smoking status or treatment-seeking behavior.

Participants recruited in 2020 were eligible to participate if they (1) were aged ≥18 years, (2) were fluent English speakers based in the United Kingdom, (3) were past-year smokers and had used the pro (ie, paid) version of the Smoke Free app (ie, the app version that included Quit Coach) for at least two weeks, and (4) had interacted with Quit Coach at least once during the 2-week period.

Participants recruited in 2021 were eligible to participate if they (1) were aged ≥18 years; (2) were fluent or highly competent English speakers, with no restrictions on geography; (3) were current cigarette smokers; (4) were willing to make a quit attempt within 1 week from initial contact with the researchers and use Quit Coach for at least two weeks; and (5) owned a smartphone.

All the participants used the pro version of the Smoke Free app for a period of at least 2 weeks before participating in the semistructured interviews. We expected this time window to be sufficient for enabling detailed conversation about participants’ chatbot experiences.

**Sampling**

Participants recruited in 2020 were approached through advertisements (unpaid) shared on social media platforms (ie, Facebook and Twitter) and through a mailing list of Smoke Free app users. The recruitment materials stated that Smoke Free users were invited to participate in a web-based interview about their experiences with the app (good or bad), with particular focus on the Quit Coach feature. Participants were incentivized to win 1 of 5 gift vouchers worth £20 (approximately US $24).

Participants recruited in 2021 were approached through advertisements (unpaid) shared on social media platforms (ie, LinkedIn, Facebook, and Instagram), directly through the researchers’ networks (ie, WhatsApp, email, SMS text messages, and flyers), and through professional web-based recruitment platforms (ie, Prolific and Call for Participants). The recruitment materials stated that smokers interested in making a quit attempt with the use of a smartphone app were invited to participate in a web-based interview about their experiences with the app (good or bad), with particular focus on its chatbot feature. Participants received a gift voucher worth £10 (approximately US $12) after completing the interview.

Participants were recruited in batches of 4 to 5 participants each until theoretical saturation was judged to have occurred (ie, a point in the data collection process when no new information alters the identified themes) [33]. Preliminary data analysis was conducted by KS and subsequently by AA after each batch of 4 to 5 participants, to determine whether additional participants were needed.

**Measures**

**Eligibility and Sample Characteristics**

Data were collected to determine eligibility and characterize the sample based on (1) age; (2) gender (female, male, or in another way); (3) country of residence; (4) whether they were fluent or highly competent English speakers (yes or no); (5) time to first cigarette (<5, 6-30, 31-60, or >60 minutes or not applicable); (6) cigarettes smoked per day (<10, 11-20, 21-30, ≥31, or not applicable); and (7) motivation to stop, measured with the validated Motivation to Stop Scale [34].

Participants recruited in 2020 were asked the questions mentioned previously and to provide additional information on the following: (1) job type (manual or nonmanual); (2) smoking status (“I smoke cigarettes [including hand-rolled] every day”; “I smoke cigarettes [including hand-rolled], but not every day”; “I don’t smoke cigarettes at all, but I do smoke tobacco of some kind [e.g. pipe, cigar or shisha]”; “I have stopped smoking completely in the last year”; “I stopped smoking completely more than a year ago”; or “I have never been a smoker [i.e. smoked for a year or more]”); and (3) self-reported use of Quit Coach (none at all, a little, moderately, a lot, or extremely).

Participants recruited in 2021 were asked the questions mentioned previously and to provide additional information on the following: (1) the number of past-year quit attempts and (2) whether they had ever used any app-based support to help stop smoking (and if so, the name of the app).

**Interview Topic Guide**

The topic guide was informed by the Model of Supportive Accountability [22] to address specific theoretical concepts (eg, information quality, reliability, and accountability) and split into 3 sections: an introductory section to allow participants to warm up, covering general experiences with the app; a second section exploring users’ experiences with Quit Coach; and a final section exploring situations in which participants engaged with Quit Coach (Multimedia Appendix 1). Prompts were used to encourage participants to elaborate on their impressions and experiences. The topic guide was pilot-tested by KS on 2 graduate colleagues from the MSc program in Behavior Change and adapted following their feedback. The topic guide was further adapted following the interviews conducted in 2020 to facilitate elaboration by adding specific probes in addition to a new question (“To what extent would you say you formed a relationship of sorts with the chatbot? How was this?”). As participants mentioned their relationship with the chatbot, we considered it useful (and consistent with the flexible, semistructured style of interviewing) to specifically prompt subsequent participants about this. The adapted topic guide was piloted by AA on a graduate colleague from the MSc program in Behavior Change and a current smoker from AA’s network and updated according to their feedback. Interviews remained flexible, facilitated by the semistructured style of questioning.

**Procedure**

Upon expressing interest, participants were asked to read the participant information sheet, provide informed consent, and complete the eligibility questionnaire via Qualtrics (Qualtrics...
International Inc). If eligible, participants recruited in 2020 were contacted by the researchers to arrange the interview. If eligible, participants recruited in 2021 were contacted to confirm study acceptance and provided with information on how to download the pro version of the Smoke Free app (using a free access code). Participants were asked to select a quit date and nominate a day that was 2 weeks from their quit date to complete the interview. Owing to the COVID-19 pandemic, in-person interviews were not possible. Therefore, interviews were conducted via the web by KS or AA (graduate students enrolled in an MSc program in Behavior Change) via Microsoft Teams. Besides the participant and the researcher, no one else was present during the interviews. KS had limited experience in conducting qualitative interviews before this study; AA had extensive experience from working for a consultancy firm. Before conducting the interviews, OP (PhD in Health Psychology, extensive experience in conducting qualitative interviews through previous academic work) provided training to KS and AA. Interviews were audio recorded and lasted between 30 and 45 minutes. Following completion, the participants were thanked, verbally debriefed, and presented with an incentive.

The Smoke Free App and Quit Coach

Smoke Free [35] is an evidence-informed app with a large user base (approximately 4000 downloads per day). The app contains behavior change techniques that are expected from theory and evidence from other settings to aid smoking cessation [17,36]. Refer to the study by Jackson et al [37] for a summary of the behavior change techniques included in the Smoke Free app, coded against a 44-item taxonomy of techniques used in individual behavioral support for smoking cessation [36]. The pro (ie, paid) version of Smoke Free contains a text-based, quick-response chatbot called Quit Coach (Figure 1). During the first 2 weeks of a user’s quit attempt, Quit Coach initiates twice-daily check-ins with users regarding their cessation attempt through a push notification. Check-in frequency is programmed to reduce after 1 month and cease entirely after 90 days (when users are anticipated to have quit smoking). Users engage with Quit Coach via text messages, selecting from prewritten responses. There are a few exceptions to this format, such as when users complete certain exercises that require free-text input (eg, typing the mantra, “not another puff, no matter what”), to occasionally type what is influencing their craving, or for providing feedback on whether they found a piece of advice useful (refer to Multimedia Appendix 1 for additional screenshots of such interactions). A bespoke Node.js natural language processing framework (adapted from freely available, state-of-the-art source code by Smoke Free’s developers) is used to map free-text inputs onto their likely intent—this constitutes the only machine learning element of the chatbot. Users can also initiate check-ins themselves by opening Quit Coach to record a craving or ask for assistance via a get help now toolkit, which provides different options for directing the conversation with Quit Coach. The conversational options include craving management, relapse, difficult situations, and withdrawal. Quit Coach’s communications (typically in text form, but also through emojis and Graphics Interchange Formats [GIFs]) contain information about the health consequences of smoking, quitting tips, and motivational messages, simulating a text message conversation.
Data Analysis

Interviews conducted in 2020 and 2021 were combined to form a single data set. Analysis was performed through an inductive thematic approach following the methodology by Braun and Clarke [38,39]: (1) familiarizing with the data, (2) generating initial codes, (3) searching for themes, (4) reviewing the themes, (5) defining and naming the themes, and (6) producing the report. We focused on latent (rather than semantic) meanings [39]. Although the Model of Supportive Accountability was used to inform the interview topic guide, terminology from this model was used for coding only if deemed relevant, with alternative codes considered throughout the process.

Interviews were coded using Microsoft Word in batches of 4 to 5 by AA to facilitate an iterative and reflexive approach. Each transcript was read multiple times to familiarize with the data. Then, initial codes were generated. Coded transcripts were reread following initial code generation and discussed with OP, adding or refining codes as appropriate. Then, the coded extracts were examined and used to generate preliminary themes. Next, a second, independent coder (another student from the same MSc program in Behavior Change) helped to assess coding reliability. The second coder coded 2 interviews, 1 each from the 2020 and 2021 samples, which were selected using a random number generator. The second coder was instructed to inductively code each interview. The resulting codes were compared with those of the first coder conceptually, rather than for perfect word matching. Discrepancies were discussed and reconciled. Then, themes were reviewed, refined, named, and agreed upon through discussion among AA, OP, and JB. During coding, the possibility for differences between the 2020 and 2021 samples was considered. Theoretical saturation was judged to have been reached after 12 interviews.

External Validation

A subsample of 14% (2/14) of randomly selected participants were contacted and agreed to read the results and comment on the congruence of the themes and narrative generated by the researchers with their own experiences. Both participants agreed with the researchers’ interpretations.

Reflexivity

The interviewers (women, White ethnicity, nonsmokers, and unfamiliar with most participants before the interview) felt that a good rapport was built with all the participants. Some were more immediately verbose, whereas others took a little time to open up, but did so with prompting and encouragement. For the first few interviews conducted, the interviewers closely followed the topic guide; however, as salient conversation topics emerged, a more discursive style of questioning was adopted to explore salient topics in greater depth. Before commencing the interviews, participants were told about the goals of the study and that the interviewers were not directly involved in the development of
the Smoke Free app; however, participants were unaware of the interviewers’ smoking status or theoretical assumptions regarding user engagement or smoking cessation.

**Ethics Approval**

Ethics approval for this study was obtained from University College London’s Research Ethics Committee (CEHP/2020/579). Participants provided written informed consent before participating in the study.

**Results**

**Participant Characteristics**

A total of 40 participants completed the screening survey and were eligible to participate in the study. Of the 40 participants, 26 (65%) participants did not complete an interview, as they later decided that it was not the right time to quit, became uncontactable, or failed to attend the interview. Table 1 shows a summary of the demographic and smoking characteristics of the 35% (14/40) included participants.

Table 1. Participants’ demographic and smoking characteristics (n=14).

<table>
<thead>
<tr>
<th>Participant ID</th>
<th>Recruitment year</th>
<th>Age (years)</th>
<th>Country</th>
<th>Gender</th>
<th>Cigarettes per day at baseline</th>
<th>Smoking status at the time of interview</th>
<th>Quit Coach use</th>
<th>Number of past-year quit attempts</th>
<th>Use of app-based support to stop smoking (name of the app)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>2020</td>
<td>30</td>
<td>United Kingdom</td>
<td>Female</td>
<td>N/A</td>
<td>I have stopped smoking completely in the last year</td>
<td>Moderate</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>P2</td>
<td>2020</td>
<td>20</td>
<td>United Kingdom</td>
<td>Male</td>
<td>N/A</td>
<td>I have stopped smoking completely in the last year</td>
<td>A lot</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>P3</td>
<td>2020</td>
<td>33</td>
<td>United Kingdom</td>
<td>Female</td>
<td>N/A</td>
<td>I have stopped smoking completely in the last year</td>
<td>Extreme</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>P4</td>
<td>2020</td>
<td>39</td>
<td>United Kingdom</td>
<td>Female</td>
<td>N/A</td>
<td>I have stopped smoking completely in the last year</td>
<td>A lot</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>P5</td>
<td>2020</td>
<td>44</td>
<td>United Kingdom</td>
<td>Female</td>
<td>N/A</td>
<td>I have stopped smoking completely in the last year</td>
<td>A lot</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>P6</td>
<td>2021</td>
<td>25-34</td>
<td>United Kingdom</td>
<td>Male</td>
<td>7</td>
<td>Quit&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>1</td>
<td>No (N/A)</td>
</tr>
<tr>
<td>P7</td>
<td>2021</td>
<td>18-24</td>
<td>France</td>
<td>Female</td>
<td>3</td>
<td>Cut down&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>3</td>
<td>Yes (Qwit)</td>
</tr>
<tr>
<td>P8</td>
<td>2021</td>
<td>18-24</td>
<td>France</td>
<td>Female</td>
<td>10</td>
<td>Cut down&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>1</td>
<td>No (N/A)</td>
</tr>
<tr>
<td>P9</td>
<td>2021</td>
<td>25-34</td>
<td>France</td>
<td>Male</td>
<td>12</td>
<td>Cut down&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>3</td>
<td>Yes (Smoke Free)</td>
</tr>
<tr>
<td>P10</td>
<td>2021</td>
<td>18-24</td>
<td>United Kingdom</td>
<td>Female</td>
<td>5</td>
<td>Cut down&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>0</td>
<td>No (N/A)</td>
</tr>
<tr>
<td>P11</td>
<td>2021</td>
<td>18-24</td>
<td>Mauritius</td>
<td>Female</td>
<td>10</td>
<td>Cut down&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>1</td>
<td>No (N/A)</td>
</tr>
<tr>
<td>P12</td>
<td>2021</td>
<td>25-34</td>
<td>India</td>
<td>Male</td>
<td>6</td>
<td>Cut down&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>2</td>
<td>No (N/A)</td>
</tr>
<tr>
<td>P13</td>
<td>2021</td>
<td>18-24</td>
<td>United Kingdom</td>
<td>Male</td>
<td>10</td>
<td>Quit&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>3</td>
<td>No (N/A)</td>
</tr>
<tr>
<td>P14</td>
<td>2021</td>
<td>18-24</td>
<td>United Kingdom</td>
<td>Male</td>
<td>8</td>
<td>Quit&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>1</td>
<td>No (N/A)</td>
</tr>
</tbody>
</table>

<sup>a</sup>For participants recruited in 2021, age was measured as a range.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>Ascertained qualitatively during the interview.
Themes

Overview

A total of three high-order themes were developed to capture the participants’ experiences with Quit Coach and the potential mechanisms underpinning user engagement: (1) anthropomorphism of and accountability to Quit Coach, (2) Quit Coach’s interaction style and format, and (3) users’ perceived need for support. Refer to Multimedia Appendix 1 for additional quotations. Figure 2 presents a thematic map of the themes. Here, anthropomorphism of Quit Coach, which is influenced by its interaction style and format, and users’ perceived need for support leads to feelings of accountability and increased engagement. Continued engagement with Quit Coach reinforces this accountability through a bidirectional relationship. In addition to this indirect link, Quit Coach’s interaction style and format directly influences users’ engagement.

Figure 2. Thematic map. Arrows indicate the direction of relationships and the + and – signs indicate their valence. Blue boxes relate to theme 1, green boxes relate to theme 2, and red boxes relate to theme 3.

Anthropomorphism of and Accountability to Quit Coach

Many users ascribed human-like characteristics, thoughts, and behavior to Quit Coach—despite the awareness that it was fully automated—following an interaction experience (eg, colloquial language, GIFs, and emojis) that closely mimicked those with peers and family members via SMS text messages or WhatsApp. Users’ anthropomorphism of Quit Coach was evident from almost all users frequently referring to it as an embodied entity (ie, him, them, or someone) rather than an object (eg, it, Quit Coach, or chatbot):

> It felt like you were really connected to someone. [P5; 2020; quit smoking]

> Throughout this conversation I have referred to “someone” rather than “something” quite a few times, which I haven’t done on purpose. [P6; 2021; quit smoking]

Users compared Quit Coach’s motivational and monitoring support with that of close friends or family members. Consequently, users described feeling that Quit Coach cared about them, which helped foster a relational bond and promoted engagement.
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a feeling of accountability to Quit Coach to succeed in cessation. Feeling that Quit Coach was fulfilling a supportive, social role justified the daily monitoring (ie, push notifications), which was experienced by some participants as very frequent, boring, or annoying. This social presence promoted continued app engagement, as users were motivated to succeed and willing to engage and cooperate with Quit Coach:

It felt like a friend or family member seeing how I was...It cared about whether I was smoking or not...You feel like you’ve got someone who cares enough [that you] stop. A reason not to... [P10; 2021; cut down smoking]

Many users even describedQuit Coach’s support as superior to human friends or family members, owing to its immediate availability, single purpose (ie, smoking cessation support), and nonjudgmental tone of voice (particularly when reporting a lapse) and the relationship being 1-way (ie, users do not have to reciprocate support or worry about being boring or bothering Quit Coach). Such responses contradict the users’ comparison of Quit Coach’s support with that provided by friends or family members, indicating that they may instead have experienced the support as similar to that provided by a therapist or coach (ie, a 1-way rather than 2-way relationship). However, users’ perceptions of Quit Coach’s support as superior to that of human friends or family members appeared to serve as an advantage rather than to negate the human-like experience. A minority of users anthropomorphized Quit Coach to a lesser extent, owing to previous experience with using chatbots and great awareness of their synthetic nature. Nonetheless, they still embraced the support offered by Quit Coach:

[Friends/family] don’t wanna talk about it every evening...To have the QC for that purpose is helpful...You’re not always gonna be lucky enough to have someone who’s just gonna be there to just listen to what you want to talk about on any given evening. [P6; 2021; quit smoking]

It’s cool that he wasn’t judgemental...He says “lots of people do smoke again when they start to stop but it doesn’t mean that it’s their loss and that they need to start all over again, it’s just the first step”...The point is that long term you are trying not to smoke. [P8; 2021; cut down smoking]

Many users perceived having access to Quit Coach’s thoughts and feelings, reporting that they worried that Quit Coach would feel angry, upset, or disappointed if they did not check in or reported a lapse and wanting to please it by checking in regularly. Consequently, many users felt positively accountable to Quit Coach for frequent engagement and abstinence. For example, many users reported feeling proud or particularly motivated to engage when they could report not smoking. In addition, most users reported feelings of worry or shame about Quit Coach’s anticipated reaction if they had lapsed. For a few users, this caused an unintended consequence; their feelings were so significant that they reported completely avoiding checking in or lying in their reports. However, for most users, this anticipated worry or shame appeared to be beneficial, representing a source of motivation to stay quit. A few participants who failed in their quit attempt over time reported that they started ignoring check-ins, possibly owing to negative avoidance as the prompts would remind them of their failure:

I wanted to find an opportunity to make it happy. [P3; 2020; quit smoking]

[I didn’t want] to tell that [I smoked] to the robot every morning and every afternoon...I felt that I was accountable to it. [P11; 2021; cut down smoking]

Some self-contradiction was observed in how accountable users reported feeling to Quit Coach. At some time points during the interviews, users stated feeling accountable to Quit Coach, but at different time points, they stated feeling accountable to themselves, friends, or family members. This contradiction typically arose after being specifically prompted about accountability. Users may have retrospectively changed how accountable they felt to Quit Coach, because the interviewer brought to the fore that Quit Coach was not real, despite an anthropomorphic experience:

The accountability thing was definitely my relationship with [people] rather than my relationship with the app. [P6; 2021; quit smoking]

**Quit Coach’s Interaction Style and Format**

Quit Coach’s interaction style and format appeared to both directly and indirectly (ie, by giving rise to anthropomorphic experience of Quit Coach) influence users’ engagement. Quit Coach’s motivational and positive tone of voice encouraged many users to stay on track by reminding them of and praising them for their progress. GIFs and emojis were used alongside written text messages to create a positive mood and inject humor, thus enhancing the motivational and positive tone beyond that created through written text alone. Many users noted that the GIFs and emojis promoted a human-like perception of Quit Coach:

There was a certain level of wanting to go back and get those little GIFs or whatever...I was always glad to go and have a check-in. [P6; 2021; quit smoking]

Engagement was generally driven by Quit Coach prompting check-ins rather than by the users themselves. The prompts were perceived as useful, as users may otherwise have forgotten to check in. Most users reported that the daily check-in time requirement was acceptable; it did not take up much of their day. During working hours, some users felt that check-ins were sufficiently short to be manageable, whereas some users were very busy, preferring to complete check-ins before or after working hours. This was supported by the ability to set preferred check-in times. Where users reported check-ins being long, it typically referred to a subjective experience of long, which was linked to boredom and lack of interest, often driven by repetition, forced choice, or limited opportunities for free-text inputs. Many users reported that forced choice made engagement feel less burdensome (ie, easy and less time-consuming), which contributed to check-ins being “just the right amount of time” and was particularly welcome when users were craving cigarettes. In contrast, many users reported that forced-choice interactions quickly became boring as they could not express what they wanted more precisely (as they would with a human).
This reduced the interest in engagement with Quit Coach, with many users indicating a preference for typing free-text questions and responses:

> [If you’re] distracted by wanting a cigarette [it’s] just easier if you’ve got options in front of you to just pick one. [P10; 2021; cut down smoking]

> It was a bit...Samey. Sometimes I would just kind of click through it all and not have to react as much...You feel like you’re just going through the motions a little bit rather than actually thinking about it. [P6; 2021; quit smoking]

Most users mentioned that they would have liked tailoring of the chatbot interactions on 2 levels. First, although Quit Coach broadly aligned with most users’ cessation motivations, it did not discuss the specific personal motives that users had inputted elsewhere in the app. Second, many users wanted Quit Coach to remember more about what worked for them and modify the messages and advice accordingly. Although users did not report the lack of desired tailoring to be particularly detrimental to engagement, most users indicated that enhanced tailoring could have a positive impact. The ability to set check-in times according to personal preferences or anticipated times of need promoted engagement. Several users agreed that if Quit Coach could prompt them to engage before or during triggering situations, it would be very useful:

> It wasn’t really a tailored fit for myself. It talked about infertility and [that]s not something that bothers me. [P13; 2021; quit smoking]

> A reminder of what I’ve done so far [that worked] would be helpful. [P9; 2021; cut down smoking]

> [It] would’ve been great if...he could send me a notification at [or before] a] time [of anticipating being triggered] saying “you’re gonna be OK” or “you’re gonna make it!” [P7; 2021; cut down smoking]

### Users’ Perceived Need for Support

For all users, the perceived need for support from Quit Coach appeared to be related to the frequency and intensity of cravings. Engaging with Quit Coach provided a useful behavioral alternative to smoking or attentional distraction from cravings. This was particularly helpful when check-ins aligned with strong cravings. In moments where users were not smoking or thinking about smoking, the need for support and, consequently, engagement interest appeared to be low. For some users, Quit Coach triggered cravings by reminding them of smoking:

> It was [a] great thing to keep my hands [busy] and just give me time to let the craving pass. [P2; 2020; quit smoking]

> When it was going well and when I didn’t smoke I just didn’t even use the app because I was OK...I was like I’m doing well so what can the app give me right now? [P8; 2021; cut down smoking]

As cravings reduced, users’ perceived need for support decreased, leading to reduced engagement interest. However, several users recruited in 2020 (all of whom had successfully quit smoking) reported engaging with Quit Coach even after their cravings reduced or disappeared. For these users, the need for support shifted from primarily needing a distraction from cravings to maintaining motivation to stay quit and reinforce ex-smoker identity. Self-selection bias may explain this prolonged engagement; users recruited in 2020 were already using Quit Coach, had successfully quit smoking, and self-identified as heavy Quit Coach users:

> [Usage] kind of dwindles down to kind of extreme need, its more about the check-ins in the morning...The chatbot doesn’t have much use now it’s like ten weeks or something since I stopped. [P2; 2020; quit smoking]

For users recruited in 2021 who were unsuccessful in cessation, the motivation to engage with Quit Coach decreased after a period of failing. These users felt discouraged and despondent and did not want to be reminded of their failure. Interestingly, this was sometimes accompanied by a reversal of the anthropomorphic experience (eg, referring to Quit Coach as a robot):

> [Not succeeding in quitting] made me resent – not resent, that’s a big word – but made me not want to tell that to the robot every morning and every afternoon. [P11; 2021; cut down smoking]

### Discussion

#### Principal Findings

Using a qualitative approach, this study aimed to explore smokers’ experiences and engagement with a quick-response chatbot implemented within a popular smoking cessation app. Users’ experiences with the chatbot were largely positive. Anthropomorphism of the chatbot (ie, ascribing human-like characteristics, thoughts, and behavior to the chatbot) was enabled by its specific interaction style and format (eg, positive message tone and quick and easy-to-complete check-ins) and users’ perceived need for support, which appeared to give rise to feelings of accountability to the chatbot and increased engagement. Our results build on and extend previous qualitative findings pertaining to users’ experiences with companion chatbots [20,29] to a chatbot specifically designed to support smoking cessation.

A previous experimental study has shown that social responses to computers—that is, a direct consequence of anthropomorphism—are common and relatively easy to generate (eg, by providing the computer with human-like attributes, such as a language output) [40]. However, according to the uncanny valley hypothesis, chatbot designers have a fine line to tread [41]. Strong feelings of affinity are generated by great human-like qualities in a robot or computer program up to a point. Once it becomes very similar to or indistinguishable from a real human, people’s reactions can reverse because they may find them creepy or eerie [41]. Although the quick-response Quit Coach in this study was relatively simple (eg, it did not allow many free-text inputs from users) and made it clear to users that it is an automated bot, the presence of social cues (eg, its positive message tone and communication format similar to...
However, users mentioned that they would have liked it if Quit Coach tailored its questions and responses to their unique situations and momentary needs. Therefore, future studies would benefit from exploring—for example, through user-centered design activities and experimental studies—additional design elements that can enhance Quit Coach’s similarity to humans, as this may further promote user engagement. In addition, some design elements appeared to detract from users’ anthropomorphism of and engagement with Quit Coach, such as its repetitive questions and responses and forced-choice interactions. For users who struggled to stay quit, the repetitiveness and inflexibility of Quit Coach appeared particularly salient, sometimes leading to a reversal of the anthropomorphic experience. Previous studies indicate that users’ perceived need for support and the target behavior itself (eg, progress toward smoking cessation) are important for continued engagement [9,10,15]. Similarly, high perceived need for support may be important for users to suspend disbelief and anthropomorphize conversational agents within the health care domain. The Three-Factor Theory of Anthropomorphism predicts that people are more likely to anthropomorphize nonhuman agents or objects (1) when anthropocentric knowledge is readily accessible and applicable (ie, when knowledge about how humans interact, think, and feel is judged as relevant for the interaction), (2) when motivated to be effective social agents (ie, motivation to master one’s environment by increasing its predictability and controllability), and (3) when lacking a sense of social connection to other humans (ie, feeling lonely or isolated) [42]. Future studies would benefit from building on and empirically testing such a theory of anthropomorphism within the human-computer interaction domain, with a view to improving the design of future conversational and relational agents for health and well-being.

Our findings also lend partial support to the Model of Supportive Accountability [22] in that users reported feeling accountable to checking in and updating the nonjudgmental and supportive Quit Coach. Finding a balance between nonjudgmental tone of voice and human-like social cues to generate feelings of affinity and accountability (as discussed previously) may be important for future behavior change chatbots. However, trust and competence (which are additional cornerstones of the Model of Supportive Accountability) were largely missing from users’ accounts. It is plausible that competence (eg, legitimacy of the information provided) and trust (eg, data security and confidentiality) were already assumed by users who had either voluntarily downloaded the Smoke Free app from a digital marketplace—likely selecting an app they trusted among the myriad of available apps [15]—or were asked to download it based on recommendation from university researchers. Alternatively, trust and competence may not be necessary conditions for supportive accountability to arise within human-chatbot relationships; this should be further explored in future studies.

**Strengths and Limitations**

This study was strengthened by recruiting both experienced and novice app users, having a second coder to help in validating the coding, using external validation to ensure that the researchers’ interpretations aligned with participants’ narratives, and achieving theoretical saturation. However, this study also had several limitations. First, self-selection bias may limit the applicability of the findings to other populations and settings. For example, the 36% (5/14) of participants recruited in 2020 had quit smoking successfully and were considered as heavy Quit Coach users, and most participants were young (ie, aged 18-44 years). Second, we did not record any additional support used by participants during their quit attempts (eg, pharmacological support), which may have influenced their perceived need for support. Third, for pragmatic purposes, we did not record participants’ actual engagement with Quit Coach, but instead relied on self-reports. Going forward, triangulation of qualitative and quantitative findings would be an important addition to the research literature. Fourth, the study was conducted during the COVID-19 pandemic—a time of significant change in people’s life and work conditions, including their smoking behavior [43]—which may also limit the applicability of our findings to other periods and contexts.

**Implications for Research and Practice**

Findings from this study have both theoretical and practical implications. First, our results indicate that the Model of Supportive Accountability [22] may usefully be extended from human to human-like support within digital interventions. However, future studies should further explore the specific conditions under which chatbot interactions lead to feelings of accountability and whether accountability is more easily generated within human-to-human (rather than human-to-bot) interactions. Second, our findings suggest that chatbots for smoking cessation may benefit from including more variation in conversations to prevent boredom and incorporating different levels of tailoring (including context-sensitive tailoring).

**Conclusions**

Anthropomorphism of a quick-response chatbot implemented within a popular smoking cessation app appeared to be enabled by its interaction style and format (eg, positive message tone and quick check-ins) and users’ perceived need for support, which may have given rise to feelings of accountability and increased engagement.
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Abstract

Background: In recent years, there has been increasing interest in implementing digital technologies to diagnose, monitor, and intervene in substance use disorders. Smartphones are now a vehicle for facilitating telepsychiatry visits, measuring health metrics, and communicating with health care professionals. In light of the COVID-19 pandemic and the movement toward web-based and hybrid clinic visits and meetings, it has become especially salient to assess phone ownership among individuals with substance use disorders and their comfort in navigating phone functionality and using phones for mental health purposes.

Objective: The aims of this study were to summarize the current literature around smartphone ownership, smartphone utilization, and the acceptability of using smartphones for mental health purposes and assess these variables across two disparate substance use treatment sites.

Methods: We performed a focused literature review via a search of two academic databases (PubMed and Google Scholar) for publications since 2007 on the topics of smartphone ownership, smartphone utilization, and the acceptability of using mobile apps for mental health purposes among the substance use population. Additionally, we conducted a cross-sectional survey study that included 51 participants across two sites in New England—an inpatient detoxification unit that predominantly treats patients with alcohol use disorder and an outpatient methadone maintenance treatment clinic.

Results: Prior studies indicated that mobile phone ownership among the substance use population between 2013 and 2019 ranged from 83% to 94%, while smartphone ownership ranged from 57% to 94%. The results from our study across the two sites indicated 96% (49/51) mobile phone ownership and 92% (47/51) smartphone ownership among the substance use population. Although most (43/49, 88%) patients across both sites reported currently using apps on their phone, a minority (19/48, 40%) reported previously using any apps for mental health purposes. More than half of the participants reported feeling at least neutrally comfortable with a mental health app gathering information regarding appointment reminders (32/48, 67%), medication reminders (33/48, 69%), and symptom surveys (26/45, 58%). Most patients were concerned about privacy (34/51, 67%) and felt uncomfortable with an app gathering location (29/47, 62%) and social (27/47, 57%) information for health care purposes.

Conclusions: The majority of respondents reported owning a mobile phone (49/51, 96%) and smartphone (47/51, 92%), consistent with prior studies. Many respondents felt comfortable with mental health apps gathering most forms of personal information and with communicating with their clinician about their mental health. The differential results from the two sites, namely greater concerns about the cost of mental health apps among the methadone maintenance treatment cohort and less experience with downloading apps among the older inpatient detoxification cohort, may indicate that clinicians should tailor technological
Interventions based on local demographics and practice sites and that there is likely not a one-size-fits-all digital psychiatry solution.

(JMIR Form Res 2022;6(7):e38684) doi:10.2196/38684
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Introduction

Handheld phones evolved at a lightning pace over the past 2 decades. Once devices that were solely used to text or call, smartphones now connect millions through social media, track health metrics, and have GPS-sensing capabilities. Smartphones also have a burgeoning role in telepsychiatry, which has been widely adopted during the COVID-19 pandemic. Tens of thousands of mental health apps are available through app stores. Digital phenotyping, which involves using passively and continuously collected sensory and user data to track movement, phone utilization, and communication, has potential apps for relapse prediction in schizophrenia [1], relapse prediction in bipolar disorder [2], and depressive episode detection [3].

Smartphone apps have expanded and can be used for the diagnosis, monitoring, and treatment of substance use disorders [4]. For instance, Reset-O is the first US Food and Drug Administration–approved prescription mobile app for the treatment of opioid use disorder with evidence of improving abstinence and treatment retention [5]. Additionally, a smartphone app may be able to detect an opioid overdose by using a short-range active sonar [6]. Further, A-CHESS (Addiction-Comprehensive Health Enhancement Support System) is a mobile app suite that buttresses alcohol recovery through features such as delivering alerts to patients when they approach known triggers, such as a bar or liquor store, via GPS [7].

With smartphones playing an increasingly integral role in the delivery of substance use care, addressing equity and understanding the adoption and utilization of smartphones and the acceptability of related technologies have become ever more pressing. We performed a nonsystematic review of literature around smartphone ownership and utilization among individuals with substance use disorders, and we present original data from a 2-site—22 from the inpatient detoxification unit and 29 from the outpatient methadone clinic in Rutland, Vermont (West Ridge Clinic). Participants were offered a US $5 Dunkin’ Donuts gift card for completing this study. There was a total of 51 participants from both sites—22 from the inpatient detoxification unit and 29 from the outpatient methadone clinic.

Methods

Cross-sectional, 2-Site Survey Study

We developed a survey that closely mirrored the one developed by Torous et al [8] (Textbox 1). The 5- to 10-minute survey was completed via paper and pencil and included sections on demographics, phone ownership, phone utilization, and the acceptability of using phones for mental health care purposes. Surveys were administered between June 2021 and February 2022 at two sites—a level 4 inpatient detoxification unit at a community hospital in Massachusetts (Brigham and Women’s Faulkner Hospital [BWFH]) that predominantly treats individuals with alcohol use disorder and an outpatient methadone clinic in Rutland, Vermont (West Ridge Clinic). Participants were offered a US $5 Dunkin’ Donuts gift card for completing this study. There was a total of 51 participants from both sites—22 from the inpatient detoxification unit and 29 from the outpatient methadone clinic. Descriptive statistics were used to summarize the data; all analyses were performed by using Stata Statistical Software: Release 17 (StataCorp LLC).

Demographic and mobile phone use variables for those at the detoxification unit and those at the outpatient methadone clinic were compared by using a chi-square test for categorical variables and a 2-tailed Student t test for continuous variables.
### Questions

1. Do you currently own any type of phone?
   - If no, for what reason do you not have a phone?

2. Is your phone a smartphone (eg, iPhone, Android, etc)?

3. What is the name of your smartphone (eg, Samsung Galaxy)?

4. How comfortable are you sending text messages on your phone?

5. What type of payment plan do you use for text messages?

6. Do you download apps onto your phone?

7. Have you ever downloaded an app for your mental health?

8. Do you currently use any apps for your phone?

9. How comfortable or uncomfortable would you feel about a mental health app gathering and/or sending the following data from your smartphone to your clinician in the context of your care?
   - Appointment reminders
   - Medication reminders
   - Symptom surveys (eg, survey questions about your mood or thoughts throughout the day)
   - Your location (phone GPS sensor)
   - Your social information (call and text logs without any phone numbers or context of messages; eg, how many people you called and for how long)
   - Coaching for healthy living (eg, exercise, sleep, and diet)
   - Mindfulness or therapy exercises
   - Communicating with my clinician about my mental health

10. Select up to 3 top concerns you may have about mental health apps or apps for substance use disorders:
   - Privacy
   - Accuracy of recommendations from app
   - Hard to use
   - Sharing information with clinician
   - Cost
   - Time
   - Hard to set up

11. Select up to 3 top benefits you may see in mental health apps or apps for substance use disorders:
   - Privacy
   - Accuracy of recommendations from app
   - Easy to use
   - Sharing information with clinician
   - Cost
   - Time
   - Easy to set up

### Ethical Considerations

This study was approved and monitored by the Mass General Brigham Institutional Review Board (approval number 2020P001656) and Rutland Regional Hospital Institutional Review Board (approval number 2020P001656/RRMC24). This study was identified as human subjects research and was classified as exempt by the Mass General Brigham Institutional Review Board, given the minimal risk to subjects and the use of a survey tool with no identifiable information obtained. This study adheres to the ethical guidelines set forth by the Mass General Brigham Institutional Review Board.
General Brigham Human Research Protection Program [9]. Participants were consented prior to the survey study and were given the choice to opt out of specific questions or this study entirely at any time. No personal health or identifiable information was recorded.

**Results**

**Participant Characteristics**

For the inpatient detoxification cohort, the study team approached 35 participants, of whom 25 consented to answering the survey and 22 completed it (response rate: 22/35, 63%). Further, 2 participants were discharged from detoxification prior to completion, and 1 participant dropped out.

The BWFH inpatient detoxification sample skewed toward male (12/22, 55%) and White (20/22, 91%) patients, and the West Ridge Clinic sample skewed toward female (18/29, 62%) and White (23/29, 79%) patients (Table 1). Notably, the West Ridge Clinic had a relatively higher proportion of individuals experiencing homelessness (10/28, 36%) compared to that of the inpatient detoxification clinic (1/22, 5%), though this did not reach statistical significance ($P = .10$). There were no additional differences in demographics between the two clinic sites except for the fact that the mean age at the methadone maintenance treatment (MMT) clinic was significantly lower (48.71 vs 36.04 years; $P < .001$).
Table 1. Summary of participant demographic characteristics (N=51).

<table>
<thead>
<tr>
<th>Variable</th>
<th>All participants (N=51)</th>
<th>BWFH(^a) inpatient detoxification clinic (n=22)</th>
<th>West Ridge Clinic (n=29)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>41.47 (13.0)</td>
<td>48.71 (11.8)</td>
<td>36.04 (11.2)</td>
<td>.001</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.24</td>
</tr>
<tr>
<td>Male</td>
<td>23 (45)</td>
<td>12 (55)</td>
<td>11 (38)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>28 (55)</td>
<td>10 (45)</td>
<td>18 (62)</td>
<td></td>
</tr>
<tr>
<td>Race/ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.32</td>
</tr>
<tr>
<td>Black or African American</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>43 (84)</td>
<td>20 (91)</td>
<td>23 (79)</td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latinx</td>
<td>3 (6)</td>
<td>2 (9)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3 (6)</td>
<td>0 (0)</td>
<td>3 (10)</td>
<td></td>
</tr>
<tr>
<td>Alaska Native</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>Education (highest level completed), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.20</td>
</tr>
<tr>
<td>Completed high school or General Educational Development</td>
<td>13 (25)</td>
<td>5 (23)</td>
<td>8 (28)</td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>7 (14)</td>
<td>1 (4)</td>
<td>6 (21)</td>
<td></td>
</tr>
<tr>
<td>Completed college or associate degree</td>
<td>6 (12)</td>
<td>3 (14)</td>
<td>3 (10)</td>
<td></td>
</tr>
<tr>
<td>Some college or associate degree</td>
<td>17 (33)</td>
<td>7 (32)</td>
<td>10 (34)</td>
<td></td>
</tr>
<tr>
<td>Graduate school</td>
<td>8 (16)</td>
<td>6 (27)</td>
<td>2 (7)</td>
<td></td>
</tr>
<tr>
<td>Work, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.18</td>
</tr>
<tr>
<td>Full-time employment</td>
<td>12 (23)</td>
<td>4 (18)</td>
<td>8 (28)</td>
<td></td>
</tr>
<tr>
<td>Part-time employment</td>
<td>5 (10)</td>
<td>1 (5)</td>
<td>4 (14)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>18 (35)</td>
<td>7 (32)</td>
<td>11 (38)</td>
<td></td>
</tr>
<tr>
<td>SSD(^b) or SSI(^c)</td>
<td>9 (18)</td>
<td>4 (18)</td>
<td>5 (17)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3 (6)</td>
<td>2 (9)</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>4 (8)</td>
<td>4 (18)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Residence (n=50)(^d), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>Own or rent apartment</td>
<td>18 (36)</td>
<td>10 (45)</td>
<td>8 (29)</td>
<td></td>
</tr>
<tr>
<td>Family or friends</td>
<td>10 (20)</td>
<td>6 (27)</td>
<td>4 (14)</td>
<td></td>
</tr>
<tr>
<td>Single room occupancy</td>
<td>8 (16)</td>
<td>4 (18)</td>
<td>4 (14)</td>
<td></td>
</tr>
<tr>
<td>Halfway house</td>
<td>3 (6)</td>
<td>1 (5)</td>
<td>2 (7)</td>
<td></td>
</tr>
<tr>
<td>Homeless</td>
<td>11 (22)</td>
<td>1 (5)</td>
<td>10 (36)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)BWFH: Brigham and Women’s Faulkner Hospital.
\(^b\)SSD: Social Security Disability.
\(^c\)SSI: Supplemental Security Income.
\(^d\)One participant did not answer the question regarding place of residence.

Phone Ownership in the Substance Use Population

Prior studies indicated that mobile phone ownership among the substance use population from 2013 to 2019 ranged from 83% to 94%, while smartphone ownership ranged from 57% to 94% [10-17] (Table 2). Individuals of the baby boomer generation (aged >52 years) may be less likely to own a mobile phone with app capability when compared to Generation X (age: range 36 to 51 years; \(P=.001\); odds ratio 3.52, 95% CI 1.65-7.52) and millennials (age: range 18 to 35; \(P<.001\); odds ratio 4.53, 95% CI 2.19-9.35) [14].

In our study, a large proportion of respondents reported owning a mobile phone (49/51, 96%) and smartphone (47/51, 92%). All patients (22/22, 100%) at the inpatient detoxification clinic reported owning a mobile phone, while 27 of 29 patients (93%) reported owning a mobile phone at the outpatient methadone clinic. Of the 49 respondents who owned mobile phones across both sites, 47 (96%) categorized them as smartphones; 2 participants opted out of this question.
Table 2. Mobile phone and smartphone ownership among individuals with substance use disorders across studies.

<table>
<thead>
<tr>
<th>Authors, year</th>
<th>Patient population</th>
<th>Sample size, N</th>
<th>Mobile phone ownership, %</th>
<th>Smartphone ownership, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>McClure et al, 2013 [16]</td>
<td>Adult patients who were undergoing substance abuse treatment and were enrolled at 8 drug-free psychosocial or opioid-replacement therapy clinics in Baltimore</td>
<td>266</td>
<td>91</td>
<td>N/A^a</td>
</tr>
<tr>
<td>Dahne and Lejuez, 2015 [12]</td>
<td>Adult patients admitted to a residential substance use treatment center in Washington, District of Columbia</td>
<td>251</td>
<td>86.9</td>
<td>68.5</td>
</tr>
<tr>
<td>Milward et al, 2015 [13]</td>
<td>Patients enrolled in 4 UK community drug treatment services (74% were undergoing treatment for heroin addiction)</td>
<td>398</td>
<td>83</td>
<td>57</td>
</tr>
<tr>
<td>Ashford et al, 2018 [14]</td>
<td>Adult patients in 4 intensive outpatient substance use disorder treatment facilities in Philadelphia</td>
<td>259</td>
<td>93.8</td>
<td>64.1</td>
</tr>
<tr>
<td>Curtis et al, 2019 [10]</td>
<td>Adolescents (aged 13-17 years) and emerging adults (aged 18-35 years) engaged in outpatient substance use treatment in the Southwest and Northeast regions of the United States</td>
<td>164</td>
<td>92.2</td>
<td>80.9</td>
</tr>
</tbody>
</table>

^aN/A: not applicable.

### Phone Utilization in the Substance Use Population

Based on our review of the literature, 79% to 96% of individuals with substance use disorders have phones with text messaging capabilities [12,15,16], with one study published in 2015 suggesting that 55% of mobile phone owners use their phones to text daily [13]. Between 61% to 68% of individuals use their mobile phones to access the internet [10,12,15], and 61.3% of adult smartphone owners use mobile apps on their phones [12]. One study found that of individuals who accessed the internet, 80% accessed it primarily through their mobile phones, with no generational differences in terms of using phones to access the internet versus other means [14]. Masson et al [11] concluded that 40% (n=70) of their participants used their mobile devices as a reminder to take medications, while 8% (n=13) of smartphone users utilized a medication reminder app. McClure et al [16] found that 44% of their adult participants reported being called by substance use clinic staff, while 0.4% reported being texted by them.

Patients were also asked about their mobile phone use patterns in our study (Table 3). Nearly all patients across both sites (45/49, 92%) reported feeling extremely, very, or somewhat comfortable with sending text messages. Of the 47 patients who reported their type of text message payment plan, most (42/47, 89%) reported paying a flat fee for unlimited text messages. The remaining 5 patients reported either paying a flat fee for a limited text message plan (2/47, 4%) or using a pay-per-text plan (3/47, 6%). The majority of respondents (43/49, 88%) reported having downloaded apps, although this differed significantly across sites (West Ridge Clinic patients: 26/27, 96%; inpatient detoxification clinic patients: 17/22, 77%; \(P=.04\)). Although most patients (43/49, 88%) across both sites reported currently using apps on their phone, only a minority (19/48, 40%) reported having previously used any app for their mental health; this did not differ significantly across sites \(P=.21\).
Table 3. Mobile phone use patterns (N=51).

<table>
<thead>
<tr>
<th>Variable</th>
<th>All participants (N=51), n (%)</th>
<th>BWFH(^b) inpatient detoxification clinic (n=22), n (%)</th>
<th>West Ridge Clinic (n=29), n (%)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mobile phone ownership</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smartphone ( (n=47)^b)</td>
<td>47 (100)</td>
<td>20 (100)</td>
<td>27 (100)</td>
<td>.21</td>
</tr>
<tr>
<td><strong>Sending text messages( (n=49)^c)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extremely, very, or somewhat comfortable</td>
<td>45 (92)</td>
<td>19 (86)</td>
<td>26 (96)</td>
<td>.21</td>
</tr>
<tr>
<td><strong>Text message payment plan ( (n=47)^d)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td>Flat fee for unlimited text messages</td>
<td>42 (89)</td>
<td>19 (95)</td>
<td>23 (85)</td>
<td></td>
</tr>
<tr>
<td>Flat fee for limited text messages</td>
<td>2 (4)</td>
<td>1 (5)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>Pay-per-text plan</td>
<td>3 (7)</td>
<td>0 (0)</td>
<td>3 (11)</td>
<td></td>
</tr>
<tr>
<td><strong>Downloads apps onto phone ( (n=49)^e)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Has downloaded app for mental health</td>
<td>19 (40)</td>
<td>10 (48)</td>
<td>9 (33)</td>
<td>.32</td>
</tr>
<tr>
<td>Currently uses any apps on phone</td>
<td>43 (88)</td>
<td>18 (82)</td>
<td>25 (93)</td>
<td>.25</td>
</tr>
<tr>
<td><strong>Very, somewhat, or neutrally comfortable with mental health app gathering information ( (n=48)^f)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Appointment reminders</td>
<td>32 (67)</td>
<td>11 (52)</td>
<td>21 (78)</td>
<td>.06</td>
</tr>
<tr>
<td>Medication reminders</td>
<td>33 (69)</td>
<td>12 (57)</td>
<td>21 (78)</td>
<td>.13</td>
</tr>
<tr>
<td>Symptom surveys</td>
<td>26 (58)</td>
<td>11 (52)</td>
<td>15 (53)</td>
<td>.49</td>
</tr>
<tr>
<td>Location</td>
<td>18 (38)</td>
<td>7 (33)</td>
<td>11 (42)</td>
<td>.53</td>
</tr>
<tr>
<td>Social information</td>
<td>20 (43)</td>
<td>8 (38)</td>
<td>12 (46)</td>
<td>.58</td>
</tr>
<tr>
<td>Coaching for healthy living</td>
<td>27 (56)</td>
<td>11 (52)</td>
<td>16 (59)</td>
<td>.63</td>
</tr>
<tr>
<td>Mindfulness or therapy exercises</td>
<td>31 (65)</td>
<td>12 (57)</td>
<td>19 (70)</td>
<td>.34</td>
</tr>
<tr>
<td>Communicating with clinician about mental health</td>
<td>30 (63)</td>
<td>11 (52)</td>
<td>19 (70)</td>
<td>.20</td>
</tr>
<tr>
<td><strong>Perceived concerns about mental health apps</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Privacy</td>
<td>34 (67)</td>
<td>14 (64)</td>
<td>20 (69)</td>
<td>.69</td>
</tr>
<tr>
<td>Accuracy of recommendations</td>
<td>12 (24)</td>
<td>4 (18)</td>
<td>8 (28)</td>
<td>.43</td>
</tr>
<tr>
<td>Hard to use</td>
<td>9 (18)</td>
<td>5 (23)</td>
<td>4 (14)</td>
<td>.41</td>
</tr>
<tr>
<td>Sharing information with clinician</td>
<td>14 (28)</td>
<td>7 (32)</td>
<td>7 (24)</td>
<td>.54</td>
</tr>
<tr>
<td>Cost</td>
<td>15 (29)</td>
<td>2 (9)</td>
<td>13 (45)</td>
<td>.006</td>
</tr>
<tr>
<td>Time</td>
<td>16 (31)</td>
<td>5 (23)</td>
<td>11 (38)</td>
<td>.25</td>
</tr>
<tr>
<td>Hard to set up</td>
<td>11 (22)</td>
<td>7 (32)</td>
<td>4 (14)</td>
<td>.12</td>
</tr>
<tr>
<td><strong>Perceived benefits of mental health apps</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Privacy</td>
<td>11 (22)</td>
<td>4 (18)</td>
<td>7 (24)</td>
<td>.61</td>
</tr>
<tr>
<td>Accuracy of recommendations</td>
<td>14 (28)</td>
<td>3 (14)</td>
<td>11 (38)</td>
<td>.05</td>
</tr>
<tr>
<td>Easy to use</td>
<td>22 (43)</td>
<td>10 (46)</td>
<td>12 (41)</td>
<td>.77</td>
</tr>
<tr>
<td>Sharing information with clinian</td>
<td>19 (37)</td>
<td>8 (36)</td>
<td>11 (38)</td>
<td>.91</td>
</tr>
<tr>
<td>Cost</td>
<td>8 (16)</td>
<td>2 (9)</td>
<td>6 (21)</td>
<td>.26</td>
</tr>
<tr>
<td>Time</td>
<td>20 (39)</td>
<td>8 (36)</td>
<td>12 (41)</td>
<td>.72</td>
</tr>
<tr>
<td>Easy to set up</td>
<td>18 (35)</td>
<td>4 (18)</td>
<td>14 (48)</td>
<td>.03</td>
</tr>
</tbody>
</table>

\(^a\)BWFH: Brigham and Women’s Faulkner Hospital.
\(^b\)Two participants who reported owning a mobile phone did not provide information about whether it was a smartphone.
\(^c\)Two participants did not answer questions regarding their comfort with sending text messages.
\(^d\)Four participants did not answer questions regarding their current text message payment plan.
\(^e\)Two participants did not answer questions regarding downloading apps onto their phones.
Three participants did not answer questions regarding their comfort with mental health apps gathering personal information.

**Acceptability of Using Smartphones for Mental Health Purposes**

Based on our review of the literature, 70.4% of adult participants in one study stated that they would use a relapse prevention app [14], though a different study by Curtis et al [10] suggested that 36.9% of millennials and 45.3% of the Generation Z population thought that a mobile phone app would be helpful toward recovery. In another study, 46% of participants found it unacceptable to use geolocation in a smartphone app for health care purposes [13], but 86% of surveyed adults were willing to be contacted via mobile phone by their clinicians, with telephone calls (53%) being the most preferred method when compared to text messages (41%) and letters (41%) [13]. The most preferred frequency of contact was 1 to 2 messages weekly (46%) [13]. Further, 72% of adults surveyed by Ashford et al [14] in 2018 reported that it was acceptable to receive text messages for relapse prevention. Curtis et al [10] found that 28.8% of millennials and 45.3% of the Generation Z population thought that texting could be helpful toward recovery.

Over half of all participants at both sites were at least neutrally comfortable with a mental health app gathering information regarding appointment reminders (32/48, 67%), medication reminders (33/48, 69%), and symptom surveys (26/45, 58%). Most participants also found it acceptable to use mental health apps to engage in coaching for healthy living (27/48, 56%), mindfulness or therapy exercises (31/48, 65%), and communication with their clinician about their mental health (30/48, 62%). Notably, most of our sample expressed concerns about privacy (34/51, 67%) and reported being uncomfortable with an app gathering information about location (29/47, 62%) and social information (27/47, 57%) for health care purposes. The top three noted concerns about using mental health apps were privacy, cost, and time; patients at the outpatient methadone clinic were significantly more likely to perceive cost as a top-three concern (13/29, 45% vs 2/22, 9%; \( P = .006 \)). Overall, the top three perceived benefits of using mental health apps or apps for substance use disorders were ease of use, the ability to share information with clinicians, and time. Patients at the outpatient methadone clinic were also more likely to perceive ease of setup as a benefit of using such apps (14/29, 48% vs 4/22, 18%; \( P = .03 \)). The acceptability results are summarized in Table 3 and Figures 1-3.

**Figure 1.** Patients' comfort with a mental health app gathering information on smartphone by clinic location. BWFH: Brigham and Women’s Faulkner Hospital.
Discussion

Principal Findings

The overall rate of mobile phone ownership was 96% (49/51), and the overall rate of smartphone ownership was 92% (47/51). The participants recruited at the community inpatient detoxification site were overall older (mean 48.71 vs mean 36.04 years; \(P<.001\)), and a greater percentage were housed. Participants at the MMT clinic were more likely to report downloading apps when compared to the detoxification sample (26/27, 96% vs 17/22, 77%; \(P=.04\)), which could be potentially explained by the younger mean age of the methadone cohort (36.04 vs 48.71 years; \(P<.001\)) [18]. Most patients (43/49, 88%) reported regularly downloading and using apps on their phone, although only 40% (19/48) reported ever downloading an app specifically for mental health or substance use disorder purposes.

A majority of participants across both clinic sites indicated feeling comfortable with mental health apps gathering most forms of personal information, specifically appointment reminders (32/48, 67%), medication reminders (33/48, 69%), symptom surveys (26/45, 58%), coaching for healthy living (27/48, 56%), mindfulness or therapy exercises (31/48, 65%), and communications with their clinician about their mental health (30/48, 62%). Most individuals were uncomfortable with a mental health app tracking location (29/47, 62%) or social information (ie, their call and text logs; 27/47, 57%). The differential views on cost as a barrier to using a mental health app across the two sites (methadone clinic: 13/29, 45%; inpatient detoxification clinic: 2/22, 9%; \(P=.006\)) might reflect socioeconomic differences across the cohorts. As previously mentioned, the MMT sample had a relatively higher proportion of individuals experiencing homelessness (10/28, 36%) compared to that of the inpatient detoxification sample (1/22, 5%), though the comparative rates of homelessness across the
two samples did not reach statistical significance ($P=.10$). Most participants cited privacy (34/51, 67%) as a primary concern with using mental health apps and reported that they would not be comfortable with geolocation (29/47, 62%) or social information tracking (27/47, 57%). The participants recruited at the MMT site were significantly more likely to perceive the ease of setting up a mobile app as a perceived benefit when compared to those of the inpatient detoxification unit (14/29, 48% vs 4/22, 18%; $P=.03$), which may again speak to participants at the MMT clinic being more comfortable with using app functionalities.

Overall, our cross-sectional study suggests that individuals with substance use disorders are generally amenable to using a smartphone app for mental health monitoring or treatment purposes. Interestingly, while smartphone ownership was slightly lower among participants in the MMT site compared to that among the detoxification site participants, which is unsurprising given that the participants at the MMT site were of lower socioeconomic status, our data suggest that the individuals recruited at the MMT site had higher digital literacy, as reflected by their comfort with downloading apps and their perception that ease of use is a benefit of using a mental health app for substance use interventions. In conclusion, clinicians should consider patient demographics, digital literacy, and practice sites when implementing mHealth interventions for substance use disorders in an equitable fashion.

Comparison to Prior Work
To our knowledge, this study represents the first literature review of smartphone ownership, smartphone utilization, and the acceptability of using mHealth among individuals with substance use disorders and the first cross-sectional survey study to address this topic since the beginning of the COVID-19 pandemic. Smartphone and mobile phone ownership rates in our cross-sectional survey study were higher than those reported in all prior studies, likely reflecting the growing adoption of smartphones. Overall rates of downloading apps across both survey sites (43/49, 88%) were also higher than the 61% to 64% of participants who reported downloading mobile apps in a study by Dahne and Lejuez [12], which recruited patients from 2014 to 2015. The proportion of participants who felt uncomfortable with location being tracked (29/47, 62%) was slightly higher than that reported by Milward et al [13]. Comfort with utilizing specific functions of apps for substance use disorders, such as appointment reminders or social functions, and specific perceived benefits of using mobile apps for substance use disorders were not assessed in prior studies of individuals with substance use disorders.

Strengths and Limitations
This study has several limitations. First, we performed a brief, nonsystematic review, and it is likely that relevant papers may not have been included. We attempted to strengthen the robustness of this focused literature review by utilizing two independent reviewers, two separate search engines, and broad key words to capture and screen more abstracts. Future works should incorporate a PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses)-based systematic review to capture a broader range of studies. Second, the relatively small sample of our cross-sectional survey study precluded our ability to explore the impacts that race, socioeconomic status, age, and other factors have on smartphone ownership, utilization, and acceptability. Third, the predominantly White sample, especially the predominantly White inpatient detoxification cohort, limits the generalizability of this study. However, we recruited from two disparate clinical sites in two very different geographic locations to expand the diversity of recruited participants. Fourth, the degree of selection bias among our outpatient methadone clinic cohort is difficult to assess without ascertaining a survey response rate and consequently may impact the reliability of our results. However, we were able to obtain a survey response rate among individuals at our inpatient detoxification site. Those who turned down the survey at the inpatient detoxification site were asleep, were medically unwell, or were preoccupied at the time of survey distribution.

Future Directions
Future work in this area should include larger patient populations across various sites, which might include non–methadone outpatient substance use clinics. Further, in vivo, randomized controlled studies of promising mental health apps for substance use disorders are needed to establish clinical efficacy. Studies clarifying the effects of socioeconomic status, race, and other factors on digital literacy, smartphone utilization, smartphone ownership, and the acceptability of using apps for substance use interventions among individuals with substance use disorders are needed. Privacy and security concerns around mental health apps will need to be addressed, especially given that individuals with mental health and substance use disorders are particularly vulnerable.
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Abstract

Background: Digital technology, the internet, and social media are increasingly investigated as promising means for monitoring symptoms and delivering mental health treatment. These apps and interventions have demonstrated preliminary acceptability and feasibility, but previous reports suggest that access to technology may still be limited among individuals with psychotic disorders relative to the general population.

Objective: We evaluated and compared access to and use of technology and social media in young adults with psychotic disorders (PD), young adults with clinical risk for psychosis (CR), and psychosis-free youths (PF).

Methods: Participants were recruited through a coordinated specialty care clinic dedicated toward early psychosis as well as ongoing studies. We surveyed 21 PD, 23 CR, and 15 PF participants regarding access to technology and use of social media, specifically Facebook and Twitter. Statistical analyses were conducted in R. Categorical variables were compared among groups using Fisher exact test, continuous variables were compared using 1-way ANOVA, and multiple linear regressions were used to evaluate for covariates.

Results: Access to technology and social media were similar among PD, CR, and PF participants. Individuals with PD, but not CR, were less likely to post at a weekly or higher frequency compared to PF individuals. We found that decreased active social media posting was unique to psychotic disorders and did not occur with other psychiatric diagnoses or demographic variables. Additionally, variation in age, sex, and White versus non-White race did not affect posting frequency.

Conclusions: For young people with psychosis spectrum disorders, there appears to be no “technology gap” limiting the implementation of digital and mobile health interventions. Active posting to social media was reduced for individuals with psychosis, which may be related to negative symptoms or impairment in social functioning.

(JMIR Form Res 2022;6(7):e30230) doi:10.2196/30230
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Introduction

Digital Health in Psychiatry

The increasing availability of technology has opened a new avenue for making health care more accessible to a broader population and for the development and implementation of digital interventions. In recent years, mobile and web-based health interventions have been used with great promise to assess and coordinate with mental health clients [1]. Social media and mobile health interventions present a unique opportunity to engage young people experiencing the emergence of a psychotic disorder (PD) or at clinical risk (CR) for psychosis, when there are clinically significant symptoms of psychosis, but threshold criteria are not yet met. The importance of early intervention and prevention in psychosis is a key factor in long-term success, and it has been shown that decreasing the duration of untreated psychosis increases long-term treatment outcome [2,3].

Mobile and social media interventions and assessment tools are relatively new in psychiatry, but initial studies show promising engagement, efficacy, and prognostic utility [4,5]. For example, a classification model based on social media language was able to identify early relapse signs for people experiencing first episode psychosis [6]. Relapse events were also predicted in another study by changes in smartphone-enabled social activities [7]. Among interventions, patients with PD benefitted from a combined treatment protocol involving monitoring via mobile health interventions and psychosocial services. Digital social networks have been integrated into mobile health apps to facilitate peer support and improve amotivation symptoms [8]. Other promising mobile health interventions include reminders for medication adherence and appointments, interventions, and case management via SMS text messages and apps on a smartphone. Mobile interventions can also vary from standardized communication to live interactions with clinicians; for example, the patient can have live sessions with a therapist via videoconferencing or SMS text messaging, or they can receive standardized communications like prerecorded videos, and tip sheets based on their input at the time of communication [9].

Access to Technology

Access to technology among the target population is critical for the feasibility of mobile and social media–based interventions. Globally, access to technology has increased dramatically across all age groups, but a “technology gap” may exist for individuals at risk for or diagnosed with psychotic disorders [2]. Among adult patients recruited from an inpatient and outpatient clinic, only 48% have access to the internet, and only 27% used social networking sites on a daily basis [10]. However, younger age may be associated with greater access to technology. In one study of young people in their first episode of psychosis, 100% used social media, and 90% of those reported daily use for an average of about 2 hours daily [5]. Another study completed in Spain showed that patients with first episode psychosis had similar interest in but decreased access to digital technologies including computers and smartphones [11]. If young people with psychosis commonly access digital technology and social media, it would provide an avenue for outreach, and could be a method of monitoring symptoms and side effects and providing treatment.

Objective

To our knowledge, no study has directly compared access to and use of technology and social media across the psychosis spectrum among CR, PD, and psychosis-free (PF) youths. Most studies also do not distinguish between passive access of social media and active posting. In this study, we surveyed CR and PD youths and PF comparison participants about their access to digital technology, the internet, and both access and posting to Facebook and Twitter. We hypothesized that the “technology gap” is decreased or absent among young adults with psychosis and clinical risk for psychosis, suggesting that social media and mobile health interventions would be feasible and implementable in this population.

Methods

Participants

For this study, three groups were evaluated: PD, CR, and PF. A total of 59 participants aged 18-32 years were included. PD participants were recruited from the University of Pennsylvania Psychosis Evaluation and Recovery Center, a coordinated specialty care clinic dedicated toward early psychosis. CR and PF participants were recruited among participants of other ongoing studies at the University of Pennsylvania and Children’s Hospital of Philadelphia Lifetime Brain Institute. We were interested in the main effect of psychosis on access to technology and use of social media. Because mental health disorders are common in the community for young adults and adolescents [12], our PF comparison group did not exclude people with nonpsychotic disorders.

All stable outpatients at the Psychosis Evaluation and Recovery Center aged 18-35 years as well as potential participants in Lifetime Brain Institute studies were approached and asked for their consent to participate in this survey as a screening procedure for larger studies. Participants all resided in the greater Philadelphia area, which includes both an urban and surrounding suburban environment. There was no remuneration for completing this survey. Several eligible individuals were not interested in research in general, but no one specifically refused to participate in this survey. This was a brief single timepoint assessment and no one withdrew prior to its completion.

Ethics Approval

All procedures were approved by the Institutional, Review Board at the University of Pennsylvania under protocol 831509, and the Children’s Hospital of Philadelphia, protocol number 16-013305.

Study Design and Assessments

The survey was completed verbally with a research coordinator either in person or over the telephone. Individuals who agreed to participate were surveyed via a questionnaire regarding their access to technology and use of social media (Facebook and Twitter). Access to technology was defined generally as the ability to use the technology in a dependable manner, including
personal ownership, shared devices, and public access points. Active posting was defined as commenting, posting status updates, or otherwise contributing original content, versus passive access of social media, which includes scrolling, viewing, or liking. We did not distinguish between accessing the internet via Wi-Fi or a data plan.

The PF and CR groups underwent semistructured interviewing with the Structured Interview for Prodromal Syndromes, which assessed threshold and subthreshold symptoms of psychosis. Determination for CR or PF status was made by consensus case conference. The PD group underwent consensus clinical diagnosis by psychiatrists and psychologists specializing in psychotic disorders and were determined to have one of the following Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5) psychotic disorders: schizophrenia (n=13), schizoaffective disorder (n=4), bipolar I disorder with psychotic features (n=1), or unspecified psychotic disorder (n=3). Comorbid nonpsychotic disorders were evaluated based on DSM-5 criteria and were also present in all 3 groups, in proportion to expected population rates.

**Statistical Analysis**

Statistical analyses were conducted in R (version 3.5.2; R Foundation for Statistical Computing). Categorical variables were compared among groups using Fisher exact test, including the main outcomes of technology access and posting frequency versus group. Fisher exact test was also used to compare social media access and posting rates for other diagnoses as well as for sex and race effects. Age differences among the groups and between active versus nonactive users were compared using 1-way ANOVA. To account for group differences in age, sex, and race, we additionally performed logistic regressions predicting social media access and posting with group as the independent variable of interest, and covarying for the demographic variables. Significance was 2-tailed with \( p = .05 \).

**Results**

Table 1 displays details for 21 PD, 23 CR, and 15 PF participants. There was uniformly high access to mobile phones (96%-100%, \( p > .99 \)), smartphones (95%-100%, \( p > .99 \)), computers (85%-95%, \( p = .84 \)), and the internet (95%-100%, \( p = .61 \)). The majority of young adults accessed Facebook, but not Twitter. Social media access rates were similar for all 3 groups (62%-74% at least weekly, \( p = .73 \)). However, there was a significant main group effect for social media posting (5%-43% at least weekly, \( p < .009 \)). CR actively posted at a similar rate compared to PF individuals (CR 43% vs PF 27%, \( p = .31 \)), but PD actively posted at a significantly lower rate than the nonpsychotic groups (5%, \( p < .01 \)). When examining Facebook use alone, as this was the platform with the most users, we found consistent results: access was not affected by psychosis group (\( p > .99 \)), but there was a significant main effect for group on posting (\( p = .02 \)). When covarying for sex, age, and race, psychosis diagnosis remained a significant predictor of decreased active social media posting (standardized \( \beta = -1.22, p = .03 \)), but it was not a significant predictor for social media access (standardized \( \beta = -0.29, p = .40 \)).

Decreased active social media posting was unique to psychotic disorders and there was no group effect for diagnosis with attention-deficit/hyperactivity disorder (\( p = .67 \)), mood (\( p = .54 \)), or anxiety disorders (\( p > .99 \)) when comparing prevalence of weekly or greater use. Variation in age (\( p = .63 \)), sex (\( p = .13 \)), and White versus non-White race (\( p = .77 \)) did not affect posting frequency.
Table 1. Sample characteristics, access to technology, and social media use.

<table>
<thead>
<tr>
<th>Variable</th>
<th>PF&lt;sup&gt;a&lt;/sup&gt; (n=15)</th>
<th>CR&lt;sup&gt;b&lt;/sup&gt; (n=23)</th>
<th>PD&lt;sup&gt;c&lt;/sup&gt; (n=21)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>23.5 (4.2)</td>
<td>22.0 (2.9)</td>
<td>24.2 (3.4)</td>
<td>.10</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>11 (73)</td>
<td>12 (52)</td>
<td>5 (24)</td>
<td>.01</td>
</tr>
<tr>
<td>Male</td>
<td>4 (27)</td>
<td>11 (48)</td>
<td>16 (76)</td>
<td></td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>White</td>
<td>4 (29)</td>
<td>11 (50)</td>
<td>14 (67)</td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>7 (50)</td>
<td>9 (41)</td>
<td>6 (29)</td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>1 (7)</td>
<td>2 (9)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>2 (14)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Comorbidities, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Attention-deficit/hyperactivity disorder</td>
<td>2 (13)</td>
<td>3 (13)</td>
<td>2 (10)</td>
<td></td>
</tr>
<tr>
<td>Anxiety disorder</td>
<td>2 (13)</td>
<td>15 (65)</td>
<td>5 (24)</td>
<td>.002</td>
</tr>
<tr>
<td>Mood disorder</td>
<td>3 (20)</td>
<td>12 (52)</td>
<td>7 (33)</td>
<td>.14</td>
</tr>
<tr>
<td>Access to technology, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Mobile phone</td>
<td>15 (100)</td>
<td>22 (96)</td>
<td>21 (100)</td>
<td></td>
</tr>
<tr>
<td>Smartphone</td>
<td>15 (100)</td>
<td>22 (96)</td>
<td>20 (95)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Computer</td>
<td>13 (87)</td>
<td>21 (91)</td>
<td>20 (95)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Internet</td>
<td>15 (100)</td>
<td>23 (100)</td>
<td>20 (95)</td>
<td>.61</td>
</tr>
<tr>
<td>Social media use, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At least weekly access</td>
<td>10 (67)</td>
<td>17 (74)</td>
<td>13 (62)</td>
<td>.73</td>
</tr>
<tr>
<td>Facebook</td>
<td>10 (67)</td>
<td>15 (65)</td>
<td>13 (62)</td>
<td></td>
</tr>
<tr>
<td>Twitter</td>
<td>3 (20)</td>
<td>5 (22)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>At least weekly posting</td>
<td>4 (27)</td>
<td>10 (43)</td>
<td>1 (5)</td>
<td>.01</td>
</tr>
<tr>
<td>Facebook</td>
<td>4 (27)</td>
<td>9 (39)</td>
<td>1 (5)</td>
<td></td>
</tr>
<tr>
<td>Twitter</td>
<td>2 (13)</td>
<td>3 (13)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Facebook (ever)</td>
<td>14 (93)</td>
<td>17 (74)</td>
<td>15 (71)</td>
<td>.27</td>
</tr>
<tr>
<td>Twitter (ever)</td>
<td>4 (27)</td>
<td>6 (26)</td>
<td>2 (10)</td>
<td>.30</td>
</tr>
</tbody>
</table>

<sup>a</sup>PF: psychosis-free.
<sup>b</sup>CR: clinical risk for psychosis.
<sup>c</sup>PD: psychotic disorder.

Discussion

Principal Findings

We found that youths with PD and CR who participate in our clinical care and research programs have similar access to technology and use social media to a similar degree compared with PF individuals. This supports the feasibility of mobile health and social media interventions in young CR and PD populations in terms of access to technology. Our results were consistent with those found in previous studies, which showed that the use of digital technology in the treatment of people with psychosis spectrum disorder and other chronic serious mental illnesses is a viable method of delivery of services. In our study, the absolute rate of mobile phone and smartphone ownership and internet use was higher than those reported by Young et al [13], likely because of the younger age of our participants. Most previous studies have compared access to technology between mental health clients and published normative data for the general population but have not directly compared across groups using a consistent standardized methodology. One study directly compared the use of (not access to) technology between patients with first episode psychosis and healthy control subjects; they found significant but small to moderate effects of decreased frequency of use for computers, tablets, smartphones, and smart televisions (but not game consoles) [11]. However, it is unclear whether demographic differences may have accounted for some of the disparity. No studies have included a psychosis clinical risk comparison group.
Another relevant consideration is comfort with technology among clinicians. A recent study by Camacho and Torous [14] surveyed 42 Coordinated Specialty Care clinics and found that health care providers were supportive of implementing technology in their care model for early psychosis; although 69% of surveyed staff were confident in their ability to provide technical assistance for others, 78% indicated that additional digital skills training would be beneficial.

We also found a psychosis-specific decrease in active social media posting. Social cognitive impairments and negative symptoms may contribute to this finding. This interpretation is supported by a study by Rehki et al [15] showing that an increase in severity of negative symptoms is associated with a lower likelihood of social media use. In that study, they suggested that social interactions via social media should be considered in the clinical evaluation of individuals with schizophrenia, as it is a prominent form of communication and fostering relationships. Although individuals with CR may also experience significant negative symptoms, our results suggest that these are not reflected in significant changes in social media posting and access rates. Although youths with PD post significantly less frequently than youths with CR and PF, individuals with PD nevertheless access social media at a similar rate, which provides a potential avenue for intervention. To our knowledge, no other study has distinguished between social media access and posting, so we are the first to report a decrease in social media posting for individuals with psychotic disorders while there was no difference in level of passive use of social media. This effect did not appear with mood disorders, attention-deficit/hyperactivity disorder, and anxiety, and therefore appears to be specific to psychosis.

Limitations of this study include sampling of one geographical area and limited sample size. Socioeconomic status may also influence access to technology but was not consistently measured in this sample. It is possible that patients with access to a specialized psychosis treatment center and those who volunteer for research participation may have higher access to technology than the general population of people with psychosis. Moreover, our survey only included two social media platforms, Facebook and Twitter. Future studies may consider including access and use of other social media platforms that have recently become more popular among youths, as well as questions about their willingness to share their digital access and to receive therapeutic interactions via a digital platform. Objective usage statistics and other metadata may also provide useful signals. Privacy risks and concerns may also be technical as well as subjective barriers to implementation of such interventions. These were not addressed with this study.

Conclusions

Overall, our findings encourage further development of mobile health and social media–based interventions and monitoring for young people with psychosis and youths at clinical risk for psychosis. There appears to be no significant “technology gap” for young people with psychotic disorders relative to young people without psychosis. Lower active engagement may reflect impairments in social cognition and functioning. Notably, access to technology does not mean that digital health interventions will be ultimately efficacious or implementable—however, the availability of technology to young people with psychosis does provide some basis for feasibility. Future studies are needed to directly evaluate the efficacy and usability of digital health and social media–based strategies for intervention and assessment, while considering additional potentially harmful effects related to privacy concerns and increased time spent on social media.
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Abstract

Background: Despite their growing popularity, there are very few mobile health (mHealth) interventions for Aboriginal and Torres Strait Islander people that are culturally safe and evidence based. A co-design approach is considered a suitable methodology for developing health interventions with Aboriginal and Torres Strait Islander people.

Objective: The aim of this study was to co-design an mHealth intervention to improve health knowledge, health behaviors, and access to health services for women caring for young Aboriginal and Torres Strait Islander children.

Methods: Aboriginal researchers led engagement and recruitment with health services and participants in 3 Aboriginal and Torres Strait Islander communities in New South Wales, Australia. Focus groups and interviews were facilitated by researchers and an app developer to gather information on 3 predetermined themes: design characteristics, content modules, and features and functions. Findings from the co-design led to the development of an intervention prototype. Theories of health behavior change were used to underpin intervention components. Existing publicly available evidence-based information was used to develop content. Governance was provided by an Aboriginal advisory group.

Results: In total, 31 mothers and 11 health professionals participated in 8 co-design focus groups and 12 interviews from June 2019 to September 2019. The 6 design characteristics identified as important were credibility, Aboriginal and Torres Strait Islander designs and cultural safety, family centeredness, supportive, simple to use, and confidential. The content includes 6 modules for women’s health: Smoke-free families, Safe drinking, Feeling good, Women’s business, Eating, and Exercising. The content also includes 6 modules for children’s health: Breathing well; Sleeping; Milestones; Feeding and eating; Vaccinations and medicines; and Ears, eyes, and teeth. In addition, 6 technology features and functions were identified: content feed, social connection, reminders, rewards, communication with health professionals, and use of videos.

Conclusions: An mHealth intervention that included app, Facebook page, and SMS text messaging modalities was developed based on the co-design findings. The intervention incorporates health behavior change theory, evidence-based information, and the preferences of Aboriginal and Torres Strait Islander women and health professionals. A pilot study is now needed to assess the acceptability and feasibility of the intervention.

(JMIR Form Res 2022;6(7):e33541) doi:10.2196/33541
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Introduction

Background

The health and well-being of Aboriginal and Torres Strait Islander people have been significantly affected by dispossession, interruption of culture, and intergenerational trauma since the colonization of Australia [1]. The ongoing impact has resulted in an unequal opportunity for good health. The life expectancy of Aboriginal and Torres Strait Islander women is 8 years less than that of non-Indigenous Australian women [2]. In the 2018-2019 National Aboriginal and Torres Strait Islander Health Survey, the majority of women aged ≥15 years were not meeting guidelines for physical activity, vegetable intake, or fruit intake; 36% reported that they smoked tobacco daily; and 35% reported that they experienced very high levels of psychological distress [3]. Infant mortality continues to be unacceptable high for Aboriginal and Torres Strait Islander babies at 2.1 times the rate of non-Indigenous infants (6.3 and 3.1 per 1000 live births, respectively) [4]. Mothers and babies getting the best possible care and support for a good start to life is 1 of 12 health priorities of the National Aboriginal and Torres Strait Islander Health Plan 2013-2023 [1].

Aboriginal and Torres Strait Islander people make up 3.3% (798,400/24,193,939) of the Australian population [5] and include many distinct groups with their own language and culture. In total, 44% of Aboriginal and Torres Strait Islanders live in regional areas, 37% in cities, and 18% in remote or very remote areas [5]. Those living in regional and remote areas have less access to primary health care and overall poorer health [6]. Nationally, Aboriginal and Torres Strait Islander people have less access to the internet at home (75.3% compared with 85.8% of all Australians); there are significant differences based on location: 82.8% in cities, 73.2% in regional areas, 61.3% in remote areas, and 49.9% in very remote areas [7]. More than 1 in 3 (35%) Aboriginal and Torres Strait Islander people are mobile-only users compared with a national rate of 1 in 5 (19.9%); these figures are linked to socioeconomic factors [8]. Using only a mobile is likely to incur more costs for data, less capability, and less access to more sophisticated digital health information and tools [8]. It is of importance that mobile health (mHealth) interventions are developed with a goal to increase digital inclusion.

mHealth is the use of mobile technology to improve health. Functions include SMS text messaging, multimedia messaging service, voice, internet access, and software apps, which range in complexity. mHealth is used for a variety of purposes, including health education, health behavior change, sensors and point-of-care diagnostics, registries and vital-event tracking, and data collection [9]. mHealth is being used increasingly for health promotion because of its reach, with >7 billion mobile phone subscriptions globally [10]; the Be He@lthy, Be Mobile initiative by the World Health Organization has reached >3.5 million people [11]. There are limited recent national figures on smartphone ownership among Aboriginal and Torres Strait Islander people, although available data indicate that ownership is high: a survey with 400 Aboriginal and Torres Strait Islander people in 2014 reported that 70% of Aboriginal and Torres Strait Islander people owned a smartphone and 69% used Facebook compared with 66% and 40% respectively for non-Indigenous Australians [12]. The top reason for using a mobile phone in this group was to send SMS text messages [12].

Studies focused on Aboriginal and Torres Strait Islander people using SMS text messaging to improve health show high acceptability of the modality [13-15]. SMS text messaging has the advantage of being accessible on all mobile phones and not requiring access to a data service. There are few technical barriers to SMS text messaging and high acceptability of the modality among new mothers [16,17]. In a metareview (23 systematic reviews, 371 studies, and 79,665 participants) on the impact of mHealth on a range of outcomes, including clinical outcomes, adherence to treatment and care, health behavior change, disease management, and attendance rates, SMS text messaging was the most frequently examined function and reported to be the most successful overall [18]. SMS text messaging seems to be particularly effective at increasing smoking cessation rates (in adult smokers from mostly high-income countries) [19]. The evidence for SMS text messaging helping to improve nutrition and physical activity is not as strong; however, SMS text messaging used in conjunction with other mHealth functionality has shown significant positive effects for healthy eating [18].

Health apps continue to be popular, although the evidence suggests that apps have limited effectiveness on changing health behaviors [18,20-22]. Some studies have found that apps can be effective at changing behavior among some clinical groups [18], although overall there is limited evidence to date. Of the few trials focused on Indigenous populations, app use has been reported to be low [23,24]. A recent pilot randomized controlled trial of a smoking cessation app with 49 Aboriginal people in Australia reported low to moderate level of app use, and at 6-month follow-up, only 1 participant was abstinent [24]. The authors concluded that although there was broad acceptability for the app, mHealth interventions should be designed with functions that are commonly used, including social media platforms [24]. A co-designed mHealth app developed in New Zealand with Māori and Pacific Islander people was tested in a cluster randomized controlled trial in 2019 (n=1451) [23]. Adherence to health-related–behavior guidelines increased at 12 weeks in both groups, with no difference between the groups. Engagement with the app overall was low, although those who did engage with the app as it was designed saw greater benefit. The co-design approach was reported to have drawn a very positive response from the community, as was reflected in the high participation and follow-up rates [23]. Social media is a form of mHealth, with potential to support health. The Aboriginal and Torres Strait Islander health sector was an early adopter of social media networks to promote health [25,26]. Social media campaigns on COVID-19 by Aboriginal and Torres Strait Islander health organizations is a recent example [27]. A recent Cochrane review on behavioral interventions delivered through social media for health behavior change, health outcomes, and health equity (88 studies; n=871,378) reported varied effects; overall, social media was found to improve physical activity, weight loss, and general
well-being, and small to no effects were found for other outcomes [28]. No studies focusing on Aboriginal and Torres Strait Islander people were included in the review.

Objectives
In response to the limited mHealth interventions available for Aboriginal and Torres Strait Islander women and children, we aimed to co-design a prototype focused on the needs and ideas of Aboriginal and Torres Strait Islander mothers. Co-design is a partnership approach where end users are actively involved from conception to dissemination [29]. Using co-design methodologies is one of the guiding principles of the Aboriginal Health and Medical Research Council of New South Wales (NSW) Ethical Guidelines for conducting health research with Aboriginal people [30]. In this paper, we describe the co-design processes and findings, as well as provide a description of the mHealth prototype.

Methods

Study Design
In total, 8 focus groups and 12 interviews were conducted from June 2019 to September 2019. Surveys were used to collect demographics at the start of focus groups and interviews. An Aboriginal advisory group that included Aboriginal team members who were also members of the participating communities met quarterly to oversee design, implementation, analysis, and reporting. An expert mHealth research group was consulted for opinion on research and intervention design.

Ethics Approval
Human research ethics approval was received from the Aboriginal Health and Medical Research Council (1485/19) and the University of Newcastle (H-2019-00760).

Co-design Framework
A co-design framework for an mHealth intervention with Māori and Pacific communities in New Zealand [29] based on work by Bratteteig et al [31] was used to guide the methods used in this study. Co-design is a coherent methodology with a range of tools and techniques used to favor the preferences of end users [31]. The co-design methods used included focus group and interview discussions, card sorting, storyboarding, design activities, survey, guidance from expert groups, and an iterative design phase with the research team.

Setting
Focus groups and interviews were held at 3 regional NSW locations: Newcastle, Coffs Harbour, and Inverell. In total, 5 Aboriginal organizations (including 3 Aboriginal health services, an Aboriginal preschool, and an Aboriginal corporation) and 3 NSW Health sites participated. Venues for focus groups and interviews were decided in consultation with participants.

Participants
Women aged ≥16 years who were either mothers or primary carers of an Aboriginal or Torres Strait Islander child aged 0 to 5 years or were pregnant (≥20 weeks gestation), owned or regularly used a smartphone, and had accessed a participating service (Aboriginal health service or NSW Health service) were eligible to participate. Health professionals at participating services who worked with women or children were eligible.

Procedures
Convenience sampling was used to recruit participants. Aboriginal researchers (BH, NS, and BL) who worked within the participating communities used their personal networks. In addition, participants were asked if they would like to recommend a friend or family member to the study. Potential participants were screened for eligibility when they contacted the researcher on the telephone. The researcher explained the study and gained informed consent over the telephone initially and again in person before the start of the focus group or interview. Participants were reimbursed with a shopping voucher worth Aus $30 (US $21.6) for attending focus groups and interviews and provided with refreshments. Health professionals were recruited using a snowball methodology through the participating services. Health professionals were not reimbursed.

Mothers and health professionals participated in separate focus groups and interviews. Focus groups and interviews were cofacilitated by a combination of Aboriginal researchers (NS and BH), a PhD student (SJP), and an app developer. Interviews and focus groups were 20 to 90 minutes in length. The number of participants in focus groups ranged from 2 to 6. Focus groups and interviews were recorded and transcribed, and field notes were taken.

Measures
Different surveys and discussion guides were used with mothers and health professionals. Discussions and activities were used to identify (1) design characteristics, (2) content modules, and (3) features and functions.

Mothers

Survey
The survey comprised 16 items, including demographic, cultural, and socioeconomic items. The items were selected from a previous study [32], with all items having been tested with Aboriginal and Torres Strait Islander mothers previously.

Discussion Guide
In all focus groups and interviews with mothers, 3 main questions were asked. Follow-up questions were asked depending on responses. Additional questions about mobile phone use to inform features and functions were asked in focus groups cofacilitated by the app developer. The three main questions were as follows:

How would an mHealth intervention designed for healthy living for Aboriginal and Torres Strait Islander people differ from other mHealth interventions?

Are you more interested in mHealth for your own health or your child’s health? What topics and features interest you?

What do you think stops or prevents some women from accessing health information and services for themselves and their children?
Activities
Card-sorting activities were used to identify current mobile phone use (functions used, frequency of use, and reasons for use). Storyboarding activity was used to elicit creative descriptions of the mHealth intervention using drawings and words on what the intervention should include. Design activity was used to gain feedback on potential designs.

Health Professionals
Survey
The survey comprised 5 items related to demographic and professional practice characteristics.

Discussion Guide
In all focus groups and interviews with health professionals, 3 main questions were asked. Additional follow-up questions were asked depending on the response. The three main discussion questions were as follows:
1. What do you think are the most important health and well-being topics to include for Aboriginal or Torres Strait Islander women, children, and family?
2. What are the barriers for Aboriginal or Torres Strait Islander families to having good health?
3. What types of mobile technology do you think could support Aboriginal or Torres Strait Islander women’s and children’s health?

Co-design Analysis
A generalized thematic analysis was completed. An Aboriginal researcher (BH) and a PhD student (SJP) independently coded themes. NVivo software (version 12.0; QSR International) was used to complete independent coding and comparison by the 2 coders. In total, 3 predetermined codes were used based on a similar co-design study [29]. These codes included (1) design characteristics, (2) content modules, and (3) features and functions. The coders met to agree on subcodes and definitions. Survey findings are presented using descriptive statistics.

Intervention Development
The findings from the co-design stage were subsequently used to develop a prototype intervention incorporating an app, SMS text messaging, social media, and videos. The intervention development was an iterative process, with meetings held among the team members to decide the final features and functionalities. Not all ideas could be adopted because of various reasons, such as time, funding, and technology constraints. We used a combination of building new functions (app) and using existing functions (Facebook page and SMS text messaging).

The intervention was grounded in behavior change theory. The Health Belief Model was used to underpin the app portion of the intervention. The Health Belief Model is considered to be well suited to mHealth interventions with use of the cue to action component [33]. The basic constructs are perceived threat of illness, perceived benefits of health behavior change, perceived barriers to change, cues to action, and self-efficacy [34]. Behavior change techniques were used to formulate SMS text messages. The SMS text messages were coded for behavior change techniques by 2 coders (Sam McCrabb and SJP) using behavior change technique taxonomy (version 1) [35] and the process outlined by Michie et al [36]. Of the 2 coders, 1 was experienced in coding behavior change techniques (Sam McCrabb) and the other was a PhD student (SJP). Disagreements were resolved through discussion and key messages adapted to include further effective behavior change techniques.

Key messages were developed on health topics identified from the focus groups and interviews. Content was formulated from publicly available evidence-based health resources. Key messages were adapted to SMS text messages, small pieces of written information for the app, and Facebook posts.

The prototype intervention included an app, videos, Facebook page, and SMS text messaging (Textbox 1).
Textbox 1. Components of the prototype intervention.

**App**
- A web-based prototype app was developed. Rapid iterative cycles between the app developer and research team were used to refine the design. An Aboriginal graphic designer developed graphics for each module and logo.

**Videos**
- A total of 12 short videos were captured on a Canon camera. All presenters were health professionals from participating sites or contacts of the research team. Short scripts were provided to health professionals based on key messages. Staff were encouraged to use their own knowledge and expertise on each topic. Videos were filmed by a videographer and professionally edited. Captions were completed by Rev, and voiceovers were completed by 2 Aboriginal researchers (BH and NS). The videos ranged from 112 to 300 seconds in length. Vimeo was used as the platform to host the videos.

**Facebook page**
- A Facebook group was developed and administrated by 2 Aboriginal researchers (BH and NS). Both researchers were regular Facebook users and had significant networks and knowledge of Aboriginal and Torres Strait Islander organizations, events, and health services. Key messages were predeveloped in text and video format. Other content shared was decided by the administrators, including sharing posts from their personal accounts if they were suited to the broad aim of the intervention.

**SMS text messaging**
- SMS text messages were developed based on the processes described by Abroms et al [37]. Steps include choosing a behavior change goal, choosing communication objectives and behavioral techniques, designing a framework, and writing an SMS text message library [37]. SMS text messages were written to allow tailoring using the mother’s and child’s names, child’s age, and topic interest of the mother. Tailoring SMS text messages around the timing of key behaviors, such as after a baby is born, can improve saliency and likelihood of behavior change [38]. SMS text messages were written by an Aboriginal researcher (BH) and a PhD student (SJP). A web-hosted SMS text messaging server (SMS Express) will be used to send all SMS text messages.

**Results**

**Overview**
A total of 42 participants were recruited to the study: 31 mothers and 11 health professionals. Demographics and cultural characteristics of mothers are presented in Table 1, and demographics of health professionals in Table 2.
Table 1. Demographic and cultural characteristics of mothers (N=31).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD; range)</td>
<td>31.17 (7.69; 19-50)</td>
</tr>
<tr>
<td><strong>Indigenous status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Aboriginal</td>
<td>21 (68)</td>
</tr>
<tr>
<td>Torres Strait Islander</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Nonidentified</td>
<td>7 (23)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Identified with an Indigenous community, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>25 (81)</td>
</tr>
<tr>
<td>No</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Unknown</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Maintain cultural connections at home, yes, n (%)</strong></td>
<td>25 (81)</td>
</tr>
<tr>
<td><strong>Ways of connecting to culture, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Music or dance</td>
<td>19 (61)</td>
</tr>
<tr>
<td>Storytelling</td>
<td>19 (61)</td>
</tr>
<tr>
<td>Indigenous television</td>
<td>18 (58)</td>
</tr>
<tr>
<td>Art</td>
<td>15 (48)</td>
</tr>
<tr>
<td>Food</td>
<td>14 (45)</td>
</tr>
<tr>
<td>Indigenous internet sites</td>
<td>10 (32)</td>
</tr>
<tr>
<td>Indigenous newspapers</td>
<td>7 (23)</td>
</tr>
<tr>
<td>Traditional medicine</td>
<td>6 (19)</td>
</tr>
<tr>
<td>Indigenous radio</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Family members from Stolen Generations</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>6 (19)</td>
</tr>
<tr>
<td>No</td>
<td>12 (39)</td>
</tr>
<tr>
<td>Unknown</td>
<td>13 (42)</td>
</tr>
<tr>
<td><strong>Education of mother, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Did not finish high school</td>
<td>6 (19)</td>
</tr>
<tr>
<td>High school</td>
<td>6 (19)</td>
</tr>
<tr>
<td>Certificate</td>
<td>10 (32)</td>
</tr>
<tr>
<td>Diploma</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>2 (7)</td>
</tr>
<tr>
<td><strong>Currently pregnant, yes, n (%)</strong></td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Partner, yes, n (%)</strong></td>
<td>16 (52)</td>
</tr>
<tr>
<td><strong>Number of people living in household, mean (SD; range)</strong></td>
<td>4 (1.31; 2-7)</td>
</tr>
<tr>
<td><strong>Number of children (aged &lt;18 years) living in household, mean (SD; range)</strong></td>
<td>2.39 (1.41; 1-5)</td>
</tr>
<tr>
<td><strong>Smoking status of mother, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>21 (68)</td>
</tr>
<tr>
<td>Yes, daily</td>
<td>5 (16)</td>
</tr>
</tbody>
</table>
### Values

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes, at least once a week</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Yes, less often than once a week</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Number of cigarettes smoked per day (on the days smoking), mean (SD; range)</td>
<td>8.5 (3.21; 4-12)</td>
</tr>
</tbody>
</table>

### Number of smokers in household, n (%)

<table>
<thead>
<tr>
<th>Number of Smokers</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>14 (45)</td>
</tr>
<tr>
<td>1</td>
<td>10 (32)</td>
</tr>
<tr>
<td>2 to 3</td>
<td>4 (13)</td>
</tr>
<tr>
<td>&gt;3</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>

### Child exposure to indoor tobacco smoke, yes, n (%)

<table>
<thead>
<tr>
<th>Exposure</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>

### Child exposure to outdoor tobacco smoke, yes, n (%)

<table>
<thead>
<tr>
<th>Exposure</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>15 (48)</td>
</tr>
</tbody>
</table>

### Child exposure to tobacco smoke in the car, yes, n (%)

<table>
<thead>
<tr>
<th>Exposure</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

### Design Characteristics

We identified six main design characteristics: (1) credibility, (2) Aboriginal and Torres Strait Islander designs and cultural safety, (3) family centeredness, (4) supportive, (5) simple to use, and (6) confidential.

#### Credibility

Mothers talked about the difficulty of finding information on the web that was evidence based. Most of the mothers said that they used Google to find real-time health information for themselves and for their children: “Literally, I Google everything.” Many of the mothers said that it can be difficult to know which websites are most up to date and accurate and that it is difficult to find information: “The biggest thing I find on Google, you get everything. You don’t get the ones that are reputable.” Another mother said, “I’m finding you’re having to like scroll, scroll, and scroll to try and find that information.” Mothers said that they want current health information from reputable health professionals and organizations, including “useful websites links.” Health professionals talked about the importance of credible health information to improve health literacy: “I think lack of knowledge that they are so sick. Recognizing the signs of illness that can lead to them being really, really [sick].” This highlighted why it is important that all content included in the prototype intervention be sourced from credible evidence-based health resources and broken down into palatable small chunks with links to further information.

---

**Table 2.** Demographics of health professionals (N=11).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health service type, n (%)</td>
<td></td>
</tr>
<tr>
<td>Aboriginal medical service</td>
<td>6 (55)</td>
</tr>
<tr>
<td>NSW* Health service</td>
<td>5 (45)</td>
</tr>
<tr>
<td>Sex: female</td>
<td>11 (100)</td>
</tr>
<tr>
<td>Indigenous status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Aboriginal</td>
<td>4 (36)</td>
</tr>
<tr>
<td>Torres Strait Islander</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Nonidentified</td>
<td>7 (64)</td>
</tr>
<tr>
<td>Role at health service, n (%)</td>
<td></td>
</tr>
<tr>
<td>Registered nurse</td>
<td>7 (64)</td>
</tr>
<tr>
<td>Aboriginal health worker</td>
<td>3 (27)</td>
</tr>
<tr>
<td>Senior family health practitioner</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Number of years at service, mean (SD; range)</td>
<td>12 (8.7; 3-32)</td>
</tr>
</tbody>
</table>

*NSW: New South Wales.*
Aboriginal and Torres Strait Islander Designs and Cultural Safety

Most of the mothers said that Aboriginal designs, language, and representation were important for engagement. A mother said, “I think if it had Aboriginal designs that would be really good because if I download an app and it doesn’t have the look, like being culturally aware [I don’t use it].” Another mother said, “Don’t make it black and white, it’s got to be like colorful.” A mother spoke about the intervention needing Aboriginal representation in images and videos: “If it’s going to be an Aboriginal app, I think you have to have Aboriginal people.” Another mother discussed using an app for quitting smoking that was not representative of Aboriginal people: “It was easy to use, but I couldn’t relate to it...didn’t seem like it was aimed at Blackfellas even though we thought it was.”

It was evident from the mothers’ experiences of racism that the intervention needed to be centered in culturally safety. Some mothers talked about feeling fearful and judged when seeking health care. A mother said, “Being an Aboriginal mum especially, I was just worried about DoCS [Department of Child Services]. Like whether they could see if I was handling having two children on top of my own family breakdown. Like my mum’s kids are in DoCS. So that’s what my biggest fear was.” Other mothers expressed feeling judged about certain health behaviors and topics, and a mother said, “The biggest thing is why people do hide it [smoking], because they don’t want to be judged. They don’t want to hear all that stuff.”

To center cultural safety in the intervention, all aspects of the intervention were codeveloped by Aboriginal people: the research was governed by an Aboriginal advisory board and coled by an Aboriginal academic (KH); 4 of the 8 members of the research team are Aboriginal; an Aboriginal graphic designer designed the module icons and logo; Aboriginal researchers were administrators of the Facebook page and shared cultural links, events, activities, affirmations, and images; an Aboriginal videographer filmed all the videos; Aboriginal health professionals presented in the videos; an acknowledgment of Country and a welcome message by an Aboriginal researcher was placed on the main page; and all content was cowritten by Aboriginal researchers.

Family Centeredness

It was decided unanimously that the intervention should include content for both mother and child. A mother said, “Is this just for children’s health? Because I feel like it should incorporate the mother’s health too.” The mothers asked for information on “things to do with our kids,” and “stuff for us women too. Pap smears and stuff like that.” Many of the mothers and health professionals suggested that the intervention needed to encompass the entire family, including the extended family. A health professional said, “Put the main focus on the child and then how their [family] health affects the baby’s health,” and a mother said, “I think a family app would be really good. Like, I know my husband, he’s never been around babies.” Some participants talked about how other family members help bring up children: “It’s nothing to see an aunt bringing up a child, or a grandparent or a sister” [health professional]. Family centeredness in the intervention was therefore conveyed through messaging that families are the most important role models for jarjums (an Aboriginal word meaning children) across modules and functions. Links to websites, events, and health information for partners and other family members were included.

Supportive

Most of the mothers and health professionals indicated that it was important that the intervention promoted positive self-esteem and well-being of mothers. A health professional said that the intervention should give new mothers “understanding [of] how tired you are going to be, and it’s okay, ask for help, everyone feels like that but you’re not failing or not doing something wrong.” A mother suggested that we include “some sanity sayings or something like that, or some little sage advice from mums that have been there, done that before, that’d be really helpful,” and another mother said that the intervention could be “like a reassurance type thing.” Mothers and health professionals recognized that motherhood can be “totally exhausting” [health professional] and challenging at times. A mother described the initial period after coming home from hospital: “I didn't know what to do with him. What do I do with this kid? I was lost.” To create an intervention that was supportive of motherhood and of Aboriginal and Torres Strait Islander women, positive and affirming messages were posted on Facebook, sent through SMS text messages, and included in the app. Links on where to seek help for mental health concerns were included.

Simple to Use

Mothers and health professionals recommended that the intervention be intuitive, use simple language, and have few technical barriers. Some of the mothers talked about trying to use other health apps; however, they were unable to do so because of technological challenges. For example, a mother said, “It was just too hard to log in and get started so I gave up or just called someone.” Many of the mothers and health professionals emphasized that the language used in the intervention needed to be nonjargon. A mother said, “Don’t put it in a textbook. Because I’m telling you, if my family member downloaded that and it was a textbook way, they would be like—No.” Another mother said that the content should be “just little pieces of information...then links to the bigger pieces.” We aimed for simple, intuitive app design and used other mobile functions commonly used by mothers (Facebook and SMS text messaging). To ensure that the intervention was simple and easy to use, health information was presented in short key messages with links to websites for further information. All key messages were written to be at an 8th grade reading level using the Flesch–Kincaid Grade Level Test as recommended by Abrons et al [37].

Confidential

Mothers and health professionals talked about the importance of confidentiality. Health professionals focused on confidentiality in the health care setting and the complexities for some staff regarding knowing patient health details. A health professional said, “There are big things surrounding our health services confidentiality. People don’t know or want to know what other people’s business is.” Some of the mothers spoke...
about confidentiality; regarding being anonymous when communicating with other mothers or health professionals in a hypothetical mHealth intervention, a mother said, “Oh God, yeah. I’d ask an anonymous person on a phone. Rather than ask the doctor face to face.” Other mothers were happy to not be anonymous: “It wouldn’t bother me having my name because it would just be, this is my experience, and it is what it is. But I would understand if some women didn’t.” To ensure that women can choose to remain anonymous and keep their information confidential, the intervention design meant that no personal data were collected in any part of the intervention, other than a mobile number for the SMS text messaging component. Joining the Facebook group is an optional part of the intervention.

Content Modules
Most of the mothers and health professionals suggested that the intervention needed to cover a wide range of health topics for both the mother and child. Health topics identified in the data included pains after birth, breastfeeding, normal speech for toddlers, signs of autism, earaches, behavior, rashes, high temperatures, and coughs. Similar topics were grouped by the research team and combined into 6 key content modules for women’s health and 6 key content modules for children’s health. For example, birth, reproductive health, urinary leaking, and pap smears became Women’s business. All health topics captured in the interviews and focus groups were included in the intervention within a module on the app, SMS text messages, or through Facebook posts. Health modules for women included Smoke-free families, Safe drinking, Feeling good, Women’s business, Eating, and Exercising. Health modules for children were Breathing well; Sleeping; Milestones; Feeding and eating; Vaccinations and medicines; and Ears, eyes, and teeth.

Features and Functions
We identified eight features and functions: (1) content feed, (2) social connection, (3) diary and storage of health information, (4) local context, (5) reminders, (6) rewards, (7) talk with health professionals, and (8) use of videos.

Content Feed
A content feed was chosen to be a feature of the intervention based on the mothers’ current mobile phone use. During the card-sorting activity, most of the mothers reported scrolling the content feed on Facebook numerous times per day. Of the 13 women who were asked how many hours per day they used Facebook, 12 (92%) reported using it >4 hours per day. When asked what kept them going back to Facebook, a mother responded, “The content keeps changing.” Mothers frequently talked about watching photo and video stories that were uplifting, funny, or motivating on Facebook. They talked about using Instagram and Snapchat, too, although less frequently. The intervention was therefore designed to include a Facebook page with daily posts covering a variety of health content.

Social Connection
Mothers talked about the social connection and learning from other women when becoming a mother, including from their “mum,” “mother-in-law,” and “girlfriends.” The importance of positive relationships when first becoming a mother was well recognized by health professionals as well as mothers. It was acknowledged by many of the mothers that some new mothers “don’t have a big support network.” A mother described mothers at playgroup being “more like a family to each other.” Some of the mothers said that connecting to other mothers would be helpful because they may be going through the same situation or challenge: “Yeah [I would like to chat with mums in the intervention] because they might have experienced something that I’m starting to experience.” Some of the mothers talked about the possibility of meeting up with mothers outside of the intervention: “It’s hard to meet people...[could there be] like a mums and bubs [babies] thing [as part of the intervention],” and another mother said, “Say, if I needed to ask them a question or something that I wouldn’t want to write on Facebook [I would like to meet up with them in person].” Another mother identified that connection is important for mental health: “When they [new mothers] don’t have anybody, depression kicks in.” The Facebook page was designed to make it easy for mothers to connect and share stories and ideas. Discussion points were created to be posted on the Facebook page to facilitate discussion; for example, “Tell us how you engage your jarjums in cooking or take a pic or video of your deadly (great or excellent) li’l chef in the kitchen.”

Diary and Storage of Health Information:
A feature that enabled users to store specific information about a child’s health received mixed responses. Some of the mothers thought that having their child’s health information on hand would be of practical benefit when attending medical appointments: “Like a diary section...I found, when [my child] was sick I started recording when I gave the medication, those sorts of things. That’d be good to have an app when you go into the hospital, you go, this is his recordings.” Another mother said, “So they [health professionals] could just add in medication, add in reports...it’d be good because like [the health service] is only open during the week. Usually, like on the weekend, I’d have to go up to the hospital...So it would be good if there was information like after the visit. Because you don’t always take everything in. It goes right over your head.” Other mothers and health professionals thought there would be confidentiality concerns. Because of the confidentiality concerns raised in the co-design process, a diary feature was not included, although it may be considered as an optional feature in future iterations.

Local Context
Many of the mothers and health professionals spoke about the uniqueness of their community and said that the intervention needed to be relevant to each community, including language and environment (eg, coastal and desert), as well as health services and other resources. A mother suggested, “You could put in your postcode, location, or area or something and then it could be localized,” and a health professional said, “The contact numbers, if they can’t get into emergency, the [local] health line numbers where they can get a bit of advice would be handy on there as well.” The intervention included phone numbers of local health services for each community in the app, and Facebook posts were designed promoting local health services, events, organizations, and languages.
Reminders

Many of the mothers talked about the usefulness of SMS text messaging reminders from their health services for appointments, and they said that reminders for other areas of health care would be useful too. A mother said, “I would probably like all of them [milestone reminders]. I’d like the whole lot, make sure I’m not missing anything.” Another mother said, “If someone notified me on this app that I’m due for a [pap smear] or something like that, I would like being reminded of things like that.” Most of the mothers said that they would prefer reminders through SMS text messages rather than a push notification from an app because they could go back to the message and reread it. For the intervention, SMS text messages were developed covering a range of reminders, including vaccinations, developmental milestones, check-ups, smoking quit date, exercise, and eating well. Reminders about local health initiatives and events were also created for posting on the Facebook page.

Rewards

The mothers talked about rewards and incentives from health programs and services increasing their motivation. They talked about material rewards such as “shirts,” “caps,” and “supermarket vouchers,” as well as social rewards, including “comments” and “likes” on social media and “clapping” and “cheers” on health apps. The mothers who were asked about receiving rewards for a variety of health behaviors were unanimous in their opinion that rewards were enjoyable and motivating. In the intervention, weekly competitions were created for posting on the Facebook page involving mothers sharing a picture of a health activity; for example, active play or exercising with their children. Prize draws were also incorporated into the intervention for those who participated in the competitions.

Talk With Health Professionals

Some of the mothers suggested that being able to communicate with health professionals using SMS text messages or a live chat function would be beneficial. Some of the mothers said that this function would be useful to confirm whether they required face-to-face health care and for reassurance. A mother said, “Sometimes you don’t know if you should go up there [health service] or not, so you could kind of message and say, ‘Hey, this is what’s happening...is it worth coming up or is it just a viral thing going around?’” Another mother said, “I know a lot of women are just like, ‘What do I do?’ So just having that reassurance I suppose online.” Another mother suggested that it would be helpful to be able to ask health questions anonymously: “The option to be anonymous or not known by people [health professionals] would be handy I guess for more embarrassing health concerns.” Mothers living in rural areas mentioned being anonymous more often in the discussions. Although it was suggested, facilitating a chat with health professionals directly was out of the scope of the current prototype because of cost and resources. Telephone numbers for national, state, and local health services were listed in the app to enable users to connect with health professionals, if needed, regarding the questions they might have.

Use of Videos

Most of the mothers reported during the card-sorting activity that they frequently watched short videos on social media and YouTube. A number of mothers and health professionals advised us that videos and images may be more accessible and preferable for some mothers. A health professional said, “Videos, everyone can watch a video and understand.” Therefore, a video for each health module was developed for the intervention. Each video was stored in the app and added to the Facebook page. Additional health videos from external sources were also able to be shared on the Facebook page.

Final Prototype

The final mHealth intervention, named Growin’ Up Healthy Jarjums, aimed to improve health knowledge and health behaviors, along with providing access to health services. The intervention comprises 3 delivery modalities: app, SMS text messaging, and Facebook page.

App

The app is a central place for users to access all content. The app is primarily for the user who wants in-depth information and has the necessary digital device, internet connection, and literacy skills to access it. It is designed to allow the user to navigate to the topic of interest; for example, exercise, where they will find small amounts of written information, videos, links to websites, and useful contacts. The user may choose to access any topic, in any order, and consume as much information as they like. The app has four menu screens: (1) home screen, (2) women’s health, (3) children’s health, and (4) contacts (Figure 1). The home screen includes four buttons: (1) My Health, (2) Jarjums Health, (3) Facebook Page, and (4) Contacts. The user may click on a button to move to the next screen or scroll down to access the embedded Facebook content feed. The embedded Facebook content feed allows the user to remain in the app and read the posts, but to comment or like a post, the user needs to access the Growin’ Up Healthy Jarjums Facebook page. An acknowledgment of Country and a spoken welcome message are also included on the home screen. The women’s health (My Health) menu page includes six buttons, one for each of the women’s health modules: (1) Smoke-free families, (2) Safe drinking, (3) Feeling good, (4) Women’s business, (5) Eating, and (6) Exercising. The Jarjum’s Health menu page has the same layout, including six buttons for the children’s health modules: (1) Breathing well; (2) Sleeping; (3) Milestones; (4) Feeding and eating; (5) Vaccinations and medicines; and (6) Ears, eyes, and teeth. Each module, for example, Breathing well, includes (1) Key messages incorporating perceived threat of illness and benefits of changing health behavior; (2) Tips to address barriers to change through reassurance and credible advice; (3) cues to action; for example, “Each time jarjum sees a nurse or GP ask them to have a quick look in bub’s ears to check if there is any infection”; and (4) links to further information, including skills and activities; for example, exercises and healthy recipes to support self-efficacy. The information is presented using small chunks of written information and videos using the same layout in each module.
Figure 1. Examples of Growin’ Up Healthy Jarjums app screens: (top, from left) home, women’s menu, and children’s menu; (above, from left) contacts, Breathing well, and Our health advice (accessed from Breathing well).

**SMS Text Messaging**

Alongside the app, the prototype included an SMS text messaging library comprising 112 SMS text messages (Table 3). The SMS text messaging component allows users access to health information regardless of mobile phone type, Wi-Fi access, or digital literacy. The SMS text messages covered the content topics identified by the participants. The SMS text messaging portion of the program is 1-way (unidirectional), other than 3 SMS text messages developed for users who indicate that they want to quit smoking when registering for the program. In total, 23 behavior change techniques from 15 behavior change clusters were incorporated in the SMS text messages (Multimedia Appendix 1).
### Table 3. Example SMS text messages developed for the Growin’ Up Healthy Jarjums modules.

<table>
<thead>
<tr>
<th>Module</th>
<th>Example SMS text message</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Women’s health</strong></td>
<td></td>
</tr>
<tr>
<td>Smoke-free families</td>
<td>Text4jarjum: Giving up the smokes is the best thing you can do for your health. Be a role model and be smoke free. Get support from Quitline 13 78 48 or a doctor and quit for good!</td>
</tr>
<tr>
<td>Safe drinking</td>
<td>Text4jarjum: While under the influence of alcohol, people can make less safe decisions about their jarjums. Check out ‘Safe drinking’ for tips to set limits.</td>
</tr>
<tr>
<td>Feeling good</td>
<td>Text4jarjum: You’re probably not getting much sleep right now. Try to make time for yourself, ask for support from family &amp; friends, and nap when bub does. If you feel that you are not coping, talk to your doctor or midwife. There is help.</td>
</tr>
<tr>
<td>Women’s business</td>
<td>Text4jarjum: Be kind to yourself. Your body has gone through some big changes during and after birth. It will take time to bounce back. Whether you had a caesarean or vaginal birth, both may require rest &amp; time for recovery. Here’s what to expect after birth.</td>
</tr>
<tr>
<td>Eating</td>
<td>Text4jarjum: The Australian Breastfeeding Association has some useful tips on nutritional needs for breastfeeding mums.</td>
</tr>
<tr>
<td>Exercising</td>
<td>Text4jarjum: Any amount of movement is good for you. Start by doing a little, and gradually build up. You could start with a walk around the block a few times a week and then gradually increase.</td>
</tr>
<tr>
<td><strong>Children’s health</strong></td>
<td></td>
</tr>
<tr>
<td>Breathing well</td>
<td>Text4jarjum: A cough is often caused by a cold. Usually, a cough gets better on its own and is not serious, but if your child has a cough that doesn’t go away after TWO weeks, or if you are concerned sooner – see your doctor or child health nurse.</td>
</tr>
<tr>
<td>Sleeping</td>
<td>Text4jarjum: A routine that includes relaxing time like bath, book, a gentle song before bed and a regular bedtime each night can help your child settle better.</td>
</tr>
<tr>
<td>Milestones</td>
<td>Text4jarjum: Playgroups, day care and pre-school are great places for jarjums to play and develop. Contact your AMS (Aboriginal Medical Service) or health nurse and find out what’s on.</td>
</tr>
<tr>
<td>Ears, eyes, and teeth</td>
<td>Text4jarjum: Ear infections are really common and can cause long term hearing loss if not treated. Often there are no signs. Ask your doctor to have quick look in [insert child name] ears each visit to make sure there is no infection.</td>
</tr>
<tr>
<td>Vaccinations and medicines</td>
<td>Text4jarjum: Immunising [insert child name] is a safe and easy way to keep jarjums healthy and prevent disease. To check that [insert child name] is up to date with immunisations click here.</td>
</tr>
<tr>
<td>Feeding and eating</td>
<td>Text4jarjum: It’s recommended you breastfeed exclusively until [insert child name] starts solid foods at around 6 months of age. Keep breastfeeding until at least 12 months and beyond.</td>
</tr>
</tbody>
</table>

**Facebook Page**

The final modality included in the prototype was the Facebook page. The purpose of the Facebook page was to create community and connection, allow 2-way communication, and use a platform that is highly popular among users. Daily content was designed to be added to the Facebook page, including (1) links to reliable health websites, (2) activities for families, (3) weekly competitions, (4) key messages (written and video), (5) events in the community, and (6) supportive affirmative posts. The page was administrated by 2 Aboriginal team members (NS and BH), who shared posts relevant to their community and region. The Facebook page was embedded into the main screen of the app; it could also be accessed through Facebook. Examples of posts are presented in Figure 2.
Discussion

Principal Findings

We codeveloped a prototype mHealth intervention focused on the knowledge of mothers of young Aboriginal and Torres Strait Islander children. The aim of the intervention was to improve health knowledge, health behaviors, and access to health services. The final prototype incorporates 3 modalities—app, SMS text messaging, and Facebook page—and includes a range of health topics. In addition, it is centered on being supportive of mothers and culturally safe.

The modality choices were based on a few factors: (1) early discussions with mothers and health services about the need for an app that is culturally relevant and safe, (2) evidence suggesting that SMS text messaging is the most effective mHealth function for health behavior change, and (3) findings from focus groups and interviews indicating that Aboriginal and Torres Strait Islander women were high users of Facebook and SMS text messaging. As suggested in a recent pilot study of a smartphone app with Aboriginal Australians, a one app fits all approach is unlikely to be successful [24]. Using mHealth modalities commonly used by the target group to deliver a health intervention may appeal to more families.

Strengths and Limitations

The first limitation of this research is that it was initiated by a research institution rather than by the community itself. True co-design should begin with completing a needs assessment with communities to see what the health priorities and potential solutions are for that community [38]. This is well described in a New Zealand co-design study [29,40]. To ensure that adequate time and resources are available for relationship building and needs assessment, both should be specified in protocols and funding applications so that sufficient budgets and time frames are allocated. Second, although the intervention covers a range of topics in brief, it does not cover any topic in depth. Although an mHealth intervention with wide-ranging topics seems to be preferred by participants, this may dilute the impact of the intervention on any one risk behavior. Providing links within the Growin’ Up Healthy Jarjums intervention to specific mHealth interventions for target behaviors may overcome this limitation by providing tips for more intense behavior change for those people who are ready to change. Third, because the participants were from only 3 NSW communities, the intervention may have limited generalizability in other Aboriginal and Torres Strait Islander communities. Aboriginal and Torres Strait Islander communities are made up of >250 language groups in which there is great diversity. If this intervention is to expand to other communities, systematic adaptation of the intervention would need to be carried out to ensure that the intervention is suitable to the context of each community [41].

A key strength of this study is that Aboriginal researchers (BH, NS, and BL) led engagement with participants and community organizations. Understanding the importance of trusted and strong cultural relationships, we only engaged with communities that the Aboriginal researchers had a relationship with, which likely resulted in trust as well as interest in participating in this study. Another strength of this study is the thorough reporting of the co-design processes. Inadequate reporting of intervention development was identified as a weakness in a recent systematic review on mHealth development [33]. An additional strength is the involvement of primary health services and professionals. A recent review on health promotion programs in Aboriginal communities found that such programs are more likely to be successful when they are led by Indigenous researchers [42].
communities highlighted that an important consideration is to partner with primary health care services because they are well placed with frequent patient contact, health expertise, and often intricate knowledge of the community [42]. A final and important strength is that we developed a flexible portal for ongoing development and enhancement. The COVID-19 experience has reinforced how important it is to have alternatives to face-to-face health care. Useful additions in future iterations of this mHealth intervention might include development of a flexible platform suitable for inclusion of initiatives inspired by the COVID-19 pandemic, such as subsidized telehealth and videoconferencing. There are also opportunities to develop content on this platform in Aboriginal and Torres Strait Islander languages to better suit users.

**Comparison With Prior Work**

Design characteristics identified in this study, including social connection and family centeredness, reflect Aboriginal and Torres Strait Islander perspectives of health. Connection to family, community, and culture, among other factors, are understood to be equal contributors to health [43]. Arabena et al [44] suggest that community and social connection can ultimately be the health promotion intervention for Aboriginal and Torres Strait Islander communities.

The finding that Aboriginal and Torres Strait Islander women were high users of social media, in particular Facebook, was unsurprising. Aboriginal and Torres Strait Islander health organizations have capitalized on the popularity of Facebook among Aboriginal and Torres Strait Islander people and have been early and adept users of social media for health promotion [25]. An Aboriginal-led social marketing campaign for health promotion, Deadly Choices, has 94,035 Facebook followers, 19,300 Instagram followers, and 9000 TikTok Followers [26,45].

As stated earlier, the methodologies used in this study were based on a co-design study for a health app with Māori and Pacific Islander people [29,40]. There were a number of similar co-design findings. In both studies, participants expressed a holistic view of health and connections to people and place as being central components of health. Participants in both studies talked about a family approach to health, rather than an individual approach, as well as accessible healthy activities in the community. Social support was found to be an important strategy in both studies.

Culture was also identified as important in both studies, although cultural representation may have been a more nuanced finding in the New Zealand study. In our Australian-based study, participants expressed the importance of Aboriginal and Torres Strait Islander representation in terms of designs, colors, images, people, organizations, and safety. Participants in the New Zealand study [29,40] expressed the need to include Māori knowledge, Whakapono (faith and spirituality), and Whakataukī (traditional proverbs), which were to be woven throughout the intervention; for example, the app depicts the completion of challenges as colored footsteps, which is analogous to the journey that the participants’ tupuna (ancestors) embarked on. There may be differences in participants’ connection to culture. In Australia, up to 1 in 3 Aboriginal and Torres Strait Islander children were removed from their families during the period from the mid-1800s to the 1970s. These children are known as the Stolen Generations [39]. Of the 31 mothers in this study, 6 (19%) reported that they had family members from the Stolen Generations, whereas 13 (42%) were unsure. The effect of the Stolen Generations on the loss of culture is profound [39] and is likely reflected in the findings of this study. This intervention may, in a small way, help to promote culture through links to Aboriginal and Torres Strait Islander organizations, connection to mothers of Aboriginal and Torres Strait Islander children, and culturally safe health information.

**Conclusions**

An mHealth intervention that included app, SMS text messaging, and Facebook page modalities was developed based on co-design findings. The intervention incorporates health behavior change theory, evidence-based information, and the preferences of Aboriginal and Torres Strait Islander women and health professionals. The next step of this research is to assess the acceptability and feasibility of the intervention in a pilot study. The pilot study will be conducted with the Aboriginal Health Services and NSW Health sites that participated in this co-design study. Participating mothers will also be invited to participate in the pilot study. If the Growin' Up Healthy Jarjums intervention is shown to have adequate acceptability and feasibility, the next phase will be to measure its effectiveness in improving health knowledge and changing health behaviors. Assessing the effectiveness of this intervention will provide valuable evidence for the use of mHealth in improving the health and well-being of Aboriginal and Torres Strait Islander populations and contribute to the evidence for using co-design methodologies, both of which have been highlighted as gaps in the literature [46].
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Abstract

Background: Despite experiencing the second-highest rate of HIV incidence in the United States, pre-exposure prophylaxis (PrEP) use remains low among Black women due, in part, to a lack of patients’ awareness and providers’ knowledge.

Objective: Our goal was to design animated educational tools informed by patients and women’s health providers to address these barriers, specifically for women at risk for HIV.

Methods: Two animation storyboards about PrEP for women were created by academic stakeholders (eg, HIV clinical experts, educators, and HIV peer counselors), one for patients and one for providers. Four focus groups with community members from Baltimore, Maryland and four with women’s health providers (eg, obstetrician/gynecologists, midwives, nurse practitioners, and peer counselors) at an academic center were conducted to discuss the storyboards. Transcripts were analyzed using conventional content analysis, and themes were incorporated into the final versions of the animations.

Results: Academic stakeholders and 30 focus group participants (n=16 female community members and n=14 women’s health providers) described important themes regarding PrEP. The themes most commonly discussed about the patient animation were understandability of side effects, HIV risk factors, messaging, PrEP access, and use confidence. Provider animation themes were indications for PrEP, side effects, and prescribing confidence.

Conclusions: We created two PrEP animations focused on women. Stakeholder feedback highlighted the importance of ensuring the understandability and applicability of PrEP educational materials while including necessary information to facilitate use or prescribing confidence. Both community members and women’s health providers reported greater use confidence after viewing the animations.

(JMIR Form Res 2022;6(7):e33978) doi:10.2196/33978
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Introduction

Black women in the United States experience the second-highest incidence of HIV behind men who have sex with men and account for over half of new HIV diagnoses among women [1]. Many population-level factors contribute to this risk, including social and economic inequities that influence sexual networks, stigma, discrimination, and inadequate access to HIV care [2,3].

Oral HIV pre-exposure prophylaxis (PrEP) with antiretroviral drugs emtricitabine and tenofovir is a Food and Drug Administration–approved medication that prevents HIV in women up to 90% when taken daily [4-6]. The Centers for Disease Control and Prevention recommends that all sexually active adolescents and adults be informed about PrEP [7]. Furthermore, the American College of Obstetrics and Gynecology recommends PrEP for women who are at substantial risk of acquiring HIV, including those who have an HIV-positive
or unknown status sexual partner, a recent sexually transmitted infection, a high number of sexual partners, report inconsistent or no condom use, participate in commercial sex work, live in a high HIV prevalent area, or inject drugs [4].

Despite the availability of PrEP, uptake has been poor among women at high risk [8,9]. Patient-level barriers to PrEP include low self-perceived risk of HIV, limited knowledge, and high perceived cost [10,11]. Provider-level barriers include poor support and infrastructure to provide PrEP, inadequate education, and underestimating patients’ risk [10,11]. Additionally, few PrEP campaigns specifically target women or women’s health providers [10,11].

Computer-based interventions, such as animations, have been associated with decreased high-risk behaviors leading to HIV acquisition [12]. Furthermore, creating multimedia tools for health education with stakeholder involvement has been encouraged to identify specific community needs and ensure effective dissemination [13,14]. Additionally, animations can decrease cognitive overload and increase attention retention and long-term recall [14,15]. Therefore, to address commonly cited barriers to PrEP uptake among women, we sought to create two women-centered PrEP animations, one for providers and one for patients, grounded in Mayer’s [15] Cognitive Theory of Multimedia Learning that posits combined auditory text and visual pictures deepens understanding more than either alone. Below, we describe the animation development process with the participation of community members and women’s health providers from Baltimore, Maryland.

**Methods**

Animations were created and iteratively refined in four phases between January 2020 and December 2020 (Figure 1).

**Figure 1.** Study phases. PrEP: pre-exposure prophylaxis.

<table>
<thead>
<tr>
<th>Stakeholders</th>
<th>PHASE 1 (Jan – Mar)</th>
<th>PHASE 2 (Mar – June)</th>
<th>PHASE 3 (July – Sept)</th>
<th>PHASE 4 (Sept – Dec)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CONTENT CREATION</strong></td>
<td>Clinical HIV prevention experts</td>
<td>Women’s health providers, health literacy experts, HIV peer counselor, patients, branding expert, nurses</td>
<td>Women’s health providers, patients</td>
<td>Animation creation and refinement</td>
</tr>
<tr>
<td><strong>STORYBOARD CREATION</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>STORYBOARD FOCUS GROUP DISCUSSIONS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome</td>
<td>Key topics to include based on literature, PrEP guidelines</td>
<td>Draft storyboard script of 280 words for a 2.5-minute animation; create artwork (eg, characters, colors, scenery)</td>
<td>Recorded facilitated group discussions about storyboard script and artwork, selection of professional voice over</td>
<td>Animation creation and refinement</td>
</tr>
</tbody>
</table>

**Phase 1: Animation Content Creation**


**Phase 2: Storyboard Creation**

Two storyboards (ie, scripts and 2D slides) were created by an animation company (Science Animated, Cotswolds, United Kingdom) based on the outlines written in phase 1. The patient storyboard used simple language to aid low–health literacy populations, had relatable characters, and used positive framing. The provider storyboard assumed prior knowledge of women’s sexual health and was framed for practicality using medical terminology. In addition, we held formative discussions with our academic stakeholders (ie, lay individuals, a patient education professional, a branding director, nurses, and clinical HIV prevention experts), and storyboards were revised based on these initial discussions.

**Phase 3: Focus Groups**

Feedback about the storyboards from a larger audience was gathered. English-speaking women from the community and women’s health providers (eg, obstetrician/gynecologists, midwives, nurse practitioners, and peer counselors) were recruited for focus groups. Fliers were placed in all general gynecology clinics, all academic specialist obstetrician/gynecologists in an academic hospital were emailed about participating, and prior research participants who had agreed to be contacted for future studies were recruited. Purposive sampling was conducted.

After obtaining written consent and collecting demographic information, the focus groups were scheduled. A trained facilitator and logistical coordinator conducted focus groups virtually using a secure videoconferencing platform (Zoom 5.5.4; Zoom Video Communications, Inc). Participants were offered the option to turn off their video and remove their names.
to allow partial anonymity, as all still heard voices. There were 8 focus groups, 4 for community members and 4 for women’s health providers. Each focus group contained 3 to 6 participants and lasted 60 to 90 minutes. A semistructured focus group guide was used to frame the discussions. Near the end of each focus group, participants were asked to rank 6 female-sounding professional voice-over actors who read the same script but may have had differences in inflection, cadence, pitch, or articulation. Participants received a US $25 compensatory gift card.

**Phase 4: Focus Group Analysis and Animation Creation**

The focus group audio was recorded and transcribed verbatim. The transcripts were coded using ATLAS.ti 9.0.3 (ATLAS.ti Scientific Software Development GmbH), and the findings were organized and analyzed using conventional content analysis [19]. Two research team members read the transcripts twice, line-by-line, and prepared memos summarizing their preliminary findings. Next, preliminary codes were derived inductively by highlighting recurring words or statements through an iterative process. Research team members convened multiple times to discuss and compare memos, and revisit emerging themes iteratively. Discrepancies were solved by the principal investigator. Final codes were then assessed for broader concepts to generate themes through subsequent rounds of team discussion. The generation of themes was guided by an adaptation of the Model of Communication and Health Behavior Change by Kincaid [20]. The themes identified in the storyboards (phase 2) and focus group discussions were incorporated into animation prototypes. The highest-ranked voice-over options were chosen. Finally, two 120-second 2D animations were created and iteratively refined by the research team.

**Results**

**Storyboard Creation (Phases 1 and 2)**

Themes that were presented in the initial creation of the storyboard included accurate PrEP information, ensuring an appropriate health literacy level to reflect the target population (eg, proficient level for the provider animation and basic to below basic level for patient animation) and representative graphics/artwork (eg, multicultural characters and scenery). The scripts for the storyboards and animation graphics were refined numerous times by stakeholders.

**Focus Groups (Phase 3)**

A total of 30 participants enrolled in the focus groups (n=16 female community members and n=14 providers, Table 1). Some themes pertained to both animations (messaging, design, background, side effects and risk factors, and perceptions of PrEP access and barriers), while others were only relevant to the patient animation (relatability and applicability of characters and storyline, and PrEP use confidence) or the provider animation (understandability of PrEP indications and prescribing confidence).

**Table 1.** Sociodemographic characteristics of focus group participants (N=30).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Community member (n=16)</th>
<th>Women’s health provider (n=14)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>26 (6)</td>
<td>42 (13)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0 (0)</td>
<td>2 (14)</td>
</tr>
<tr>
<td>Female</td>
<td>16 (100)</td>
<td>12 (86)</td>
</tr>
<tr>
<td><strong>Self-reported race, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>12 (75)</td>
<td>3 (21)</td>
</tr>
<tr>
<td>Asian</td>
<td>0 (0)</td>
<td>3 (21)</td>
</tr>
<tr>
<td>White</td>
<td>1 (6)</td>
<td>7 (50)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (19)</td>
<td>1 (7)</td>
</tr>
<tr>
<td><strong>Highest education level, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>7 (44)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>College</td>
<td>6 (38)</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Graduate school</td>
<td>2 (13)</td>
<td>13 (93)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>8 (50)</td>
<td>6 (43)</td>
</tr>
<tr>
<td>Married/union</td>
<td>7 (44)</td>
<td>7 (50)</td>
</tr>
<tr>
<td>Divorced</td>
<td>1 (6)</td>
<td>1 (7)</td>
</tr>
</tbody>
</table>
Provider Feedback

Providers’ most common themes included prescribing confidence, indications for PrEP, and side effects. Additional themes and respective quotes are highlighted in Multimedia Appendix 1.

Indications

Providers were surprised by a few of the indications for prescribing PrEP, specifically in relation to the area in which their patients were living. Several of them were surprised to learn that the HIV prevalence in a location was included in evaluating HIV risk and PrEP indications.

So, automatically living in Baltimore, it puts you at a higher risk for HIV, so really understanding that kinda stood out to me.

Side Effects

The level of details on side effects and their timing was a concern for some providers. Providers asked for more clarification on which side effects to expect and a given time frame for each to be included in the animation.

I wanna like know [...] how long is it [resolution of initial side-effects] gonna take? Are we talking about the next day? Are we talking about a month?

Prescribing Confidence

Providing a more detailed step-by-step guide applicable to the flow of a typical clinic encounter, including follow-up steps after prescribing PrEP, was recommended.

I’d first ask myself like, “Hmn, this person seems like they’re high risk for HIV.” And then, I would ask myself, “Do I – do I have testing that allows me to firmly confirm or deny the fact that they actually have HIV right now?” [...] And then, I would say to myself, like, “Okay, so I think if they like don’t have a test on file or it’s not that recent, are there any signs that I think that they’re nonetheless actively infected with HIV and I need to test them for that before, you know, starting a conversation about preventing HIV.”

Providers were, overall, confident in their ability to prescribe PrEP based on these steps but expressed doubt about their patient’s desire and ability to comply with extensive follow-up and regular lab draws.

You’re gonna have people who are not gonna wanna come in for a HIV test every three months...I mean, that’s just gonna be a deterrent for people.

Community Member Feedback

Community members’ most common themes were understandability of side effects and risk factors, messaging, PrEP use, PrEP access, and use confidence.

Risk Factors

Community members were surprised by the prevalence of HIV in their community and that they themselves would qualify for PrEP based on the listed risk factors.

I would say it related to me because before then, I never knew about PrEP [...] And I think that it will be not only a big eye-opener for me but for everyone else.

I didn’t know that – um, that Baltimore City, HIV was as high as it is. They had shared it on the news, I think like a week or two ago, and liked it just kinda like caught me off-guard...

Side Effects

Community members were concerned about serious side effects and wanted more information about drug-drug interactions, specifically interactions between PrEP and contraceptive methods.

The stomach and the headaches, [...] that’s kinda common. But like generally, kidney and bone density, that’s not like average things.

Um, you said that it doesn’t affect pregnancy or anything like that, but is there any risk – Like, if I’m on birth control, and I supplement with PrEP, is there any effect there, or they don’t affect each other whatsoever?

PrEP Use

Community members highlighted confusing concepts, including PrEP’s ability to prevent HIV and the logistics of PrEP follow-up that would need to be clarified to encourage use.

How long does it last? Is it like a shot? Well, I know it’s like a pill, but like how long does it last? Like do you have to take one every day, every week, once a month?

Messaging

Overall, community members reported that the language and the messaging were appropriate for all education levels.

So, if we can clear it up that – Yeah, condoms alone do prevent HIV acquisition, but it’s much more effective if you use PrEP. And if you do both together that’s even better. Um, so maybe there is a way that we could kind of, like, get that message across.

PrEP Access

Community members thought use confidence would be impacted by information about PrEP access, especially insurance coverage. They wanted the animation to convey that it was easy to take PrEP via the step-by-step guide, which motivated participants to recommend PrEP to their peers.

I think the most surprising thing for me is that there is an option for people without insurance [...] I don’t know how true that is. Because y’all always say that, but they’ll be, like, “Yeah. There’s an option. You can take off 10 percent.” That’s not enough.

Use Confidence

Overall, there was a potential for greater use confidence after viewing the storyboard. Community members expressed that
the storyboard motivated them to read more about PrEP and initiate a discussion with their provider.

But now, after this focus group, I’m more interested because it was kinda well-explained. I will do my own research on like the bone density and the kidneys and the side-effects, but I think after this focus group that, uh, it’s something that I will have a conversation with my doctor about.

...But, yes, I would. It’s very simple, it’s appealing. Um, if it’s 90% accurate plus on top of a condom, um, especially if you have multiple partners. Why not?

**Animation Creation (Phase 4)**

Stakeholder feedback from all phases led to clarifying language modifications and additional detail to describe the background, risk factors, indications, and steps for prescribing or accessing PrEP. Specifically, the provider animation was modified to clearly delineate prescribing steps. Details about side effects and interactions were added to the patient animation. The importance of evaluating HIV risk and PrEP eligibility according to risk factors, including geographic HIV prevalence, was explained better. Finally, design changes to the characters were made to make them more relatable (*Multimedia Appendixes 2 and 3*).

**Discussion**

**Principal Findings**

Two educational animations to facilitate learning about HIV prevention and PrEP for female patients and providers were created using a user-centered approach. There were some similar themes both community members and women’s health providers wanted to highlight in the animations that included a clear demonstration about indications for PrEP, addressing barriers to PrEP use, and providing step-by-step guides to accessing or prescribing PrEP. These themes were considered the most important for both patients and providers to increase PrEP awareness and uptake among at-risk women. In addition, there was greater use confidence after viewing the storyboards.

**Comparison to Prior Work**

Although we did not test the “real-world” effectiveness of the final PrEP animations in this formative study, in general, animations have been found to be effective in increasing health information recall [12,16,21]. One study used a 2 \times 2 factorial design among patients with different health literacy levels to determine which features of animations improved health information recall and attitudes [21]. They found that spoken animation significantly improved recall of health information compared to written messages among low-literacy participants ($P=0.02$). Additionally, there was no differences in health information recall between high- and low-literacy participants after exposure to spoken animation ($P=1.12$). Furthermore, a meta-analysis demonstrated that technology-based HIV prevention interventions have been proven to be at least as efficacious as human-delivered interventions in reducing high-risk sexual behaviors [12].

**Strengths and Limitations**

A notable strength of our study is the user-centered approach with key stakeholders, which has been proven to foster stronger relationships between researchers and the community [22]. This may allow greater dissemination among at-risk women and women’s health providers. However, there are limitations. First, the generalizability of these findings to other locations may be limited. We recruited providers from a single tertiary care center, who do not represent all health care providers in different settings. However, our community members reflect women most impacted by the HIV epidemic and that share similar characteristics. Second, although we collected data until we thought that theme saturation was reached, the sample of participants was small and additional themes might have been missed. Third, the animations did not provide exhaustive information and were not tested for effectiveness. However, the purpose of the animations will be to facilitate a discussion between female patients and women’s health providers as an adjunct to routine sexual health care. Additionally, we do not expect our animations to be less effective than other human-delivered interventions, as existing data has shown that technological interventions are effective [12].

**Conclusion**

To increase the use of PrEP in women who live in communities with high HIV risk, the dissemination of information regarding its use in a relatable, accessible, and applicable way is vital for both patients and providers. Therefore, we included stakeholders in creating short educational PrEP animations. Stakeholders highlighted important issues to them, which included identifying individuals that qualified for PrEP, delineating key steps in accessing or prescribing PrEP, and addressing barriers to PrEP.

As a result, there was greater use confidence for community members and women’s health providers after viewing the storyboards. Future research is planned to evaluate the effectiveness of the animations to increase PrEP awareness and uptake among women who are at substantial risk for HIV.
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Provider animation.
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Patient animation.
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Abstract

Background: The prevalence of common mental disorders (CMDs) among people living with HIV and people who inject drugs is high worldwide and in Vietnam. However, few evidence-informed CMD programs for people living with HIV who inject drugs have been adapted for use in Vietnam. We adapted the Friendship Bench (FB), a problem-solving therapy (PST)–based program that was successfully implemented among patients with CMDs in primary health settings in Zimbabwe and Malawi for use among people living with HIV on methadone maintenance treatment (MMT) with CMDs in Vietnam.

Objective: This study aimed to describe the adaptation process with a detailed presentation of 4 phases from the third (adaptation) to the sixth (integration) of the Assessment-Decision-Adaptation-Production-Topical Experts-Integration-Training-Testing (ADAPT-ITT) framework.

Methods: The adaptation phase followed a qualitative study design to explore symptoms of CMDs, facilitators, and barriers to conducting FB for people living with HIV on MMT in Vietnam, and patient, provider, and caretaker concerns about FB. In the production phase, we revised the original program manual and developed illustrated PST cases. In the topical expert and integration phases, 2 investigators (BNG and BWP) and 3 subject matter experts (RV, DC, and GML) reviewed the manual, with reviewer comments incorporated in the final, revised manual to be used in the training. The draft program will be used in the training and testing phases.

Results: The study was methodologically aligned with the ADAPT-ITT goals as we chose a proven, effective program for adaptation. Insights from the adaptation phase addressed the who, where, when, and how of FB program implementation in the
MMT clinics. The ADAPT-ITT framework guided the appropriate adaptation of the program manual while maintaining the core components of the PST of the original program throughout counseling techniques in all program sessions. The deliverable of this study was an adapted FB manual to be used for training and piloting to make a final program manual.

**Conclusions:** This study successfully illustrated the process of operationalizing the ADAPT-ITT framework to adapt a mental health program in Vietnam. This study selected and culturally adapted an evidence-informed PST program to improve CMDs among people living with HIV on MMT in Vietnam. This adapted program has the potential to effectively address CMDs among people living with HIV on MMT in Vietnam.

**Trial Registration:** ClinicalTrials.gov NCT04790201; https://clinicaltrials.gov/ct2/show/NCT04790201
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**Introduction**

Injection drug use is the main cause of the HIV epidemic in Vietnam, resulting in a high HIV prevalence among people who inject drugs, 15% in 2017 [1] and 12.7% in 2020 [2]. Antiretroviral therapy (ART) and methadone maintenance treatment (MMT) have been implemented in Vietnam since 2004 and 2008, respectively, and people living with HIV who inject drugs are commonly treated with simultaneous ART and MMT [3,4]. HIV and drug addiction are chronic stressors on mental health, and when combined with many other barriers related to HIV and drug addiction such as stigma and discrimination, the prevalence of common mental disorders (CMDs) among people living with HIV who inject drugs is higher than in the general population [5,6]. CMD is a collective term that refers to a range of depressive, anxiety, and stress-related disorders [7]. Depression is characterized by sadness, low self-esteem, tiredness, lack of concentration, lack of interest, and sleeping difficulties. Anxiety disorders refer to the feeling of anxiety, fear, panic including posttraumatic disorder, and social anxiety [7]. Stress is a state of physical and emotional tension caused by reactions to stressful stimuli from life and the environment [8]. The prevalence of depression and anxiety disorder among MMT clients in China in 2017 was 12.8% and 19.5% [9], compared with only 4.4% and 3.6% in the general population in 2015, respectively [7]. In a study by Levintow et al [10], people living with HIV who inject drugs in North Vietnam had a mild depression rate of 25% and moderate depression rate of 44%. Mughal et al [11] reported that people living with HIV on MMT in Hanoi had CMDs of depression and anxiety and posttrauma stress rate of 17% [11].

Prior research has demonstrated the effectiveness of behavioral and mental health programs among people living with HIV [12], including an evidence-informed program (EIP) to decrease levels of distress among people living with HIV in Thai Lan [13], an adapted life step intervention to effectively improve depression among people living with HIV in Zimbabwe [14], and an adapted CMD program for people living with HIV proved effective in 2020 in Malawi [15]. In Vietnam, we found evidence that family group counseling improved depression symptoms among people who inject drugs in 2017 [16]. Other studies have also recommended the need for CMD programs for people who inject drugs in Vietnam [17]. Problematically, there have been no mental health programs for this population and setting.

**Friendship Bench** (FB), developed by Chibanda Dixon in 2006 [18], is a brief evidence-informed psychological program using problem-solving therapy (PST) and implemented by lay counselors. More than 50,000 people have received counseling in the FB program, making it the largest mental health program integrated into primary health care in Africa, supported by the government and the Ministry of Health of Zimbabwe [18]. FB has been validated through a clinical trial to reduce CMDs among community members in Zimbabwe. In this study, people receiving FB sessions had lower depression and anxiety scores on the Shona Symptoms Questionnaire (SSQ-14) than those who did not receive FB sessions (3.81 and 8.90, respectively). Moreover, the percentage of people in the intervention arm who had depression symptoms on the Patient Health Questionnaire-9 was lower than that in the control arm (13.7% in the intervention arm compared with 49.9% in the control arm) [19]. FB was used in the provision of ART adherence and depression counseling sessions to people living with HIV in Malawi. A total of 501 people living with HIV who had just started ART and had mild depression (Patient Health Questionnaire-9 scores from 5 to 9) were randomized into 2 groups: the intervention group and the control group. The study indicated that people living with HIV in the intervention group had a higher rate of adherence to ART than those in the control group [15]. Recently, FB had been adapted to reduce depression and anxiety among people living with HIV adolescents in a clinical trial in Zimbabwe. The study of this adaptation is ongoing [20]. FB is also currently being adapted for use among people living with HIV who are pregnant in Malawi [21].

FB consists of up to 6 structured 45-minute sessions, and it has been effective in treating CMDs among community members in Zimbabwe [19,22]. The sessions were conducted outside of the primary clinics. Each session followed a PST approach and included steps to determine a manageable problem, choose a problem to solve, make a plan to solve the problem, create a follow-up of plan implementation, and encourage work on new problems. After completing an individual session, participants are invited to take part in group activities, where people facing similar life challenges share their stories, spend time together,
and work on income-generating activities [22]. The original FB manual has 23 chapters, covering the topics of counseling techniques and session structure, core competencies of counselors, mental illness, HIV and mental health, substance use disorders (SUD), and PST. However, to implement this program for a new population, we first simplified and restructured the program to meet local norms [23], the new target population, and the new study settings [24] via the Assessment-Decision-Adaptation-Production-Topical Experts-Integration-Training-Testing (ADAPT-ITT) model [25].

The adaptation method ADAPT-ITT of the Centers for Disease Control and Prevention (CDC) was developed by Wingood and DiClemente in 2008 as a framework to guide the adaptation of a proven EIP to the specific goals and study participants of HIV prevention [25]. The ADAPT-ITT model has been used to adapt HIV prevention EIP for HIV key populations such as African American couples in the United States [26], people living with HIV in Zimbabwe [27], African American women in the United States [28], and men who have sex with men in Thailand [29] and to address mental and sexual health for young people living with HIV in sub-Saharan Africa [30].

This study is nested within the parent study “Adaptation of the Friendship Bench counseling programme to improve mental health and HIV care engagement outcomes among people living with HIV who inject drugs in Vietnam,” which aimed to test the feasibility, acceptability, and fidelity of the adapted FB in Vietnam [31]. This paper describes the process of FB adaptation to address CMDs among people living with HIV on MMT in some MMT clinics in Hanoi, Vietnam, in 2021, in preparation for a randomized controlled trial (RCT) following the ADAPT-ITT framework and specifically focuses on ADAPT-ITT phases 3 to 6.

Methods

Overview

The ADAPT-ITT model [25] comprises 8 sequential phases. Phase 1, the assessment, was conducted in a previous study [17]. Phase 2, the decision, was conducted by the parent study [31]. This paper describes in detail from the third to the sixth phases of the model: phase 3 (adaptation), phase 4 (production), phase 5 (topical experts), and phase 6 (integration). Phase 7 (training) and phase 8 (testing) will be presented in future papers.

Phase 1: Assessment

This phase involved needs assessment of people living with HIV on MMT for reduction in CMDs. The study conducted 28 in-depth interviews (IDIs) with people living with HIV who inject drugs (n=16, 57%), HIV and MMT providers (n=8, 29%), and health care providers (n=4, 14%) in private clinic rooms in Hanoi, Vietnam in May 2018.

Results of the study showed that both health care providers and people living with HIV who inject drugs believed that people living with HIV who inject drugs were particularly susceptible to CMDs, especially depression, and had a high need for mental health treatment. The study also recommended integrating mental health care into MMT clinics to increase mental health access to people living with HIV on MMT [17].

Phase 2: Decision

This phase involved reviewing evidence-informed CMD programs and deciding which EIP to select for the new target population. Few programs addressing CMDs for people living with HIV exist in low- and middle-income countries, which have limited mental health resources. One of the few evidence-informed CMD counseling programs is the “FB” model, which has extensive validation in low- and middle-income countries [19]. FB helped to reduce CMDs, which was the aim of this study. In addition, FB has also been adapted for people living with HIV in Zimbabwe and Malawi [15,20,21] and may be suitable for people living with HIV on MMT in Vietnam.

Phase 3: Adaptation

In phase 3, stakeholders including people living with HIV on MMT, their family members, and health care providers reviewed the original FB content and implementation methods to answer questions related to who, when, where, and how to deliver FB in Vietnam for appropriate implementation in MMT clinics. The study conducted IDIs with 12 people living with HIV on MMT, 5 family members and caretakers of the patients, and 4 clinic directors. In all, 2 focus group discussions (FGDs) were conducted with MMT health care providers (each group had 5 people).

Inclusion criteria for patients were being aged ≥18 years, willing to participate in the study, and having at least one of the symptoms: depression, anxiety, stress disorders as indicated by the Depression, Anxiety, and Stress Scale-21 items (DASS-21), consisting of 21 questions and 3 items measuring levels of the emotional states of depression, anxiety, and stress. The DASS-21 is based on a dimensional conception of depression, anxiety, and stress as part of the full human experience rather than the categorical approach of either having a disorder or not (as used in the Diagnostic and Statistical Manual of Mental Disorders or International Classification of Diseases) [32]. Although FB was initially tested using the SSQ-14 to screen for CMDs, this tool has not been validated in Vietnam. The DASS-21, however, has been validated in this setting. Originally developed by Lovibond [32] in Australia in 1983 and tested to screen for CMDs in the community, the DASS-21 has been translated and successfully validated for a variety of study participants in Vietnam, including adolescents [33], rural women [34], health care workers [35], and people living with HIV on MMT [17]. The DASS-21 is aligned with the SSQ-14 in terms of screening CMDs, including depression and anxiety disorders in the general population, but is distinguished by having a stress disorder scale. Thus, the study team chose the DASS-21 as a research tool, as it has the advantages of validity in this population, brevity, ease of implementation, and measurement of depression, anxiety disorder, and stress disorder relevant to the purpose of the study. The study will also use suicide risk assessment that was effectively used in the HPTN074 study for people living with HIV who inject drugs in Vietnam [36].
Inclusion CMDs scores were at least a moderate level in which depression subscale score was ≥14, anxiety subscale score was ≥10, and stress subscale score was ≥19. People who were aged <18 years, did not meet the DASS-21 moderate score, had cognitive impairments, or had suicidal thoughts (exclusion, therefore, included referral for standard clinical follow-up care) were excluded from the study. Patients who met the inclusion criteria were invited to participate in an IDI. Family members and caretakers were the patients’ parents, spouses, or main caretakers who already knew the patients’ HIV and MMT status and who were introduced by the patients. Only family members and caretakers who had patients’ consent to approach and who already knew the patients’ HIV and MMT status were invited for IDIs. The inclusion criteria for health care providers were having at least two years of counseling and clinical experience with people living with HIV and people who inject drugs.

IDI and FGD guides were developed in English in accordance with previous FB interviews and the objectives of this study. The interview guides were reviewed for linguistic and cultural appropriateness. The guides were translated into Vietnamese, discussed, and revised by the research team, who had knowledge and experience on the study topic and participants. The guides were piloted among 5 patients who met the study inclusion criteria but received treatment from another MMT clinic and did not participate in the study. The IDIs and FGDs were facilitated in Vietnamese by 2 interviewers who were trained in qualitative research methods and had extensive experience working with people living with HIV who inject drugs. Each IDI had an average duration of 50 (SD 18) minutes. The average FGD duration was 1.5 (SD 25) hours. All IDIs and FGDs were conducted in Vietnamese, audio recorded, and transcribed verbatim. The interview and FGD transcriptions were deidentified and translated into English. The analysis was conducted according to the applied thematic analysis approach [37]. Thematic analysis was performed using NVivo (version 12.0; QSR International). All qualitative research was guided by the consolidated criteria for reporting qualitative studies, a 32-item checklist [38]. In all, 4 study members with experience in qualitative data analysis were involved in the data analysis process. The list of parent and child codes was developed and agreed upon by the coders. Parent and child codes and definitions were created a priori and were derived from the interview guide and literature review. Furthermore, 20% of the transcripts were double coded. Intercoder reliability was assessed after all coders coded the first 2 transcripts. A total of 2 meetings were held among the coders to discuss the coding results item by item. The official coding process began after all 4 coders agreed on the coding method and procedure. The codebook was refined throughout the analysis process and the findings were presented, discussed, and agreed upon by the study team.

**Phase 4: Production**
In all, 3 external content experts reviewed the phase 3 results. The original FB manual study procedures and content were modified according to expert comments. On the basis of the content experts’ review, the manual was tailored for use by both health care providers and lay counselors. In addition, the experts’ feedback informed the study team to include relevant matters regarding injecting drugs and HIV transmission in Vietnam. Finally, all the case studies were revised to make them suitable for participants in Vietnam.

**Phases 5 and 6: Topical Experts and Integration**
We solicited and integrated input and feedback on the first draft of the adapted FB program from 2 investigators, 2 creators of FB, and 1 topical expert on behavioral programs for people living with HIV and SUD from Hanoi Medical University (HMU). This feedback informed the development of the next draft of the FB manual. Culturally, Vietnamese illustrations were designed to replace Zimbabwean illustrations and were added to the second manual draft in English. A total of 2 translators of the study team had experience with people living with HIV who inject drugs and mental health and were responsible for translating the second draft. The Vietnamese topical expert revised the translated draft to ensure conceptual equivalency. The team then revised the translation again and agreed on the second FB manual version.

**Phases 7 and 8: Training and Testing**
Using the second adapted version, the creators of FB led a Training of Trainers session for 6 study team members in Vietnam and 3 people from HMU via a 5-day virtual training course. Trainers in Vietnam then provided in-person 5-day training for lay counselors and health care counselors in MMT clinics. The second draft was then piloted with 5 eligible patients to further refine the session content. The process culminated in a final version of the adapted FB manual that would be ready for formal evaluation in an RCT study (Table 1).

<table>
<thead>
<tr>
<th>Phase</th>
<th>Method</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Assessment of new study population</td>
<td>Assessed needs of people living with HIV on MMT⁴ for CMDs⁵</td>
<td>Completed in 2019</td>
</tr>
<tr>
<td>2: Decision on choosing EIP for adaptation</td>
<td>Reviewed EIPs for CMDs then decided to choose FB⁶ counseling CMDs for community people of Zimbabwe to adapt for counseling CMDs for people living with HIV on MMT</td>
<td>Completed in 2019</td>
</tr>
<tr>
<td>3: Adaptation</td>
<td>Conducted IDI⁸ with 12 people living with HIV on MMT, 5 family members and caretakers, 4 clinic directors, and 2 FGDs⁹ with MMT health care providers (each group had 5 people); analyzed results by themes and reported results</td>
<td>Original manual</td>
</tr>
<tr>
<td>4: Production</td>
<td>Present results of phase 3 to 2 creators of FB and 2 investigators and 1 expert in HMU⁸; recorded and reported comments of 2 investigators and topical experts for production; reviewed original FB manual to modify per results above and received investigators’ agreement on adaptation into the first draft manual</td>
<td>First draft</td>
</tr>
<tr>
<td>5: Topical experts</td>
<td>Sent the first draft manual to 3 topical experts and 2 investigators for comments and revision</td>
<td>First draft</td>
</tr>
<tr>
<td>6: Integration</td>
<td>Integrated experts’ and investigators’ comments to make the second draft, added Vietnamese illustrations to make the third draft in English, and sent the third draft to experts and investigators again for comments; translated the third draft to Vietnamese; sent the Vietnamese version of the third draft to a Vietnamese topical expert for revision and to ensure conceptual equivalency</td>
<td>Second draft</td>
</tr>
<tr>
<td>7: Training</td>
<td>Creators of FB trained for trainers in Vietnam; trainers trained for counselors</td>
<td>Third draft</td>
</tr>
<tr>
<td>8: Testing</td>
<td>Piloted the third draft for 5 people living with HIVs on MMT and having CMDs; revised third draft to make final manual</td>
<td>Final</td>
</tr>
</tbody>
</table>

aMMT: methadone maintenance treatment.
bCMD: common mental disorder.
cEIP: evidence-informed program.
dFB: Friendship Bench.
eIDI: in-depth interview.
fFGD: focus group discussion.
gHMU: Hanoi Medical University.

Ethics Approval
The study protocol is available at ClinicalTrials.gov (NCT04790201). The study protocol, interview guides, and informed consent forms were approved by the institutional review boards at University of North Carolina at Chapel Hill on August 24, 2020 (study 20-1689), and HMU on June 19, 2020 (decision 119 ĐHYHN). All the study participants provided written informed consent in Vietnamese.

Results
Phase 3: Adaptation

Overview of the Study Participants
We approached 67 patients using purposive sampling representing people living with HIV on MMT in 4 MMT clinics in Hanoi to answer the DASS-21 questions. Less than one-third of the patients approached (19/67, 28%) met the DASS-21 threshold CMD scores. Of 19 eligible patients, 12 (63%) agreed to be interviewed. A patient was female. The average age of the patients was 44 years. In all, 83% (10/12) of the patients had symptoms of depression, 83% (10/12) had symptoms of anxiety, and 33% (4/12) had symptoms of stress at screening (Table 2).

The age of family members and caretakers ranged from 60 to 73 years. All participants were either retired or unemployed. Health care providers included 2 MMT clinic directors, 1 associate director of CDC Hanoi, and 1 deputy director of the Hanoi Department of Health. A total of 10 health care workers, including MMT physicians and nurses in MMT clinics aged 35 to 66 years, participated in 2 FGDs.

The adaptation phase in our study aimed to explore the most culturally appropriate way to adapt FB in Vietnam. Using IDIs with patients, their family members or caretakers, clinic directors, and FGDs with health care providers, we addressed the who, where, when, and how regarding the administration of the FB program in the MMT clinics.
Table 2. Demographic characteristics of participants (N=12).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>11 (92)</td>
</tr>
<tr>
<td>Female</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Age (years), mean (SD; range)</td>
<td>44 (6; 35-56)</td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>6 (50)</td>
</tr>
<tr>
<td>Working full-time or part-time</td>
<td>6 (50)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>5 (42)</td>
</tr>
<tr>
<td>Married</td>
<td>3 (25)</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>4 (33)</td>
</tr>
<tr>
<td>Years on ART&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</td>
<td>8 (6)</td>
</tr>
<tr>
<td>Years on MMT&lt;sup&gt;b&lt;/sup&gt;, mean (SD)</td>
<td>5 (2)</td>
</tr>
<tr>
<td>DASS-21&lt;sup&gt;c&lt;/sup&gt;, n (%)</td>
<td></td>
</tr>
<tr>
<td>Symptom of depression</td>
<td>10 (83)</td>
</tr>
<tr>
<td>Symptom of anxiety</td>
<td>10 (83)</td>
</tr>
<tr>
<td>Symptom of stress</td>
<td>4 (33)</td>
</tr>
<tr>
<td>Number of types of different CMD&lt;sup&gt;d&lt;/sup&gt; symptoms, n (%)</td>
<td></td>
</tr>
<tr>
<td>One symptom</td>
<td>3 (25)</td>
</tr>
<tr>
<td>Two symptoms</td>
<td>6 (50)&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Three symptoms</td>
<td>3 (25)</td>
</tr>
</tbody>
</table>

<sup>a</sup> ART: antiretroviral therapy.
<sup>b</sup> MMT: methadone maintenance treatment.
<sup>c</sup> DASS-21: Depression, Anxiety, and Stress Scale-21 items.
<sup>d</sup> CMD: common medical disorder.
<sup>e</sup> Overall, 5 had depression and anxiety, 1 had anxiety and stress.

Who Should Deliver the Program

When being asked who (health staff person or peer) should provide the FB program for people living with HIV on MMT, the study respondents gave mixed reviews of who would be best for the FB program. Broadly, it appeared that directors and focus group respondents saw more advantages with a staff member as the program provider. Among family members, caretakers, and patient respondents, there was no distinct, overarching opinion on a preferred program provider. A total of 2 directors and 2 patient respondents shared that the professionalism of health care providers would be beneficial. A family member stressed that staff members should be purposively selected and need certain personality traits to be as effective as lay counselors, including honesty and willingness to share their experiences with patients in FB. Clinic providers noted that clinical experience with ART and MMT management are also helpful skills for a potential program provider. They shared that their mental health counseling experience may not be at the level needed for this type of program, as exemplified in focus group FGD_01:

> It’s certainly good. We haven’t been trained in depression. We haven’t had a chance to attend any depression courses. That’s why we can’t help our patients. We just told the patient’s family to take the patient to the psychiatric clinic. Without experience, we can’t support more than that. I have worked here for many years, but there has been no training course for depression.

A director emphasized key aspects to improve and that staff members as program providers may need further training and understanding, enthusiasm, and gentleness:

> Knowledge is always along with skills. They must be trained in skills and knowledge, when they understand, they can do it. Their attitude and their speech towards the patients must be from their hearts. If it’s a real feeling, the patients will believe in the health workers. Patients are sensitive, sometimes only a glance could affect them. [Director_IDI_D03]

For the program led by peers, participants from different groups (1 director, 4 FGD participants, 2 family members, and 7
patients) agreed that peers could understand patients very well. Peers and patients had many similarities in terms of life, health, and living conditions. Peers understood the patient’s language and experienced similar things, both good and bad. In addition, formality was unnecessary between them, making it easier for patients to talk and share their opinions with peers, which could not be achieved with staff members:

*I think it’s feasible because they are the persons same as us, so they can understand the mindset of sick people like me, you are not sick so you cannot understand our thoughts.* [Patient_IDI_102]

Moreover, peers had a better understanding of patients’ health conditions from their perspectives and experiences. All of these built more trust between peers and patients, facilitating the counseling sessions. However, according to clinic providers and directors, to successfully implement the FB program, peers had to have a serious attitude and commitment to the task. In doing so, they need training on how to provide counseling and care for patients to fulfill the tasks of a counselor. In addition to their practical experience, peers should update their knowledge about the topic and improve communication skills to effectively transfer what they have learned to the patients. Only 1 clinic health care provider and 1 patient were concerned that peers might not be able to fully understand their patients’ conditions. Because of their addiction and medication and their mental state, it might be difficult to find enthusiastic and suitable peers to lead the program:

*Because a peer can change differently day by day, it’s difficult to find an appropriate methadone peer, but it is easier to find an ART peer. In my clinic, there is a peer who also counsels other patients...But we should think carefully about selecting methadone peers, we should consider medical staff doing the programme because we don’t know if they [peers] are stable or not. We may have to change to others if we choose them.* [FGD_01]

In addition, although peers might receive training to do the job, they lack practical experience in caring for patients with different types of mental problems. A dominant theme among the patient respondents was the importance of the personality traits and counseling approach of the program provider. Patient respondents stressed the need for counselors who are gentle, empathetic, and understanding:

*Someone like me needs affection, gentle speech, even a slightly unappropriated attitude will lead to my rejection. I need them to be considerate and gentle.* [Patient_IDI_303]

Considering the insights from interviews and FGDs in the adaptation phase, the study selected health care providers and people living with HIV or community members who were trusted by the study participants to work as study counselors in the RCT.

**When to Deliver the Program**

All clinic directors, health care providers, family members, and 9 participants (14 references from clinic directors, 15 references from FGDs, 10 references from family members, and 46 references from patients) reported their concerns about what time to implement the FB program. They all shared that as many patients work, it might be challenging to find a suitable time for them to attend the FB program. Most of the patients suggested that the counseling sessions should be in the morning when they come to take methadone:

*Because we usually take the medicine in the morning and after that, we can do activities. In the afternoon, we can’t wait, at that time we have to go home, so the most convenient time is the morning.* [Patient_IDI_301]

A patient shared that many patients could not sit for a long time, which would affect their participation in the counseling sessions. The patient believed that the counseling time should be arranged to suit the patient’s employment and examination time, such as on weekends. For clinic directors and health care providers, apart from patients’ employment, the timetable for clinic providers is very strictly scheduled; thus, time arrangement for the clinic providers to join the FB program is problematic. Providers thought that it is best to conduct FB during office hours to ensure convenience and safety for counselors and patients:

*If we do it outside of office hours, we should consider the safety of people here. If something happens, we are also affected. So we should do counseling in the daytime, not nighttime because we can’t control if they do something bad or not.* [FGD_01]

However, it is necessary to arrange counseling time in advance so that clinic staff do not have many overlapping tasks and have enough time for counseling patients:

*So if we have such a programme then we have to have a better management of our time so that we can do it.* [FGD_01]

**Where to Deliver the Program**

All directors and most health care providers said that the place of program should be at the MMT clinic, as this is the place MMT patients visit every day. At MMT clinics, there were examination rooms; therefore, confidentiality and privacy would be ensured during the counseling sessions. Counseling outside the MMT clinic might be noticed by community members, which patients feared would cause them to be disliked. In addition, it is illegal for drug addicts to congregate in public spaces:

*It’s not possible to gather in the community. It is against the law, they are already drug addicts, if they gather that is against the law, and people in the community don’t like that, so the methadone treatment facilities are the most suitable places. In the community, there are also a few places like that, but I only see their family come, I never see them [patients/people on treatment]. So, the medical facilities are still the best place.* [Director_IDI_D03]

Half of the patients (6/12, 50%) and almost all family members (4/5, 80%) preferred to receive counseling in MMT clinics for convenience and safety for both counselors and patients,
ensuring privacy for patients and having timely and relevant health services if needed. The other respondents expressed that they needed to have a private and confidential place for counseling. They also suggested that the program only needs to designate a random room in the clinic as the counseling room and that it would be great if the room could have materials or visual aids to refer to or use.

What and How to Deliver the Program

All 4 directors mentioned that the program should be facilitated by the medical leadership. According to the directors and health care providers, to have the FB program implemented, it is crucial that the program follows all the administrative procedures of the MMT clinics before starting it. It should have a clear and detailed work plan, in which who, how, where, and when to conduct each activity are specified. Importantly, it is necessary to know about the people living with HIV on MMT and the severity of their CMD symptoms to have appropriate approaches and program sessions for them:

If the programme is implemented in the clinic, in general, in terms of administrative procedures, I also said earlier that there must be a direction. As for the implementation, first, you must have purposes and goals, then it is necessary to train staff, then find the target group we need to consult, and then plan a schedule for specific activities, jobs. [Director_IDI_01]

From the perspective of patients and their family members, though they believed that patients would benefit from a program such as FB, they thought the patients would participate in the program if they received compensation for their time and effort in participating in FB sessions (3/31, 10%) and did not have to pay or have any additional restrictions for program participation (2/31, 6%):

If only he participates without any condition from the programme, that’s very good. [Family_IDI_1011]

Participants thought that not having any additional challenges related to employment (10/31, 32%), financial issues (12/31, 39%), and transportation (2/31, 6%) would facilitate participation. Patients expected the program to be new and be organized interestingly and attractively:

I can’t imagine it yet, but I want new and interesting methods. We will love it and if the programme have people like you, we will join. [Patient_IDI_101]

Family members and patients discussed the following recommendations: the program materials should be easy to understand; fruits, cake, and drinks should be provided; patients who actively participated in the program activities and adhered to treatment should be rewarded and praised; and if possible, the program could assist patients with job opportunities or friend-making.

Both clinic providers and patients agreed that they preferred to delicately, rather than directly, discuss mental health to help patients feel comfortable. A health care provider suggested the use of words and language that is familiar to patients to help them feel more comfortable joining the program:

I think their language when talking together is very important, they want to release and use their language to feel comfortable but they can’t do that when talking to medical staff. [FGD_01]

A patient even suggested excluding the name of the program if possible. None of the suggestions for the language surrounding FB included “mental illness” in the program name.

From the perspective of family members, words in Vietnamese that are simple and easy to understand with positive meaning were preferable, and sensitive words that might worsen patients’ mental state should be avoided. A health care provider and a patient thought that the name “Friendship Bench” was beautiful and acceptable, as it did not mention the problem and had a pleasant feeling:

The Friendship bench name is also very beautiful and good. [FGD_F01]

Phase 4: Production

The results of the qualitative research in phase 3 were presented in a web-based meeting with 2 investigators, 2 creators of FB, and 1 expert from HMU to reach a consensus on the necessary adaptation of the FB manual. The original FB was adapted for use by both health care providers and lay counselors in Vietnam. Table 3 describes the details of FB adaptation. Overall, the manual illustrations of counselors were changed from Zimbabwean to Vietnamese and included both sexes. The illustrations of case studies have also been redrawn. The title “Lay Health Workers” was changed to “Counselors” to suit both groups of health care counselors and lay counselors for the study in Vietnam. The training curriculum was shortened from 8 to 5 days, and the new training program was written in a web-based format. The preface cited additional information about HIV infection and substance use patterns in Vietnam and included both sexes. The illustrations of case studies have also been redrawn. The title “Lay Health Workers” was changed to “Counselors” to suit both groups of health care counselors and lay counselors for the study in Vietnam. The training curriculum was shortened from 8 to 5 days, and the new training program was written in a web-based format. The preface cited additional information about HIV infection and substance use patterns in Vietnam.

We retained the content of 8 out of the 23 chapters in the original manual. The 8 chapters included PST, counseling skills, FB cards, emotions, stabilization, strong emotional reactions, men’s health-seeking behaviors, and self-care. We completely removed 6 of the 23 chapters, namely epilepsy, belief in supernatural powers, psychosis, home visits, group circle, and proverb. We edited the contents in 8 of the 23 chapters. Key edits included using the words Common Mental Disorders to refer to a collective term of depression, anxiety, and stress-related disorders instead of “kufungisisa” (Zimbabwean for depression and anxiety), replacement of SSQ-14 to DASS-21, and suicide risk assessment and management procedures, which were used in the study in Vietnam. In addition, we excluded sessions on abuse of bronchodilators, alcohol and pregnancy, and information about antipsychotics, as they were not related to the study population. Information about the use of FB on tablets was removed, as the Vietnam FB program used paper forms to record counseling session information. Information on HIV transmission through injection, substance abuse disorders caused by injecting drugs, and amphetamine-type stimulants, which were common issues of people who inject drugs—the study population in the RCT—was added.

https://formative.jmir.org/2022/7/e37211
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### Table 3. Summary of changes in Friendship Bench (FB) manual.

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Name of chapter</th>
<th>Revision</th>
</tr>
</thead>
</table>
| N/A² | Cover page | • Changed the illustration from Zimbabwean to Vietnamese  
• Changed the word “Lay health workers” to “Counselors” to suit both groups of counselors of the study in Vietnam |
| N/A | Introduction | • Rewrote the preface to fit the purpose of the program in Vietnam |
| 1 | Psychoeducation | • Used the words “Common Mental Disorder” to refer to a collective term of depression, anxiety, and stress-related disorders instead of “kufungisisa” (Zimbabwean for depression and anxiety).  
• Removed information about tablets |
| 2 | Core competencies | • Changed chapter title from “Lay health workers” to “Counselors”  
• Replaced the Zimbabwean CMDᵇ screening SSQᶜ with DASS-2¹ᵈ for research in Vietnam |
| 3 | Mental illness or mental neurological substance use disorders | • Removed information about postpartum depression, fatherhood, sexual partners, and family |
| 4 | Epilepsy | • Removed completely |
| 5 | Medication | • Kept information about ARTᵉ  
• Added information about MMTᶠ |
| 6 | Belief in supernatural powers | • Removed completely |
| 7 | HIV and mental health | • Added information on HIV transmission through injection  
• Removed information about misunderstandings about church teachings |
| 8 | Substance use disorders | • Added information on substance use disorders caused by injecting drugs  
• Added information about amphetamine-type stimulants  
• Removed the substance use chemicals that cause bronchodilators  
• Removed alcohol and pregnancy |
| 9 | Psychosis | • Removed completely |
| 10 | Problem-solving therapy | • Retained |
| 11 | Questionnaires | • Replaced Screening CMD by SSQ in Zimbabwe by DASS-2¹ in study |
| 12 | Counseling skills | • Retained |
| 13 | FB cards | • Retained |
| 14 | Emotions | • Retained |
| 15 | Stabilization | • Retained |
| 16 | Strong emotional reactions | • Retained |
| 17 | Men’s health-seeking behaviors | • Retained |
| 18 | Suicide assessment | • Replaced suicide assessment of SSQ by the suicide assessment of the study in Vietnam |
| 19 | Supervision | • Changed monitor titles to the study staffs in Vietnam |
| 20 | Home visits | • Removed completely |
| 21 | Group circle | • Removed completely |
| 22 | Self-care | • Retained |
| 23 | Proverbs | • Removed completely |
All cases were revised, and the PST case was rewritten. In the original FB, the PST case featured a common problem in the Zimbabwe community, and the main character was a person with an unknown HIV status, a person with SUD, or a woman experiencing domestic violence. The new character in the adaptation was people living with HIV who inject drugs with short-term, solvable problems about employment, family matters, finances, and relationships with neighbors.

**Phase 5: Topical Experts**

The first English version was sent to 2 investigators, 2 creators of FB, and 1 expert from HMU for viewing and editing. All of them are associate professors with intensive expertise in the areas of mental health, HIV or AIDS, and substance use. They have led clinical studies and trials on a global scale. Experts advised correcting cases of PST to adjust them to Vietnamese culture. They recommended not changing the in-person counseling procedures and having up to 6 individual counseling sessions for each patient. An FB creator wrote scripts for the counselors to be included in the draft. The creator also advised maintaining the PST structure, with 4 main parts in each counseling session. The 4 main parts were the following: open your mind, make a list of problems, plan to solve the problem according to the Specific, Measurable, Achievable, Realistic, and Timely method, and encourage the clients to implement the plan. The 4 main parts of the PST were implemented into 7 small steps: (1) How does the client deal with problems? (2) How to recognize a problem? (3) How to select a problem, find the goal, and define the problem? (4) How to brainstorm for solutions? (5) How to select a solution? (6) How to make a Specific, Measurable, Achievable, Realistic, and Timely action plan? and (7) Did it work?

**Phase 6: Integration**

On October 20, 2021, a meeting was held on the web with 3 content experts, the study team in Vietnam, and 2 investigators. The investigators agreed on continuing to revise the case example of a typical people who inject drugs who encounters common mental problems in their life. These problems should be specific, simple, and solvable within 1 week. For example, “I want to quit using drugs for the next 1 year because next week is my son’s birthday.” The study team agreed to remove the group discussion portion, as it would be ineffective where MMT clinics are far from each other, without finding additional study resources. The study team then synthesized the expert revision to create the second draft in English. Illustrations of Vietnamese people were added to the second English version to make the third version which was sent to 3 content experts and 2 investigators to review and finalize. The third English version was translated into Vietnamese with the same content and images. A Vietnamese topical expert reviewed the translated third version to ensure conceptual equivalency.

**Discussion**

**Principal Findings**

This study successfully illustrates the process of operationalizing the ADAPT-ITT framework to adapt to a mental health program in Vietnam. The outcome of this study was an adapted FB manual to be used for training and piloting to create the final program manual.

We note that our study departs from the standard ADAPT-ITT framework by selecting an EIP that does not come from the CDC database of EIPs [26] and by adapting a program addressing CMDs rather than HIV prevention per the usual ADAPT-ITT goals [25]. Nevertheless, our study was methodologically aligned with the ADAPT-ITT goals, as we chose a proven, effective program for adaptation. FB improved CMDs among people living with HIV in Zimbabwe and Malawi, and we hope to use FB to address CMDs among people living with HIV on MMT in Vietnam.

The application of the ADAPT-ITT framework for the systematic adaptation of EIP can vary depending on the program, population, and resources [28,30,39]. A key strength of this study is that it used a linear approach to adapt the ADAPT-ITT framework on a small scale [28]. Results of the previous phases provided informative contributions for the next phase [40] in terms of the program procedures and content of the program manual. Other study and adaptation strengths were the translation into Vietnamese and the creation of local...
Illustrations to increase the clarity of the concepts while maintaining the original meaning of the English version.

The results from phase 3 informed the program procedures built upon the existing resources and administrative strength of MMT clinics [40]. As a result of adaptation, the study will choose health care providers and people living with HIV or community members who are trusted by the study participants to work as study counselors. The counselors will be trained and managed closely to ensure the quality of counseling. The counseling locations must be private and safe in MMT clinics. Counseling appointments will be scheduled between counselors and patients in parallel. Standardized criteria of counselors to deliver the program are defined as being understanding and having the trust of the patients but not necessarily having a high level of counseling techniques before training. Instead of using tools and procedures in the original FB program, the study will use questionnaires and protocols relevant to the study participants.

Regarding the content of the manual, the ADAPT-ITT framework guided the appropriate adaptation of the program while maintaining the core components of the PST of the original program throughout the counseling techniques in all program sessions [25,26]. The strength of our adaptation process was that the PST of the original FB fits the goals of reducing CMDs for people living with HIV on MMT in Vietnam; therefore, we did not have to change PST counseling as well as other chapters mentioning CMDs, HIV, and SUD in the original program that address common problems that global and Vietnamese people living with HIV and people who inject drugs encounter [41,42]. Feedback from topical experts informed the study team to alter some contents of the original program to ensure that it was suitable for Vietnamese people living with HIV on MMT and in MMT settings [27,40]. Specifically, unlike the original program conducted in Zimbabwe, we cut content that is not common in Vietnamese culture such as a church, beliefs in supernatural power, and praying together. The study also changed the illustrations from Zimbabwean to Vietnamese. Information from a qualitative study in phase 3 about common health problems faced by people living with HIV on MMT (the results are not reported within the scope of this paper) helped the study team rewrite sample PST cases to reflect typical problems in the key population. In addition, because of the new study with people living with HIV on MMT in Vietnam, we added additional guidelines on HIV, injecting drugs, and SUD to the original program to make it more culturally relevant and relevant to the study population. As recommended by topical experts, we dropped group activities that were proven more adaptive to the Zimbabwean setting and chapters less relevant to the target population (fatherhood, alcohol and pregnancy, epilepsy, and psychosis).

Limitations

This study has some limitations, the first being that the process of adaptation and production has not yet tested the feasibility and acceptability of the adapted manual. In addition, the semistructured interviews had not presented the original manual to the study participants. Therefore, we did not have comments from them on the content of the manual. Instead, the content of the manual was reviewed and revised in detail according to the study team’s revisions and experts’ comments. There might be challenges such as following the structure of FB counseling sessions, applying relevant counseling skills required in FB, following PST methods for health care, and lay counselors using the adapted manual as a resource material in conducting PST counseling sessions as they first work with this approach. As such, the adapted manual will be used to train counselors and piloted with the study participants of the future RCT to receive feedback to finalize the manual. Study participants and counselors can provide their feedback during the pilot phase. Future RCTs will test the acceptability and fidelity of the finalized adapted program.

Conclusions

This initial exploratory study demonstrates a successful process of following the ADAPT-ITT to adapt a proven mental health program for people living with HIV on MMT in Vietnam. This study selected and culturally adapted an evidence-informed PST program for people living with HIV on MMT in Vietnam. The adaptation of the program through qualitative interviews and discussions with stakeholders and study participants and the use of feedback to tailor the program procedures allowed us to identify and preemptively address potential barriers to implementation. The production, integration, and expert input phases were used to tailor the manual to reflect typical manageable problems that people living with HIV on MMT encounter daily. If the adapted FB manual is acceptable and feasible, it may be used in MMT clinics in Vietnam to reduce CMDs for patients on MMT, which would contribute to the effectiveness of drug treatment and ART.
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Abstract

Background: Neurofeedback training (NFT) has been shown to be effective in treating several disorders (eg, attention-deficit/hyperactivity disorder [ADHD], anxiety, and depression); however, little is currently known regarding the effectiveness of remote NFT systems.

Objective: This retrospective study provides real-world data (N=593) to assess the efficacy of app-based remote NFT in improving brain health and cognitive performance.

Methods: Improvement was measured from pre- to postintervention of in-app assessments that included validated symptom questionnaires (the 12-item General Health Questionnaire, the ADHD Rating Scale IV, the Adult ADHD Self-Report Scale, the 7-item Generalized Anxiety Disorder scale, and the 9-item Patient Health Questionnaire), a cognitive test of attention and executive functioning (ie, continuous performance task), and resting electroencephalography (EEG) markers. Clinically significant improvement was evaluated using standard approaches.

Results: The greatest improvement was reported for the anxiety questionnaire, for which 69% (68/99) of participants moved from abnormal to healthy score ranges. Overall, adult and child participants who engaged in neurofeedback to improve attention and executive functions demonstrated improved ADHD scores and enhanced performance on a cognitive (ie, response inhibition) task. Adults with ADHD additionally demonstrated elevated delta/alpha and theta/alpha ratios at baseline and a reduction in the delta/alpha ratio indicator following neurofeedback.

Conclusions: Preliminary findings suggest the efficacy of app-based remote neurofeedback in improving mental health, given the reduced symptom severity from pre- to postassessment for general psychological health, ADHD, anxiety, and depression, as well as adjusted resting EEG neural markers for individuals with symptoms of ADHD. Collectively, this supports the utility of the in-app assessment in monitoring behavioral and neural indices of mental health.

(JMIR Form Res 2022;6(7):e35636) doi:10.2196/35636
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Introduction

Background

Neurofeedback training (NFT) is considered a primary or supplementary treatment for a number of disorders, including attention-deficit/hyperactivity disorder (ADHD) [1-5], anxiety [6-9], and depression [7,8,10]. The American Academy of Pediatrics [11] provided a “level 1 best support” rating of NFT as a safe and effective evidence-based therapy for childhood ADHD. Nonetheless, several significant barriers prevent patients from receiving quality neurofeedback therapeutics; for example,
electroencephalography (EEG) systems are expensive, complex, and often only accessible at health care clinics. A recent pilot study [12] provided encouraging evidence for the efficacy of therapist-guided NFT, suitable for remote home-based use. Findings showed improved ADHD symptomatology in a small cohort of children after 9 weeks of NFT. The system was designed as an affordable convenient wireless alternative to clinic-based EEG. NFT users regulate neural activity through operant conditioning, which can lead to morphological changes in the brain [13,14] and calmer, more focused cognitive, affective, and physical functioning. Currently, little is known about the effectiveness of NFT systems in the field [15]; therefore, this retrospective open-label pilot study offers real-world data supporting the efficacy of remote NFT in improving brain health.

Mental Health Improvement in Real-World Settings

Unlike standard EEG systems, Myndlift is an easy-to-use tool for patients and clinicians (Figure 1). While wearing the validated EEG headband (Muse; InteraXon [16,17]) containing four dry recording electrodes (ie, anterior frontal [AF] 7, AF8, temporal pole [TP] 9, and TP10), one ground electrode, and one auxiliary wet electrode, the patient trains with an Android or iOS app linked to the headset by Bluetooth, which delivers visual and auditory feedback during YouTube videos or specialized games. When patients’ brain waves are in the desired range, positive feedback is delivered. A therapist can set or adjust the training protocol and monitor progress remotely via a cloud-based web service. The device incorporates an app-based assessment, lasting approximately 40 minutes, completed prior to NFT (ie, baseline) and periodically over the intervention period for longitudinal tracking of improvement.

Real-world studies provide external validity and accurately represent the heterogeneity of a patient population [18]. From the app, real-world data were collected from more than 500 participants on outcome measures, including pre- and postintervention assessments of validated symptom questionnaires, a cognitive test of attention and executive functioning (ie, continuous performance task [CPT]), and resting EEG markers. An efficacious system could serve as a reliable, cost-effective solution for users. In-clinic NFT costs approximately US $150 to $200 per session, with a minimum of 30 to 40 sessions typically recommended. In contrast to a cost-per-session model, remote NFT could offer monthly charges, ranging from US $200 to $500.

EEG Neuromarkers of ADHD

Given the success of neurofeedback for child ADHD, more adults with ADHD are turning to NFT for treatment. Currently, 6.76% of adults worldwide—translating to 366.3 million people—are affected [19]. ADHD is commonly recognized as a hypoaroused brain state [20]. In recent years, EEG measures have provided supporting evidence for popular theoretical models of hypoactivation [21] related to core symptoms of hyperactivity, inattention, and impulsivity [22]. The hypoarousal state is best localized to frontal and posterior regions [23] (ie, neuroanatomical structures subserving attentional networks [24,25]). EEG patterns of ADHD in children are characterized by elevated low-frequency power (ie, primarily theta) and reduced relative high-frequency power (ie, alpha and beta) [23,26-28], or an elevated ratio of the two (ie, low to high frequency). The theta/beta ratio (TBR) is the most common form of NFT in treating ADHD [29,30]; however, inconsistencies in the literature suggest that TBR [31,32] may not be reliable as a diagnostic measure [33]. This may reflect EEG heterogeneity across ADHD-diagnosed individuals (eg, Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition [DSM-5] subtypes; psychiatric comorbidities; age; and sex) [34,35]. For instance, although theta and beta power differences are evident in child ADHD [31,36], a recent review [37] suggested that theta and alpha frequencies may be more reliable markers for adults. Notably, most adult studies...
emphasize group differences in alpha power during eyes-closed conditions [38-43], while more recent work has identified elevated theta and delta power in adults with ADHD [44,45]. Given this evidence, this study investigates whether TBR versus the delta/alpha ratio (DAR) or the theta/alpha ratio (TAR) are biomarkers for adult ADHD. Overall, the study evaluates evidence for improvement in mental health via symptom questionnaires, a CPT, and hypothesized EEG markers. Findings have implications for the benefits of NFT and efficacy of a remote home-based system.

**Methods**

**Participants**

Participants, 13 years of age or older, signed up through their clinician or a clinician suggested by Myndlift and completed NFT at home or in clinic in a clinical care context. Informed consent was provided through the app, allowing participants' anonymized data to be used for research. Data were included for analysis if baseline (ie, preintervention) assessment was conducted after 7 or fewer NFT sessions (ie, attributed to in-app NFT tutorial). For analyses of improvement, postintervention sessions occurred 30 to 180 days after baseline with 20 or more NFT sessions completed [46]. An average of 1 or more NFT sessions per week was required for inclusion, given that effective neurofeedback requires consistency [47,48], irrespective of the neurofeedback protocol used. Data were collected via the app.

**Ethical Considerations**

Procedures were reviewed by an independent Institutional Review Board (IRB)—Pearl IRB—who permitted IRB exemption for analyses of data previously collected and deidentified, following the guidelines of the Declaration of Helsinki.

**Neurofeedback Protocol**

Participants performed neurofeedback protocols (Multimedia Appendix 1) that were customized by their clinicians and consistent with current literature [49].

**Procedure and Outcome Measures**

**Symptom Questionnaires**

The in-app assessment includes 14 brief standardized questionnaires commonly used to screen for mental health conditions. In this study, data were reported for the following five questionnaires completed at baseline and follow-up by at least 25 participants: the 12-item General Health Questionnaire (GHQ-12) [50], the ADHD Rating Scale IV (ADHD-RS-IV) [51], the Adult ADHD Self-Report Scale (ASRS) for DSM-5 [52], the 7-item Generalized Anxiety Disorder scale (GAD-7) [53], and the 9-item Patient Health Questionnaire (PHQ-9) [54]. For each questionnaire, participants filled out self-report measures based on frequency of symptom occurrence using a 4- or 5-point Likert-style scale. Total scores were calculated for use in improvement analyses. Participants engaging in neurofeedback for ADHD completed the ASRS [52] if they were 18 years of age or older; otherwise, they completed the ADHD-RS-IV. The GHQ-12, GAD-7, and PHQ-9 were completed by participants of all ages [55-58].

**Continuous Performance Task**

The assessment contained an 8-minute CPT, a behavioral test of response inhibition, in which participants are instructed to tap the screen when the target object (ie, an arrow-like shape pointing upward) is shown, but not when other stimuli appear. The interstimulus interval and presence of audiovisual distracter stimuli were varied throughout the task. Outcomes included average response time (RT) and response time variability (ie, the SD of RT [SDRT]), as well as omission and commission errors related to inattention and impulsivity, respectively [59]. This type of test is commonly used as an objective measure of attention and executive function [60-62] and has become a standard assessment tool for attentional difficulties [59,63,64].

**Resting EEG**

Resting EEG was recorded from 9 electrodes (ie, AF7, AF8, TP9, TP10, central [C] zero [z], frontal [F] z, F3, F4, and occipital [O] 1). The EEG assessment was divided into five sequential (ie, “sensing”) phases; in each phase, the auxiliary electrode was placed at a different scalp location: central (Cz), frontal (Fz), left (F3), right (F4), and back or posterior (O1). Each phase was split into eyes-closed and eyes-open blocks. A block continued until 30 seconds of clean EEG—sampled at 256 Hz—had been recorded, which typically took up to 45 seconds.

**Statistical Analysis**

**Symptom Questionnaires**

Questionnaire results were analyzed in terms of improvement in total score from pre- to postintervention, including mean change in points, effect size (ie, Cohen d), and percent of users with clinically significant improvement, defined as 20% improvement [65,66]. Results are presented separately for participants scoring in healthy and abnormal ranges at baseline, as per conventional clinical cutoff values. The percent of participants who shifted from abnormal to normal (ie, healthy) ranges after the intervention is also reported. Paired-samples t tests (2-tailed) evaluated statistically significant improvement for each clinical measure (P<.05). By convention, small, medium, and large effects correspond to d=0.2, d=0.5, and d=0.8, respectively. For symptom questionnaires, CPT, and resting EEG analyses, multiple comparisons were corrected using the Benjamini-Hochberg (BH) method [67] to maintain a family-wise error at P=.05, reported as BH-adjusted P values (P_BH). The Levene test assessed assumptions of equality of variance and corrected for inhomogeneities.

**Continuous Performance Task**

CPT results were analyzed for participants who completed child (ie, ADHD-RS-IV) or adult (ie, ASRS) ADHD questionnaires. Results are given in terms of improvement in RT and SDRT for correct responses (ie, shorter and less variable response times, respectively), commission errors, and omission errors. This includes mean change, in milliseconds or errors, and effect size. RT and SDRT scores were standardized by age to minimize age effects on performance [68]. Percent of participants demonstrating clinically significant improvement was reported, defined by a reliable change index (RCI) [69] that accounts for...
practice effects [70]. Exceeding a critical value of 95% for a 1-tailed test—equivalent to 1.65 SD units on a standardized z scale—indicates a significant reliable change, similar to others [71].

**Resting EEG**

Participants who completed the adult ADHD questionnaire at baseline were split into groups with “healthy” and “abnormal” ranges of values based on their score. Only participants with clean EEG signals were included (see Multimedia Appendix 2 for EEG preprocessing). Results were reported in terms of EEG amplitude (ie, Hz; relative power) for TAR, DAR, and TBR at baseline. Independent-samples t tests were conducted for each power ratio across groups (ie, healthy and abnormal values). Frequency bands were defined as follows: delta (1-4 Hz), theta (4-8 Hz), alpha (8-13 Hz), and beta (13-30 Hz). These were averaged across frontal electrodes (ie, F3 and F4, based on the frontal nodes of the frontoparietal network [25,72] and the prevalence of a clean EEG signal) during the eyes-closed condition. Improvement analyses were conducted separately for each group and included the mean change in ratio amplitude from pre- to postintervention and associated effect size; paired-samples t tests were used to evaluate within-group changes.

**Results**

**Sample Characteristics**

Data from 560 participants met the criteria for inclusion in the analysis. Depending on clinical considerations determined by their therapist, subsets of participants completed each symptom questionnaire, CPT, resting EEG, or any combination of the three. Table 1 gives sample characteristics for each assessment component, including the NFT protocols completed by 50% or more of each sample population (Multimedia Appendix 1).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Age (years)</th>
<th>Gender, n (%)</th>
<th>Test setting, n (%)</th>
<th>NFT protocols used in ≥50% of sample</th>
<th>No. of sessions, mean (SD)</th>
<th>Treatment duration (days), mean (SD)</th>
<th>Frequency (sessions/wk), mean (SD)</th>
<th>Symptom questionnaire pre-post (n=301)</th>
<th>CPT pre-post (ADHD; n=203)</th>
<th>Resting EEG baseline (adult ADHD; n=271f)</th>
<th>Resting EEG pre-post (adult ADHD; n=41)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symptom questionnaire pre-post</td>
<td>38 (14.5)</td>
<td>13-71 Female</td>
<td>157 (52.7)</td>
<td>Reduce theta; reduce high beta; enhance low beta</td>
<td>53 (38.2)</td>
<td>91 (41.0)</td>
<td>4 (2.6)</td>
<td>Reduce theta; reduce high beta; enhance low beta</td>
<td>53 (29.5)</td>
<td>N/A</td>
<td>55 (30.8)</td>
</tr>
<tr>
<td>CPT pre-post (ADHD)</td>
<td>37 (12.9)</td>
<td>13-69 Female</td>
<td>103 (51.2)</td>
<td>Reduce theta; reduce high beta</td>
<td>96 (42.2)</td>
<td>4 (1.9)</td>
<td></td>
<td>Reduce theta; reduce high beta</td>
<td>N/A</td>
<td>N/A</td>
<td>76 (27.0)</td>
</tr>
<tr>
<td>Resting EEG baseline</td>
<td>38 (10.9)</td>
<td>18-70 Female</td>
<td>94 (35.2)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Resting EEG pre-post</td>
<td>36 (9.3)</td>
<td>19-55 Female</td>
<td>17 (42.5)</td>
<td>Reduce theta; enhance alpha; reduce high beta</td>
<td>55 (30.8)</td>
<td>76 (27.0)</td>
<td>5 (2.2)</td>
<td>Reduce theta; enhance alpha; reduce high beta</td>
<td>41 (10)</td>
<td>36 (12.2)</td>
<td></td>
</tr>
</tbody>
</table>

aNFT: neurofeedback training.
bNo gender identity was reported by 3 participants (n=298).
cCPT: continuous performance task.
dADHD: attention-deficit/hyperactivity disorder.
eNo gender identity was reported by 2 participants (n=201).
fEEG: electroencephalography.
gNo gender identity was reported by 4 participants (n=267).
hN/A: not applicable; intervention details were not reported, as only preintervention values were of interest for baseline analyses.
iNo gender identity was reported by 1 participant (n=40).

**Symptom Questionnaires**

Results for participants who completed symptom questionnaires (n=301) were separated into groups with abnormal and healthy scores (Table 2). Most participants engaged in NFT protocols to reduce theta (227/301, 75.4%) and enhance high beta (248/301, 82.4%), while many who completed the PHQ-9 (76/134, 56.7%) and the ASRS (59/112, 52.7%) also performed enhanced alpha, whereas children who completed the ADHD-RS-IV also often included enhanced low beta (21/27, 78%) and enhanced sensorimotor rhythm (SMR; 16/27, 59%). In the groups with abnormal results, all questionnaires had large effect sizes (d=0.99 to 2.41), while the effect sizes for groups with healthy results were large only for child and adult ADHD questionnaires. Improvement in the groups with abnormal results was statistically significant for all questionnaires, with the majority (30/56, 54% to 77/100%) of users demonstrating clinically significant change (ie, ≥20%) [65,66]. The most prominent improvement was observed in participants with abnormal baseline anxiety or child ADHD scores. Nevertheless,
ADHD-RS-IV findings are considered preliminary given the small sample size. Most participants (30/56, 54% to 7/7, 100%) in the groups with abnormal results shifted their values to healthy ranges at postintervention. Improvement of healthy participants was statistically significant for all questionnaires, with the majority (30/66, 45% to 14/20, 70%) demonstrating clinically significant change.

Table 2. Improvement in self-reported subjective symptoms after ≥30 days of Myndlift neurofeedback for users that scored in the healthy range, and separately for those that scored in the abnormal range (per conventional clinical cutoffs) at baseline.

<table>
<thead>
<tr>
<th>Questionnaire and group at baseline (cutoff value)</th>
<th>No. of sessions, mean (SD)</th>
<th>Treatment duration (days), mean (SD)</th>
<th>Change (points decreased), mean (SD)</th>
<th>Change T value</th>
<th>Change P valuea</th>
<th>Effect size, d</th>
<th>Users improved by ≥20%, n (%)</th>
<th>Abnormal to healthy results, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12-item General Health Questionnaire (maximum score = 36)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abnormal (≥12; n=197)</td>
<td>53 (39.1)</td>
<td>94 (42.2)</td>
<td>7.8 (7.80)</td>
<td>13.94</td>
<td>&lt;.001</td>
<td>0.99</td>
<td>139 (71)</td>
<td>113 (57)</td>
</tr>
<tr>
<td>Healthy (&lt;12; n=66)</td>
<td>52 (34.3)</td>
<td>84 (36.6)</td>
<td>1.0 (4.28)</td>
<td>1.90</td>
<td>.06</td>
<td>0.23</td>
<td>30 (45)</td>
<td>N/Ab</td>
</tr>
<tr>
<td>ADHD Rating Scale IV (for children; maximum score = 54): preliminary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abnormal (&gt;36; n=7)</td>
<td>49 (19.7)</td>
<td>75 (32.8)</td>
<td>19.3 (7.99)</td>
<td>6.38</td>
<td>&lt;.001</td>
<td>2.41</td>
<td>7 (100)</td>
<td>7 (100)</td>
</tr>
<tr>
<td>Healthy (≤36; n=20)</td>
<td>53 (23.2)</td>
<td>102 (37.9)</td>
<td>7.9 (8.10)</td>
<td>4.36</td>
<td>&lt;.001</td>
<td>0.98</td>
<td>14 (70)</td>
<td>N/A</td>
</tr>
<tr>
<td>Adult ADHD Self-Report Scale (maximum score =24)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abnormal (≥14; n=56)</td>
<td>48 (25.6)</td>
<td>86 (41.5)</td>
<td>4.0 (3.81)</td>
<td>7.83</td>
<td>&lt;.001</td>
<td>1.05</td>
<td>30 (54)</td>
<td>30 (54)</td>
</tr>
<tr>
<td>Healthy (&lt;14; n=56)</td>
<td>63 (35.7)</td>
<td>97 (37.2)</td>
<td>2.1 (2.14)</td>
<td>7.38</td>
<td>&lt;.001</td>
<td>0.99</td>
<td>33 (59)</td>
<td>N/A</td>
</tr>
<tr>
<td>7-item Generalized Anxiety Disorder scale (maximum score = 21)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abnormal (≥14; n=99)</td>
<td>52 (36.7)</td>
<td>87 (40.2)</td>
<td>6.4 (5.18)</td>
<td>12.39</td>
<td>&lt;.001</td>
<td>1.24</td>
<td>82 (83)</td>
<td>68 (69)</td>
</tr>
<tr>
<td>Healthy (&lt;14; n=107)</td>
<td>55 (32.5)</td>
<td>97 (40.4)</td>
<td>1.3 (3.92)</td>
<td>3.43</td>
<td>.001</td>
<td>0.33</td>
<td>63 (59)</td>
<td>N/A</td>
</tr>
<tr>
<td>9-item Patient Health Questionnaire (max inum score = 27)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abnormal (≥10; n=63)</td>
<td>57 (47.6)</td>
<td>88 (37.7)</td>
<td>6.2 (5.47)</td>
<td>8.94</td>
<td>&lt;.001</td>
<td>1.13</td>
<td>45 (71)</td>
<td>38 (60)</td>
</tr>
<tr>
<td>Healthy (&lt;10; n=71)</td>
<td>57 (34.7)</td>
<td>95 (39.8)</td>
<td>1.5 (4.07)</td>
<td>3.04</td>
<td>.004</td>
<td>0.36</td>
<td>49 (69)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aReported as Benjamini-Hochberg–adjusted P values.
bN/A: not applicable; healthy subjects are already within the healthy range.
cADHD: attention-deficit/hyperactivity disorder.

Continuous Performance Task
Participants completing CPT and ADHD questionnaires performed primarily reduced theta (76/99, 77%) and enhanced high beta (81/99, 90%) protocols. Most adults also performed enhanced alpha (54/90, 60%), whereas most children also performed enhanced low beta (9/9, 100%) and enhanced SMR (7/9, 78%). Results (n=99) for average RT, SDRT, omission errors, and commission errors were divided by abnormal versus healthy scores for child and adult ADHD combined (Table 3). The greatest improvement observed, irrespective of group (ie, abnormal and healthy ADHD ranges), was in SDRT (d=1.02 and d=1.24, respectively), where nearly half of the participants (42/99, 43%) demonstrated clinically significant improvement, as indicated by the RCI. Although average RTs improved comparably (42/99, 43%), differences between pre- and postintervention were significant only for the healthy results group (d=0.56). At least one-third of users improved in their commission errors (35/99, 35%) and omission errors (45/99, 45%) from pre- to postintervention. Results from a group (n=104) with unknown ADHD assignment were comparable to those of groups with abnormal and healthy results (Multimedia Appendix 3).
Table 3. Improvement in CPT after ≥30 days of Myndlift neurofeedback (n=99) separately for healthy users that scored in the normal range for children or adults at baseline and for those in the abnormal ADHD range (per conventional clinical cutoffs).

<table>
<thead>
<tr>
<th>CPTa outcome and group results at baseline ASRSb or ADHDc-RS-IVd</th>
<th>No. of sessions, mean (SD)</th>
<th>Treatment duration (days), mean (SD)</th>
<th>Change reduc- tion, mean (SD)e</th>
<th>Change T value</th>
<th>Change P valuef</th>
<th>Effect size, d</th>
<th>Users improved (RCIf) ≥1.65 SD, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Average response time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abnormal (n=46)</td>
<td>48 (26.3)</td>
<td>85 (40.3)</td>
<td>8.9 (33.52)</td>
<td>1.80</td>
<td>.08</td>
<td>0.27</td>
<td>20 (43)</td>
</tr>
<tr>
<td>Healthy (n=53)</td>
<td>61 (31.0)</td>
<td>100 (40.0)</td>
<td>15.0 (26.96)</td>
<td>4.05</td>
<td>&lt;.001</td>
<td>0.56</td>
<td>22 (42)</td>
</tr>
<tr>
<td><strong>Response time variability (SD of response time)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abnormal (n=46)</td>
<td>48 (26.3)</td>
<td>85 (40.3)</td>
<td>10.3 (10.02)</td>
<td>6.95</td>
<td>&lt;.001</td>
<td>1.02</td>
<td>18 (39)</td>
</tr>
<tr>
<td>Healthy (n=53)</td>
<td>61 (31.0)</td>
<td>100 (40.0)</td>
<td>10.7 (8.64)</td>
<td>8.99</td>
<td>&lt;.001</td>
<td>1.24</td>
<td>25 (47)</td>
</tr>
<tr>
<td><strong>Commission errors (impulsivity)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abnormal (n=46)</td>
<td>48 (26.3)</td>
<td>85 (40.3)</td>
<td>4.0 (7.23)</td>
<td>3.75</td>
<td>&lt;.001</td>
<td>0.55</td>
<td>19 (41)</td>
</tr>
<tr>
<td>Healthy (n=53)</td>
<td>61 (31.0)</td>
<td>100 (40.0)</td>
<td>2.0 (3.17)</td>
<td>4.51</td>
<td>&lt;.001</td>
<td>0.62</td>
<td>16 (30)</td>
</tr>
<tr>
<td><strong>Omission errors (inattention)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abnormal (n=46)</td>
<td>48 (26.3)</td>
<td>85 (40.3)</td>
<td>1.5 (3.16)</td>
<td>3.27</td>
<td>.003</td>
<td>0.48</td>
<td>24 (52)</td>
</tr>
<tr>
<td>Healthy (n=53)</td>
<td>61 (31.0)</td>
<td>100 (40.0)</td>
<td>0.64 (1.88)</td>
<td>2.48</td>
<td>.02</td>
<td>0.34</td>
<td>21 (40)</td>
</tr>
</tbody>
</table>

aContinuous performance task.
bAdult ADHD Self-Report Scale.
cAttention-deficit/hyperactivity disorder.
dADHD-RS-IV: ADHD Rating Scale IV.
eReported in milliseconds for response time average and variability, and in number of errors for commission and omission errors.
fReported as Benjamini-Hochberg-adjusted P values.
gReliable change index.

EEG Indicators of Adult ADHD

**Resting EEG Baseline**

The DAR, TAR, and TBR were calculated from baseline resting EEG data (n=271) in frontal regions (ie, average of F3 and F4) with eyes closed from participants scoring in abnormal (n=125) or healthy ranges (n=146) on the adult ADHD questionnaire. Regarding the DAR, an independent-samples t test demonstrated that participants in the abnormal results group (mean 1.10, SD 0.61) had significantly greater frontal DAR than healthy participants (mean 0.90, SD 0.48; t235=3.02, PBH=0.009, d=0.37). The Levene test indicated unequal variances (F=5.25, P=.02), so degrees of freedom were adjusted from 269 to 235. Post hoc independent-samples t tests confirmed that results were driven by less frontal alpha, as opposed to differences in theta (t269=1.11, PBH=.27, d=0.13).

Regarding the TAR, a comparable t test reported a significant difference for the frontal TAR (t269=2.46, PBH=.02, d=0.30), as participants with abnormal scores (mean 0.64, SD 0.30) had significantly greater ratios than those with healthy scores (mean 0.56, SD 0.26). Post hoc t tests confirmed that results were driven by less frontal alpha, as opposed to differences in theta (t269=0.532, PBH=.60, d=0.06).

Regarding the TBR, a final t test reported no significant difference between participants with abnormal scores (mean 0.66, SD 0.27) and those with healthy scores (mean 0.64, SD 0.31; t269=0.31, PBH=.76, d=0.06).

**Preliminary Resting EEG Improvement**

Changes in the DAR, TAR, and TBR in the frontal regions with eyes closed were reported for participants (n=41) scoring in the abnormal (n=20) or healthy ranges (n=21) of the adult ADHD questionnaire (Table 4). Most participants completed reduced theta (32/41, 78%), enhanced high beta (37/41, 90%), and enhanced alpha protocols (27/41, 66%). After correcting for multiple comparisons, significant improvement was only reported for the DAR in the abnormal results group.
Discussion

Principal Findings

This retrospective study offers initial evidence of therapist-guided remote neurofeedback as an effective tool for reducing subjective symptoms, improving objective cognitive performance, and adaptively modifying EEG markers. Improvements in attention were evident in children and adults with ADHD, as well as healthy participants. Findings suggest that the TBR is not a reliable marker for adult ADHD, instead demonstrating alternative elevated slow/fast power ratios [37]. Moreover, we provide preliminary evidence for improvement (ie, reduced DAR) in adults with ADHD. These findings offer a promising use for remote NFT as a low-cost alternative to clinic-based EEG.

Efficacy for Improving Mental Health Remotely

Based on real-world data, significant improvement was reported across standardized questionnaires. The greatest improvement was observed in participants with abnormal anxiety scores, where most received reduced theta, enhanced high beta, and enhanced alpha protocols. As anticipated, greater effect sizes were observed for participants with scores in the abnormal versus healthy ranges. Interestingly, healthy participants and those with ADHD, both children and adults, demonstrated significant improvement with large effect sizes after completing primarily reduced theta and enhanced high beta protocols, as well as adults who completed enhanced alpha protocols or children who completed reduced low beta and reduced SMR protocols. Consistent with the literature [33-35], our findings suggest that children and adults may benefit from unique NFT protocols to improve ADHD symptoms, although a larger sample is required to confirm preliminary ADHD-RS-IV results.

Apart from the child ADHD assessment, questionnaire analyses included large total sample numbers (ie, 112 to 263 participants), and after an average of 53 NFT sessions, 57% to 78% of the participants demonstrated significant improvement, depending on the questionnaire. Results were particularly impressive compared to other in-app mental health therapeutics [73-76], such as mobile-enabled text psychotherapy [77] or app-based cognitive behavioral therapy [78]. The majority (61%) of participants scoring in the abnormal ranges moved to the healthy results group over an average of approximately 3 months, a time frame costing less than US $1500 with Myndlift versus US $6000 to $8000 for traditional neurofeedback.

Improved Cognitive Performance for Healthy Participants and Those With ADHD

NFT led to greater consistency in response times on a response inhibition task for subjects scoring in healthy or abnormal ADHD ranges, agreeing with similar reports of subjects with ADHD [79,80]. In addition, the RCI demonstrated that approximately 50% of healthy participants improved their average response time, while similarly, participants in abnormal ranges reduced omission errors. Importantly, CPT findings agree with improved ADHD questionnaire scores, suggesting that NFT provides objective evidence of improved executive function, the primary cognitive domain impacted by attentional difficulties.

Identifying Adult ADHD Neuromarkers

Resting EEG findings demonstrated that elevated DAR and TAR were indicative of adult ADHD at baseline. This translated to significantly higher levels of delta and lower levels of alpha, as previously reported in adults with ADHD [39-42,81,82]. Notably, Liechti and colleagues [35] reported high theta to be less consistent in adults than in children, and that ADHD versus healthy control classification improved having exploratorily included delta waves in the discriminant analysis. Adults with ADHD may present slower theta waves—bordering fast delta waves—than children, although further analysis is required. Together, findings are consistent with the cortical hypoarousal theory, where low-power fast oscillations accompany reduced self-control and executive functioning [83], and high-power slow oscillations are reported with decreased subcortical motivational drive [84]. Preliminary evidence for reduced DAR

### Table 4. Change in resting EEG ratios from frontal (ie, average F3 and F4) electrodes during the eyes-closed condition after ≥30 days of Myndlift neurofeedback (n=41) for healthy users and separately for those that scored in the abnormal adult ADHD range (per conventional clinical cutoffs) at baseline.

<table>
<thead>
<tr>
<th>EEG ratio</th>
<th>pre-post outcome and group at baseline (cutoff value)</th>
<th>No. of sessions, mean (SD)</th>
<th>Treatment duration (days), mean (SD)</th>
<th>Change reduction (Hz), mean (SD)</th>
<th>Change T value</th>
<th>Change P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Effect size, d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delta/alpha ratio</td>
<td>Abnormal (≥14; n=20)</td>
<td>49 (22.1)</td>
<td>77 (26.8)</td>
<td>0.20 (0.284)</td>
<td>3.15</td>
<td>.03</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>Healthy (&lt;14; n=21)</td>
<td>61 (36.9)</td>
<td>76 (27.8)</td>
<td>0.08 (0.450)</td>
<td>0.79</td>
<td>.59</td>
<td>0.18</td>
</tr>
<tr>
<td>Theta/alpha ratio</td>
<td>Abnormal (≥14; n=20)</td>
<td>49 (22.1)</td>
<td>77 (26.8)</td>
<td>0.04 (0.171)</td>
<td>1.00</td>
<td>.66</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>Healthy (&lt;14; n=21)</td>
<td>61 (36.9)</td>
<td>76 (27.8)</td>
<td>0.01 (0.227)</td>
<td>0.35</td>
<td>.66</td>
<td>0.08</td>
</tr>
<tr>
<td>Theta/beta ratio</td>
<td>Abnormal (≥14; n=20)</td>
<td>49 (22.1)</td>
<td>77 (26.8)</td>
<td>0.04 (0.144)</td>
<td>1.34</td>
<td>.79</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>Healthy (&lt;14; n=21)</td>
<td>61 (36.9)</td>
<td>76 (27.8)</td>
<td>0.02 (0.218)</td>
<td>0.44</td>
<td>.73</td>
<td>0.10</td>
</tr>
</tbody>
</table>

<sup>a</sup>EEG: electroencephalography.
<sup>b</sup>Reported as Benjamini-Hochberg–adjusted P values.

---
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in adult ADHD from pre- to postassessment may reflect the improved ADHD symptoms and CPT measures, particularly given the success of protocols inhibiting slow oscillations and enhancing fast oscillation [1], and the high percentage of ADHD participants performing reduced theta (ie, slow) and enhanced alpha (ie, fast) protocols.

In contrast to our work and that of others, several groups reported high alpha power at baseline during eyes-closed conditions in adult ADHD populations [85,86], or rather, no difference across ADHD participants and healthy controls [87,88]. Importantly, variability across the adult ADHD literature may, in part, be due to the heterogeneity of ADHD [34,35] and differences in study designs, sample sizes, analyses, and EEG technology [89]. For example, Loo and colleagues [38] demonstrated that adults with ADHD combined-type (ie, symptoms of inattention and hyperactivity or impulsivity) present reduced alpha power globally, compared to ADHD inattentive-type or non-ADHD controls.

Limitations and Future Directions

Study results are encouraging, but conclusions should be tempered by limitations, including small subgroup sample sizes and lack of control groups. Moreover, subjects may have received alternative treatment in parallel (eg, medication) that could influence symptom improvement as well as alter neuromarkers. For example, two studies administering stimulants (ie, methylphenidate or dexamphetamine) to treat symptoms of ADHD in adults demonstrated altered delta [90,91] and theta waves [90] posttreatment. No changes in alpha or beta waves were reported. Given the evidence in this study for altered delta and alpha waves in adults with abnormal ADHD scores, we would hypothesize that the mechanism of action for stimulants versus NFT may differ, resulting in influence over varied frequency bands. Moreover, as this population reflects real-world use, the likelihood of these two forms of treatment to have commenced simultaneously, for treating symptoms of depression, anxiety, and ADHD, would arguably be low. Those seeking treatment with remote neurofeedback most often do so to avoid taking pharmaceuticals [92,93] or, rather, to supplement their current treatment, which alone may not be sufficiently effective [94]. Frank H Duffy [95], a Harvard professor and pediatric neurologist, suggests that “if any medication had demonstrated such a wide spectrum of efficacy it would be universally accepted and widely used.” Further, controlled research studies will be required to facilitate comparison of neurofeedback efficacy with other interventions. Notwithstanding these limitations, the findings are essential as they reflect real-world benefits of remote neurofeedback to actual patients. Follow-up analyses will compare benefits across NFT protocols and will further evaluate the impact on resting EEG outcomes.

Conclusions

Preliminary findings from this retrospective pilot study demonstrate efficacy of remote NFT in improving mental health, particularly for individuals with symptoms of ADHD and anxiety, mainly through reduced theta, enhanced high beta, and enhanced alpha NFT protocols. Moreover, adult ADHD was distinguished from healthy individuals by elevated frontal DARs, where ratios were significantly reduced following NFT. The effectiveness of the system in a real-world population via remote use positions it as an affordable and accessible alternative to clinic-based systems.
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Abstract

Background: Behavior change apps have the potential to provide individual support on a population scale at low cost, but they face numerous barriers to implementation. Electronic health records (EHRs) in acute care hospitals provide a valuable resource for identifying patients at risk, who may benefit from behavior change apps. A novel, emerging implementation strategy is to use digital technologies not only for providing support to help-seeking individuals but also for signposting patients at risk to support services (also called proactive referral in the United States).

Objective: The OptiMine study aimed to increase the reach of behavior change apps by implementing electronic signposting for smoking cessation and alcohol reduction in a large, at-risk population that was identified through an acute care hospital EHR.

Methods: This 3-phase, mixed methods implementation study assessed the acceptability, feasibility, and reach of electronic signposting to behavior change apps by using a hospital’s EHR system to identify patients who are at risk. Phase 1 explored the acceptability of the implementation strategy among the patients and staff through focus groups. Phase 2 investigated the feasibility of using the hospital EHR to identify patients with target risk behaviors and contact them via SMS text message, email, or patient portal. Phase 3 assessed the impact of SMS text messages sent to patients who were identified as smokers or risky drinkers, which signposted them to behavior change apps. The primary outcome was the proportion of participants who clicked on the embedded link in the SMS text message to access information about the apps. The acceptability of the SMS text messages among the patients who had received them was also explored in a web-based survey.

Results: Our electronic signposting strategy—using SMS text messages to promote health behavior change apps to patients at risk—was found to be acceptable and feasible and had good reach. The hospital sent 1526 SMS text messages, signposting patients to either the National Health Service Smokefree or Drink Free Days apps. A total of 13.56% (207/1526) of the patients clicked on the embedded link to the apps, which exceeded our 5% a priori success criterion. Patients and staff contributed to the SMS text message content and delivery approach, which were perceived as acceptable before and after the delivery of the SMS text messages.
messages. The feasibility of the SMS text message format was determined and the target population was identified by mining the EHR.

**Conclusions:** The OptiMine study demonstrated the proof of concept for this novel implementation strategy, which used SMS text messages to signpost at-risk individuals to behavior change apps at scale. The level of reach exceeded our a priori success criterion in a non–help-seeking population of patients receiving unsolicited SMS text messages, disconnected from hospital visits.
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**Introduction**

More than one-third of cancers are preventable by adopting a healthier lifestyle, such as stopping smoking and reducing risky drinking; tackling these health behaviors would lead to significant health benefits, minimize comorbidity, and reduce the burden on the National Health Service (NHS) [1-3]. The traditional approach to health promotion in the hospital environment is centered on health professionals providing verbal advice or information in leaflets, with or without the offer of referral to a lifestyle service. This approach relies on the clinician’s knowledge, skills, and confidence; time; and the availability of health promotion literature, of which all are significant barriers to delivery [4,5]. Attempts have been made to boost health promotion activities in acute care hospitals in England. For example, (1) financial incentives have been provided for hospitals that undertake screening and brief advice for smoking and risky drinking (2018-2020) [6]; (2) brief advice on health behaviors through opportunistic day-to-day interactions between patients and health care professionals is promoted via Making Every Contact Count, an NHS initiative [7]; and (3) public health specialists are increasingly being embedded into the acute care context in recognition of the links between health behaviors and chronic illnesses, such as cancer, and the pressure this puts on the NHS. However, these interventions are typically resource-intensive or have been discontinued owing to resource constraints.

Digital interventions, such as behavior change websites or apps, have been developed to bridge the evidence-to-practice gap. They can be used as an alternative or adjunct to face-to-face delivery and have a substantial evidence base as interventions [8-12]. Digital interventions can provide effective individual support on a population scale at low cost [13]. They overcome barriers to delivering face-to-face interventions, such as removing the stigma associated with seeking help and alleviating pressure on busy health professionals to deliver brief interventions. Digital interventions for addictive behaviors are more commonly offered in higher education, primary care, and community settings (although far from routine) but rarely in the context of acute health services [8,9,14-16]. Furthermore, the implementation of effective digital interventions is often not considered and relies on the help-seeking behavior of motivated individuals. Another underused digital resource in the acute care setting is the electronic health record (EHR) for screening patients at risk. Although screening is commonplace for promoting medication adherence, vaccine uptake, or cancer screening, systematic screening for health behaviors (such as risky alcohol consumption and tobacco smoking) for signposting to support services is in its infancy.

We developed a novel implementation strategy that uses the combined potential of three existing technologies to bridge the evidence-to-practice gap: (1) acute care hospital EHR for identifying at-risk individuals at scale, (2) health promotion apps and websites that provide behavior change support at an individual level, and (3) SMS text messages that are commonly used by health services to communicate with patients. Using electronic messages (such as SMS text message or email) to signpost (referred to as proactive outreach in the United States [17-19]) patients who are at risk, identified by the EHR, to health promotion apps is cheap, efficient, quick to implement using existing infrastructure, and scalable to other health behaviors and health care settings and has the potential to achieve behavior change at the population level. Although SMS text messaging has been used successfully as a treatment tool for smoking cessation [11], using it as a primary channel for outreach and enrollment to support services or treatment represents a novel application with preliminary success. Krebs et al [18] used outreach SMS text messages in a large New York health system to connect patients to quitline counseling. Furthermore, Abroms et al [20] used SMS text messaging to connect patients in the emergency department to a smoking cessation SMS text messaging program or quitline counseling.

So far, no previous studies have evaluated the ability of electronic messages to signpost patients who are not seeking help to behavior change apps, disconnected from hospital visits. The aim of this 3-phase, mixed methods implementation study (the OptiMine study) was to explore the acceptability (phase 1), feasibility (phase 2), and reach (phase 3) of electronic messages to signpost patients who smoke tobacco and drink alcohol at risky levels to behavior change apps. The primary outcome of phase 1 was a qualitative synthesis of patient-perceived attributes of signposting. The primary outcome of phase 2 was the estimated size and characteristics of the population that may be reached by the intervention. Findings from these 2 phases informed the design of phase 3, the primary outcome of which was the proportion of contacted patients who followed the signpost to access more information about the promoted behavior change apps (ie, the click rate). The approach and methods have been reported in our published protocol [21].
**Methods**

**Ethics Approval**
The NHS Research Ethics Committee and the Health Research Authority approved this study in June 2019. EHR data were accessed and analyzed by staff within the West Suffolk NHS Foundation Trust (WSFT) information service team. Patients at risk were identified by the WSFT information service team and received electronic messages directly from the hospital. All analyses were conducted by the WSFT information service and public health teams. The study team members had access only to anonymized, aggregated data. Authorization for using EHR data at the WSFT was provided by the Information Governance Team via Data Protection Impact Assessment (approval date: September 20, 2019) [22].

**Theoretical Frameworks**
We used the taxonomy of implementation outcomes by Proctor et al [23] to design this implementation study, focusing on acceptability, feasibility, and reach. Acceptability and feasibility are important precursors for effective uptake and reach of an intervention and were explored using qualitative focus groups (acceptability before implementation), a web-based survey (acceptability after implementation), and routinely collected data from the EHR (feasibility). We assessed reach as our measure of implementation success, operationalized as the proportion of patients who engaged with our SMS text message by clicking on an embedded link to access free apps to support health behavior change. The topic guides and survey exploring the acceptability of delivering electronic messages to patients were informed by the Perceived Attributes of eHealth Innovations [24]—an extension of the Diffusion of Innovations Theory [25], which has been applied through a validated questionnaire to test the acceptability of a digital innovation [26]. Further information on the model and its application in this study is provided in our published protocol [21].

**Setting**
The research was conducted between April 2019 and July 2020 within the West Suffolk Hospital, an acute NHS provider renowned for its world-leading delivery of care using digital technologies, that is, an acute Global Digital Exemplar Trust [27]. eCare (trade name: Cerner Millennium), the EHR system at the WSFT, was launched in 2016 and includes records for all outpatients and inpatients registered with the hospital. The EHR contains contact information, demographics, and health data such as chronic disease status needed for this study. Data on smoking and alcohol consumption status were collected as part of the lifestyle screening survey or the Activities of Daily Living assessment, routinely provided to patients on admission to the hospital. The hospital is situated in the rural region of West Suffolk in the East of England, where population characteristics are similar to those of the general population in England, with slightly higher proportions of individuals aged >65 years and White British residents [28].

**Implementation Strategy and Behavior Change Apps**
We electronically signposted patients to the NHS Smokefree and Drink Free Days apps. Public Health England has developed the Smokefree and the Drink Free Days apps as part of their One You campaign for supporting healthy lifestyles. These apps are freely available on the web [29] and are heavily promoted in the United Kingdom mass media. The apps are theoretically informed and use evidence-based behavior change techniques, such as goal setting and self-monitoring. This mixed methods implementation study explored acceptability (phase 1) and feasibility (phase 2) as important precursors for the reach of our implementation strategy (phase 3).

**Phase 1: Acceptability of Electronic Signposting (Before Implementation)**
Acceptability of the implementation strategy was explored before its delivery via focus groups. Patients and staff were invited to participate in face-to-face focus groups to explore their perspectives. Patients were eligible if they were smoking or drinking alcohol regularly. Eligible staff were those (1) in senior IT management roles, (2) responsible for administering lifestyle screening, or (3) involved in EHR data management and hospital communications. Patients were identified via volunteer coordinators, a news story on the hospital website, and a recruitment stall at the main hospital entrance. Staff were recruited directly through email invitation and a weekly staff newsletter. All participants were provided with a participant information sheet and a consent form. Patient focus groups were conducted on-site at the education center at WSFT, whereas staff focus groups were conducted in meeting rooms. Focus groups were audio-recorded and transcribed verbatim by a professional transcription company, removing any identifiable data. Transcripts were coded using NVivo (QSR International). Framework analysis was used to synthesize the findings of the focus groups, based on 3 domains of the Perceived Attributes Theory: compatibility (ie, degree to which electronic messaging was consistent with patient preferences), complexity (ie, degree to which electronic messaging was difficult to understand or act on), and relative advantage (ie, degree to which electronic messaging was superior to alternative or more traditional approaches) [24]. Subthemes were focused on the pragmatic development, refinement, and delivery of the implementation strategy.

**Phase 2: Feasibility of Electronic Signposting**
Feasibility of using the EHR to identify patients at risk who have mobile phone numbers, email addresses, and patient portal access was explored through data mining. Patients with alcohol consumption or smoking status that had been recorded or updated within the past 13 months were included. The Activities of Daily Living and customized lifestyle screening assessments are used by the WSFT to record alcohol consumption and smoking status on admission to the hospital. The following data were extracted and aggregated from the EHR by a hospital-based information analyst: smoking status (yes or no), alcohol consumption status: Alcohol Use Disorders Identification Test–Consumption (AUDIT-C) score [30] (low risk: 0-4, at risk: 5-9, and dependent: 10-12), sex (woman or man), mobile phone number (yes or no), email address (yes or no), and patient portal access (yes or no). Frequencies and percentages of patients with valid data in each of the fields mentioned...
previously were reported to the study team, who had no direct access to the underlying data.

**Phase 3: Reach of Electronic Signposting**

**Participants**

Eligible patients were adults (aged ≥18 years) recorded as smoking or drinking alcohol at risky levels within the past 13 months, with a valid mobile number. Patients were excluded if they were pregnant, were registered on the end-of-life pathway, or had opted out of communications from the hospital. As specified in the protocol, a minimum sample size of 383 per risk profile group would allow calculation of 95% CIs within a margin of −5% to +5% points, assuming a population proportion of 50% and a population size of 100,000 [21].

**Procedure**

SMS text messages were selected as the most acceptable and feasible electronic format based on the findings of phase 1 and phase 2. Although the protocol sought to compare 3 risk profiles (exclusive smokers, exclusive risky drinkers, and both), to reach the a priori specified minimum sample size, it was necessary to collapse to two risk profiles: (1) exclusive smokers and (2) risky drinkers regardless of smoking status. The hospital’s SMS text messaging system was used to send an initial message to all the participants, signposting to either the Smokefree or Drink Free Days apps based on risk profile, with a second reminder message sent 3 days later to any participant who had not clicked the link yet. Unique link URLs were used to identify the participants who clicked the link. Figure 1 illustrates the content and delivery schedule of the messages.

**Figure 1.** Flowchart of SMS text message content and delivery.
Data Collection
To determine the characteristics of patients to whom SMS text messages were sent, data were retrieved from eCare, and analyses were performed by a public health manager with the support of coauthors MSA and ZK in July 2020. The following variables were extracted from the system and categorized as follows:

1. Name (for data linkage purposes only)
2. Hospital and NHS number (for data linkage purposes only)
3. Date of birth (for data linkage purposes only)
4. Age—categorized as 18-25, 26-35, 36-45, 46-55, 56-65, and >66 years
5. Sex—woman or man
6. Ethnicity—categories were merged to increase patient numbers in less-populated groups: any White background, any other background, and not known or not stated; refer to the study protocol for individual categories [21]
7. Postcode—used to calculate index of multiple deprivation decile—grouped into quintiles
8. Date of smoking or alcohol consumption screening at the hospital—categorized as days since screening: 1-4, 4-7, 7-10, 10-13, and >13 months
9. SMS text message sent, targeting smoking cessation or alcohol reduction
10. Embedded link to apps clicked or not clicked

Indices of Multiple Deprivation
Postcodes were entered into the government multiple deprivation lookup to obtain the deciles of multiple deprivation for each patient [31], where decile 1 represents the most deprived 10% of the population and decile 10 represents the least deprived 10% of the population.

Recency of Screening
The number of days since patients were screened for smoking or alcohol consumption was calculated by subtracting the date of smoking or alcohol screening from the date on which the smoking or alcohol SMS text message was sent. This was rounded to a whole number.

Health Data
The long-term health conditions stored as structured data in eCare were audited against the whole medical record to determine its suitability for use. Auditors used inpatient, emergency department, and general practice notes to collate patients’ medical history. More than half of the manually audited records found different health data than those retrieved from the patient records. Thus, the health data were considered too incomplete and inaccurate to be included in the study. Refer to the study protocol for the list of long-term health conditions originally intended for extraction from eCare [21].

Missing Data in AUDIT-C Fields
A large proportion of the records (1424/1975, 72.1%) that documented alcohol status had missing data in the AUDIT-C fields. Scores were calculated from the available fields, imputing a value of zero for missing fields, based on information from hospital staff that fields were most likely skipped because they were not applicable (eg, erroneously left blank instead of selecting 0). Patients with missing data and calculated AUDIT-C scores of 7 to 8 were excluded from the study because it was not possible to be confident that these patients were not dependent drinkers, for whom the intervention would be clinically inappropriate.

Statistical Modeling
We determined a priori that 5% reach, as evidenced by clicking on the embedded links to the apps, would constitute a clinically meaningful level of reach, given the low-burden and scalable nature of the interventions [21]. This success criterion was based on the rationale that reaching even this modest proportion of non-help-seeking individuals with high-risk drinking and smoking behaviors via unsolicited SMS text messages at a time disassociated with their last hospital visit could have great impact at a population health level. The number of patients who clicked the embedded link within their respective SMS text message was reported along with their baseline characteristics. The denominator for reach rate was the total number of patients with that characteristic who received an SMS text message. R software (R Foundation for Statistical Computing) was used to model the logistic regression, where we used the glm function with a Poisson distribution. To investigate potential relationships of common demographic covariates and assess any effect of screening recency, the model included all patient-level variables that were available: sex, age group, ethnicity group, index of multiple deprivation quintile, and days since screening group. Relative risks (RRs) with 95% CIs for each characteristic were derived from the model in R, using exponentiated values of the model coefficients.

Acceptability of Electronic Signposting (After Implementation)
Acceptability of the implementation strategy was also explored after its delivery via a web-based survey. Eligible patients were those to whom a signpost SMS text message was sent. Then, 6 days after the initial signpost SMS text message was sent, 2 additional SMS text messages were sent to the participants (an initial message and a reminder), inviting them to participate in a web-based survey about their views on receiving the signpost SMS text messages. Participant information sheets and consent forms were incorporated into the web-based survey. We used JISC web-based surveys, a free web-based platform designed for academic research and public sector organizations. Participants were given 15 days to complete the survey.

Results
Phase 1: Acceptability of Electronic Signposting (Before Implementation)
A total of 10 patients participated in 2 focus groups (group 1: n=3, 30% of the participants; group 2: n=6, 60% of the participants) and 1 individual interview (n=1, 10% of the participants; owing to low turnout for the focus group). A total of 14 staff members participated in 3 focus groups (group 1: n=5, 36% senior managers; group 2: n=1, 7% nurse and n=1, 7% pharmacy technician; group 3: n=7, 50% members of IT staff and communications officers). Patients’ ages were collected as categories and ranged from 46 to >66 years; 60% (6/10) were...
women. Most patients (7/10, 70%) were members of the hospital’s volunteer group and patient portal user group, with 20% (2/10) of them being members of the public and 10% (1/10) being members of staff identified via the recruitment stall. Findings from this phase suggested that most patients found SMS text messaging as the most acceptable form of electronic message for receiving communications. A more detailed summary of the key findings under each theme and subtheme is presented in Multimedia Appendix 1 (qualitative focus group findings), along with illustrative quotes and the approach that informed the development and delivery of electronic messages.

Phase 2: Feasibility of Electronic Signposting

The dynamic nature of an acute care hospital EHR database was found to be an implementation challenge. The mining of data from eCare needed to be performed on different days, owing to the size of the data queries, and with different search strategies depending on the fields required. Furthermore, the results changed depending on the date on which the queries were run (both the denominators and numerators). Queries that were intended to generate data sets that would include the whole EHR population could only be achieved by limiting the number of variables in the data set; large queries often took several hours to run and were at risk of timing out before they had completed.

The total number of adult patients in the eCare system on October 9, 2019, was 228,982, of which 1092 (0.48%) adults were recorded as smokers (smoking and drinking status data extracted on January 10, 2020). Among the 0.74% (1702/228,982) of the patients who were recorded as drinking alcohol, 23.62% (402/1702) patients were recorded as at-risk drinkers. An additional 0.55% (1249/228,982) and 0.02% (51/228,982) of the patients were reported as drinking at low risk or dependent levels, respectively. Most patients (226,784/228,982, 99.04%) had missing data in the EHR regarding their tobacco or alcohol use status. Smoking and drinking status are only recorded in a way that is retrievable when a patient has an inpatient admission. The proportion of the catchment population that is admitted each year is typically 13% [32]. The proportions of admitted patients who were screened for smoking and alcohol use in the financial year 2018 to 2019 were reported by WSFT information service staff to be 64% and 68%, respectively.

Of the 228,982 patients, 146,171 (63.84%) had mobile phone numbers, of which 707 (0.48%) were recorded as smokers and 271 (0.19%) were recorded as at-risk drinkers. Of the 228,982 patients, the total number of patients with email addresses was 32,375 (14.14%), of which 137 (0.42%) were recorded as smokers and 115 (0.36%) were recorded as at-risk drinkers. The database of patient portal users was independent of the EHR, and could not be linked to the EHR by the WSFT information service staff. The numbers of patient portal users recorded as smoking and drinking could not be determined. Therefore, the consideration of the patient portal as a form of message delivery was discontinued in this study. Combined with the findings from phase 1, these feasibility findings from phase 2 reinforced the decision to use SMS text messages as the channel for the electronic messages.

Phase 3: Reach of Electronic Signposting

Baseline Characteristics and Risk Profile Groups

On the basis of the findings in phase 2, the participant sample was mined from eCare on January 10, 2020. The sampling frame used the most recent admissions to the hospital with validated data to identify patients whose records were most likely to be up to date and accurate. A 13-month time frame (October 1, 2018, to November 30, 2019) was used to obtain a sufficiently large population of patients to meet the minimum sample size required, which was balanced against recency of the data. A total of 6521 people admitted during the time frame were aged ≥18 years, not on the end-of-life pathway, and not pregnant and had a mobile phone number recorded and either their smoking or alcohol status recorded. Owing to the relatively small number of patients who could be identified as exclusively consuming alcohol at risky levels but who were nonsmokers, all participants with risky drinking were combined into a single risk profile group, regardless of their smoking status. The resulting 2 risk profile groups (smoking only and risky drinking with or without smoking) represent a deviation in analysis from the protocol, which aimed to create 3 risk profile groups (smoking only, risky drinking only, and smoking and risky drinking). This deviation was necessary to meet our a priori minimum sample size of 383 participants per group, which was also specified in the protocol. The decision to collapse the risky drinking groups was based exclusively on the baseline data, before the analyses of outcomes. Ultimately, of the 1526 individuals, the selected sample included 1103 (72.28%) individuals who were recorded as smokers only, 276 (18.09%) individuals who were recorded as risky drinkers only, and 147 (9.63%) individuals who were recorded as both smokers and risky drinkers. Table 1 shows the baseline characteristics of the participants.
Table 1. Baseline characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Smoker only(^a) (n=1103)</th>
<th>Risky drinker with or without also being a smoker(^b) (n=423)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>553 (50.14)</td>
<td>129 (30.5)</td>
</tr>
<tr>
<td>Men</td>
<td>550 (49.86)</td>
<td>294 (69.5)</td>
</tr>
<tr>
<td>Not recorded</td>
<td>N/A(^c)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25, n (%)</td>
<td>124 (11.24)</td>
<td>17 (4)</td>
</tr>
<tr>
<td>26-35, n (%)</td>
<td>200 (18.13)</td>
<td>29 (6.9)</td>
</tr>
<tr>
<td>36-45, n (%)</td>
<td>192 (17.41)</td>
<td>60 (14.2)</td>
</tr>
<tr>
<td>46-55, n (%)</td>
<td>205 (18.59)</td>
<td>90 (21.3)</td>
</tr>
<tr>
<td>56-65, n (%)</td>
<td>176 (15.96)</td>
<td>98 (23.2)</td>
</tr>
<tr>
<td>66-75, n (%)</td>
<td>125 (11.33)</td>
<td>78 (18.4)</td>
</tr>
<tr>
<td>&gt;75, n (%)</td>
<td>81 (7.34)</td>
<td>51 (12.1)</td>
</tr>
<tr>
<td>Not recorded</td>
<td>N/A(^c)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1021 (92.57)</td>
<td>395 (93.4)</td>
</tr>
<tr>
<td>Mixed</td>
<td>2 (0.18)</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Asian or Asian British</td>
<td>2 (0.18)</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Black or Black British</td>
<td>5 (0.45)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other ethnic groups</td>
<td>21 (1.90)</td>
<td>8 (1.9)</td>
</tr>
<tr>
<td>Not recorded</td>
<td>52 (4.71)</td>
<td>18 (4.3)</td>
</tr>
<tr>
<td><strong>Index of multiple deprivation (quintile), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>77 (6.98)</td>
<td>17 (4)</td>
</tr>
<tr>
<td>2</td>
<td>279 (25.29)</td>
<td>92 (21.7)</td>
</tr>
<tr>
<td>3</td>
<td>371 (33.64)</td>
<td>147 (34.8)</td>
</tr>
<tr>
<td>4</td>
<td>251 (22.76)</td>
<td>111 (26.2)</td>
</tr>
<tr>
<td>5</td>
<td>121 (10.97)</td>
<td>49 (11.6)</td>
</tr>
<tr>
<td>Not recorded</td>
<td>4 (0.36)</td>
<td>7 (1.7)</td>
</tr>
<tr>
<td><strong>Recency of screening data (months), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-1</td>
<td>N/A(^c)</td>
<td>N/A</td>
</tr>
<tr>
<td>1-3</td>
<td>119 (10.79)</td>
<td>54 (12.8)</td>
</tr>
<tr>
<td>3-6</td>
<td>249 (22.57)</td>
<td>127 (30)</td>
</tr>
<tr>
<td>6-12</td>
<td>485 (43.97)</td>
<td>209 (49.4)</td>
</tr>
<tr>
<td>&gt;12</td>
<td>250 (22.67)</td>
<td>33 (7.8)</td>
</tr>
<tr>
<td>Not recorded</td>
<td>N/A(^c)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)Group includes all participants recorded as smoking and not drinking alcohol at risky levels.

\(^b\)Group includes all participants recorded as drinking alcohol at risky levels, regardless of smoking status, owing to sample size considerations. The risky drinker status is defined as an Alcohol Use Disorders Identification Test–Consumption score of 5 to 10 if 3 of its items were completed or a score of 5 to 6 if only 2 items were completed.

\(^c\)N/A: not applicable.

**Reach**

In January 2020, an SMS text message was sent to 1526 patients, signposting them to either the NHS Smokefree (n=1103, 72.28%) or the Drink Free Days apps (n=423, 27.72%). A total of 13.56% (207/1526) of the participants clicked on the embedded link to the apps (smokers: 26/207, 12.56% and risky drinkers: 34/207, 16.43%), which exceeded our 5% a priori...
success criterion in both groups. Figure 2 shows a CONSORT (Consolidated Standards of Reporting Trials) diagram. Characteristics of patients who clicked the embedded link within the SMS text message versus the characteristics of those who did not click the embedded link are presented in Table 2. The only significant differences in baseline characteristics were observed among smokers. Among smokers, the lowest click rate was among participants aged ≥66 years (6.8%). Compared with this age group as reference, smoking participants aged 36 to 45 years (18.2%; RR=2.6; 95% CI 1.4-4.6) and those aged 56 to 65 years (13.1%; RR=1.98; 95% CI 1.05-3.73) were significantly more likely to click. Male smokers were significantly less likely to click than female smokers (10.2% vs 14.8%; RR=0.71; 95% CI 0.51-0.98). Although no significant differences by age were observed among risky drinkers, a numerically different distribution emerged, such that risky drinkers aged 56 to 65 years were the most likely to click the link (20.4%).

Figure 2. CONSORT (Consolidated Standards of Reporting Trials) diagram. *Alcohol Use Disorders Identification Test–Consumption (AUDIT-C) score of 5-10 if 3 fields populated or score of 5-6 if 2 fields populated; **AUDIT-C score<5; ***both=patients who are both smokers and risky drinkers.
## Table 2. Comparison of characteristics of patients who clicked versus those who did not click on links to apps within the SMS text message.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Smokers—patients who clicked versus those who did not click (n=1103)</th>
<th>Risky drinkers—patients who clicked versus those who did not click (n=423)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Patients who clicked, n (%)</td>
<td>RR (95% CI)</td>
</tr>
<tr>
<td>Overall click rate</td>
<td>138 (12.51)</td>
<td>—d</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>82 (14.83)</td>
<td>Reference</td>
</tr>
<tr>
<td>Men</td>
<td>56 (10.18)</td>
<td>0.71 (0.51-0.98)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>14 (11.29)</td>
<td>1.55 (0.76-3.13)</td>
</tr>
<tr>
<td>26-35</td>
<td>26 (13)</td>
<td>1.86 (1-3.44)</td>
</tr>
<tr>
<td>36-45</td>
<td>35 (18.23)</td>
<td>2.56 (1.42-4.64)</td>
</tr>
<tr>
<td>46-55</td>
<td>26 (12.68)</td>
<td>1.83 (0.99-3.39)</td>
</tr>
<tr>
<td>56-65</td>
<td>23 (13.07)</td>
<td>1.98 (1.05-3.73)</td>
</tr>
<tr>
<td>&gt;66</td>
<td>14 (6.80)</td>
<td>Reference</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>120 (11.75)</td>
<td>Reference</td>
</tr>
<tr>
<td>People of color</td>
<td>6 (20)</td>
<td>1.63 (0.74-3.57)</td>
</tr>
<tr>
<td>Not known or not stated</td>
<td>12 (23.08)</td>
<td>2.12 (1.20-3.75)</td>
</tr>
<tr>
<td>Postcode (for index of multiple deprivation; quintile)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>10 (12.99)</td>
<td>0.96 (0.45-2.04)</td>
</tr>
<tr>
<td>2</td>
<td>37 (13.26)</td>
<td>0.96 (0.55-1.68)</td>
</tr>
<tr>
<td>3</td>
<td>49 (13.21)</td>
<td>0.96 (0.56-1.65)</td>
</tr>
<tr>
<td>4</td>
<td>26 (10.36)</td>
<td>0.76 (0.42-1.37)</td>
</tr>
<tr>
<td>5</td>
<td>16 (13.22)</td>
<td>Reference</td>
</tr>
<tr>
<td>Recency of screening data (months)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-4</td>
<td>28 (13.93)</td>
<td>1.11 (0.66-1.88)</td>
</tr>
<tr>
<td>4-7</td>
<td>29 (11.20)</td>
<td>0.88 (0.52-1.47)</td>
</tr>
<tr>
<td>7-10</td>
<td>34 (14.72)</td>
<td>1.18 (0.71-1.96)</td>
</tr>
<tr>
<td>10-13</td>
<td>24 (10.08)</td>
<td>0.80 (0.46-1.38)</td>
</tr>
<tr>
<td>&gt;13</td>
<td>23 (13.22)</td>
<td>Reference</td>
</tr>
</tbody>
</table>

a These messages were sent to patients recorded as smoking and not recorded as drinking alcohol at risky levels.
b These messages were sent to all patients recorded as drinking alcohol at risky levels, including those who were also recorded as smoking. These data were merged owing to the low number of patients recorded as drinking at risky levels.
c RR: relative risk.
d Not available.
e N/A: not applicable.

**Acceptability (After Implementation)**

The survey was completed by 3.67% (56/1526) of participants. Among the 56 survey responders, 18 (32%) participants reported that they had clicked on the link within the SMS text message and 9 (16%) participants reported that they downloaded the app. Approximately two-thirds (36/56, 64%) of the participants found the messages to be at least slightly helpful. The message was found to be not at all difficult by almost all patients (55/56, 98%). Most participants (51/56, 91%) were happy with the wording of the SMS text message. Almost half of the participants (26/56, 46%) reported that they would like the hospital to deliver this service; however, an opt-out option was also popular (21/56, 38%). Most of the respondents (42/56, 75%) submitted free-text comments. Common positive themes were that the SMS text messages were supportive (7/56, 13%), easy to understand (6/56, 11%), and brief (6/56, 11%). Common
negative themes were that the messages were irrelevant (9/56, 16%), not supportive (4/56, 7%), and unwanted or unexpected (3/56, 5%).

Discussion

Principal Findings

Our electronic signposting strategy that used SMS text messages to promote health behavior change apps to patients at risk via an acute care hospital EHR was found to be acceptable and feasible and to achieve clinically meaningful reach. The hospital sent 1526 SMS text messages signposting patients to either the NHS Smokefree or Drink Free Days apps, with 13.56% (207/1526) of the patients clicking on the embedded link to the apps. The level of reach exceeded our 5% prior success criterion in a non-help-seeking population of patients receiving unsolicited SMS text messages, disconnected from hospital visits. The strategy was found to be acceptable both before and after implementation. The OptiMine study demonstrated the proof of concept for this novel implementation strategy, specifically signposting digital health promotion interventions at scale to at-risk individuals who are not seeking help.

A 13.56% (207/1526) click rate is promising, considering the comparable outcomes reported in the literature. For example, in a study to promote colorectal cancer screening, patients—identified from EHRs as being overdue for their colorectal screening—received an electronic message from their primary care physicians with information about their overdue status, methods to arrange a screening appointment, and a web-based risk assessment tool for colorectal cancer [33]. The intervention led to 3% of the patients requesting colorectal screening. Our 13.56% (207/1526) click rate exceeds this result. However, it is important to account for the action requested from patients, which will trigger varying levels of response, such as the 3% response rate for colorectal screenings versus the 13.56% (207/1526) click rate on our embedded link to behavioral interventions. Future research should build on this study and aim to define appropriate thresholds for e-referral interventions that correspond to different behaviors that require varying degrees of involvement from patients (eg, time and effort invested, duration of behavior, and difficulty of behavior). Furthermore, it is important to note that our SMS text messages were sent from the patients’ hospital, which would be expected to foster trust in the messages and their source and increase uptake.

Using SMS text messages to signpost patients to addictive behavior apps is a scalable implementation strategy, which can provide individualized support to patients at risk. As such, cost-effectiveness increases as the strategy is scaled up. Our low-cost and low-burden strategy has the potential to reach large numbers of patients at high risk in a novel form (proactive referral to existing tools). Health promotion is typically delivered in primary care and community settings, but it is equally important in acute care settings, as health behaviors such as smoking and risky drinking can cause long-term health conditions and exacerbate existing health conditions. Following the success of this study, the WSFT plans to routinely deliver health promotion advice using electronic signposting.

Strengths and Limitations

The mixed methods design helped to explore multiple implementation outcomes that assess both proximal outcomes and indicators of success [23]. This was a novel and pragmatic study, facilitated by NHS staff in a busy hospital setting. Major strengths of this study included the real-world application of the strategy with patients at the hospital and readiness of the implementation context. Senior-level leadership and buy-in from a public health consultant within the digital health team were instrumental in the successful implementation of this project. Global Digital Exemplar Trusts have EHRs and in-house expertise to support the setup and delivery of SMS text message signposting. We identified the following stakeholders as pivotal to the successful setup, implementation, and evaluation of the strategy: patient representatives, information analysts (assess infrastructure and access to data), deputy chief information officer (design and oversight of message implementation), IT integration developer (implement SMS text message signposting and send messages), public health manager (in-house data analysis), communications team, volunteer coordinator, and administrative support. Although the readiness of the implementation context is considered a strength of our study, it could be seen as a limitation to broad scalability in less-ready, low-resourced contexts, which may serve more disadvantaged or underserved populations.

There were challenges in using the EHR as a research database. The data set was extracted directly from the EHR at different time points owing to the size of the EHR, time to download the data, and workload of hospital staff. Queries for different parts of the data were run on different days over a 4-month period from October 2019. Each day, the total number of EHR records changes owing to new records being created, existing records being edited, and people dying. Smoking and alcohol consumption status were not retrievable from hospital day patients, which meant that there were large amounts of missing data. Furthermore, there were difficulties in retrieving accurate health condition data, and matching to eligible patients was not possible. Health condition data rely on the population of the appropriate fields in a patient record; if the condition is listed in the wrong place or not recorded at all, it cannot be electronically retrieved. This occurs with some frequency across the EHR, and this limitation needs to be addressed before using electronically retrieved health data for similar studies in the future. As such, the full capacity of patient reach was not used owing to missing data, and the impact of long-term health conditions on the likelihood of clicking the embedded link is unknown.

Our primary outcome—whether each participant did or did not click the embedded link—directly measured the willingness to access information about behavior change apps among a non-help-seeking population. However, we did not measure the proportion of participants who actually downloaded and used the app. Although technical limitations prevented us from measuring app use, uptake should be assessed through future studies to support broader dissemination of this approach. In addition, response rates to the web-based questionnaire were low and may have been subject to response bias. This may have been owing to message fatigue, where patients had previously
received up to 2 SMS text messages signposting to the apps, followed by 2 messages inviting participation in the survey. Finally, the SMS text messages did not include instructions for opting out of future messages, which is a requirement in the United States. Future studies should examine click rates in the presence of explicit opt-out instructions.

**Implications for Further Research and Practice**

The WSFT views this approach as the future for routine delivery of digital interventions for health promotion within their acute care context and as an important adjunct to the opportunistic behavior change interventions that are made by health care professionals. Further refinement and evaluation are needed to optimize the SMS text message content and delivery approach. Additional studies with other populations are needed to understand the best strategy for implementation at other hospitals and institutions. The COVID-19 pandemic has highlighted the urgent need for scalable health promotion support, which can be delivered via digital technology. There is also an international call for greater access to high-quality, safe, and effective addictive behavior apps [34]. Regarding refinement and further evaluation of SMS text message signposting to apps, we propose the following ideas for further development:

1. Tailor message content to groups of people who are less likely to engage, such as older people, low socioeconomic status groups, and ethnic minority groups.

2. A timely trigger for the SMS text message, possibly in the context of a face-to-face consultation, may be more effective than sending all the messages at the same time. The SMS text messages were sent in January 2020 to optimize the click rate by taking advantage of the seasonal high demand for support, and therefore, other times of the year may be less or more likely to have high rates of engagement.

3. Use the strategy to target other health behaviors.

4. Explore other implementation outcomes, such as implementation cost and cost-effectiveness, compared with other methods for promoting lifestyle change; sustainability; and fidelity, including engagement with the app.

5. Investgate system interventions for addressing barriers identified regarding the reliability of EHR data.

**Conclusions**

The OptiMine study demonstrated the proof of concept for this novel implementation strategy, which used SMS text messages to signpost at-risk individuals to behavior change apps at scale. The level of reach exceeded our a priori success criterion for a non–help-seeking population of patients receiving unsolicited SMS text messages, disconnected from hospital visits. These findings suggest that electronic signposting to support is an effective method for health systems to proactively engage meaningful proportions of their at-risk populations.

**Acknowledgments**

The authors are grateful to the patients and staff at the West Suffolk Foundation Trust, who participated in this study, and the team that facilitated the study on-site, namely, Adam Jull, Cassia Nice, Josh Wigley, Liam McLaughlin, Simon Reeve, Anna Hollis, Penny Molkenthin, and Paul Oats. This study was funded by a Cancer Research UK Cancer Policy Research Centre innovation grant (C69129/A28665). The authors acknowledge the support from the National Institute for Health Research (NIHR) Clinical Research Network. The effort of SE was supported by the Division of Intramural Research of the National Institute on Minority Health and Health Disparities, National Institutes of Health. ATR was supported by the National Institute on Drug Abuse grant (K12DA041449). This is a summary of the study supported by the NIHR Applied Research Collaboration East of England. The views expressed are those of the authors and not necessarily those of the National Health Service, NIHR, UK Department of Health and Social Care, US National Institutes of Health, US Department of Health and Human Services, or West Suffolk Foundation Trust.

**Conflicts of Interest**

None declared.

**Multimedia Appendix 1**

Qualitative focus group findings.

[DOCX File, 24 KB - formative_v6i7e34271_app1.docx ]

**References**


Abbreviations

AUDIT-C: Alcohol Use Disorders Identification Test–Consumption
CONSORT: Consolidated Standards of Reporting Trials
EHR: electronic health record
NHS: National Health Service
NIHR: National Institute for Health Research
RR: relative risk
WSFT: West Suffolk NHS Foundation Trust

©Zarnie Khadjesari, Tracey J Brown, Alex T Ramsey, Henry Goodfellow, Sherine El-Toukhy, Lorien C Abroms, Helena Jopling, Arden Dierker Viik, Michael S Amato. Originally published in JMIR Formative Research (https://formative.jmir.org), 11.07.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
A Web Platform for Standardized Data Acquisition, Processing, and Export in the Child Psychopathology Clinical Routine (MedicalBIT): Design and Implementation Study

Paola Colombo¹, MSc, PhD; Silvia Busti Ceccarelli¹, MSc; Stefano Pacchiarini², ING; Stefano Cribellati², ING; Massimo Molteni¹, MD

¹Child Psychopathology Unit, Istituto di Ricovero e Cura a Carattere Scientifico Eugenio Medea, Bosisio Parini, Italy
²SEGE Srl, Milan, Italy

Corresponding Author:
Silvia Busti Ceccarelli, MSc
Child Psychopathology Unit
Istituto di Ricovero e Cura a Carattere Scientifico Eugenio Medea
Via Don Luigi Monza 20
Bosisio Parini, 23842
Italy
Phone: 39 +39 031 877623
Email: silvia.busti@lanostrafamiglia.it

Abstract

Background: The rapid extent of digital innovation for the collection of data has transformed the way in which health professionals collect, share, and analyze health information for better clinical decision-making and health care. In the last decade, there has been an increased interest in telemedicine by mental health agencies; the gap between the need for care and both diagnosis and treatment is wide, and digital technology could play an important role in filling this gap. However, there are limited data on the effectiveness of the clinical process and cost-effectiveness of most telemedicine applications.

Objective: This study examined the implementation of the first Italian online, web-based, comprehensive screening tool and described the screening and diagnostic process through the interactive web platform in a child psychopathology clinic. This is a feasibility study that aims to present the design and implementation of the best practices to improve patient experiences and clinical outcomes. Moreover, the paper evaluates the platform with qualitative and quantitative measures.

Methods: We planned, designed, and implemented a web-based system to collect, store, and manage clinical data. The platform was developed by a multidisciplinary team composed of researchers, clinicians, and informatics professionals through different steps. First, we defined the clinical information to be collected. A number of measures were chosen, tapping several clinical risk areas such as neurodevelopmental disorders and emotional and behavioral problems. The web application architecture and process were then designed. The three phases of process design are described in detail: design of the input interface, processing design, and design of the output interface. Finally, the system has been implemented and evaluated. Based on indicators recommended by the National Quality Forum and the Italian National Guidelines, we evaluated the quality of the system and used quantitative measures that were replicable and comparable over time.

Results: We present the implemented architecture and features of Medea Information and Clinical Assessment On-Line (MedicalBIT), and we provide performance measures for the data collected between October 2018 and June 2021. The measured concepts pertain to four domains: access to care, financial impact/cost, experience, and effectiveness.

Conclusions: In this study, we present the successful implementation of an innovative digital tool. The findings of this study show that the implemented web-based platform appears to be an efficient, cost-effective, and feasible way to improve digital care in the field of child psychiatry.

(JMIR Form Res 2022;6(7):e36757) doi:10.2196/36757
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**Introduction**

Digital data collection is an emerging trend in various fields, including the medical and psychological ones. Digital innovation is changing the way health information is collected, shared, and analyzed for better clinical decision-making and health care. Digital innovation is also rapidly expanding in the medical field, significantly improving the quality of health care, reducing health care costs, and enhancing research processes [1]. The rapid evolution of technology has recently promoted web platforms for big data collection in the health care field, and related publications are exponentially increasing [2].

“Big data” refers to a voluminous collection of information taking place quickly without affecting quality, and there are several well-known definitions describing this [3-5]. Pastorino and colleagues [2] stress the importance of defining data as both smart and big because big data presents a substantial potential when it is meaningful. This implies using data for improving health conditions by searching for increasingly clearer and more accurate links between causes, diseases, therapies, and outcomes. In the Study on Big Data in Public Health, Telemedicine, and Healthcare [6], the European Commission identified four macroareas in health care for big data use: (1) early signs for detection, diagnosis, and intervention; (2) identification of risk factors for diseases to improve prevention; (3) enhancing pharmacovigilance and patient safety by communication of real-time information; and (4) improvement in outcome prediction.

All this is possible since a large amount of data is an invaluable resource for epidemiological studies, analyses of general population needs, treatment evaluation, and experimental designs on the target population. If research develops in this direction, it will enable precision medicine that will contribute to optimization of resources: the right care for the right patient at the right time. Therefore, smart use of big data can provide a possible answer to the need for care: socioeconomic and clinical sustainability. In line with this, health technology assessments aim to inform on safe, effective, patient-centered policy-making as well as determine the greatest value for it.

Against this background, telehealth [7] should be seen not only as a complement or alternative to traditional clinical practice but also as an ideal channel to collect and analyze big data. Besides rapid technological progress, COVID-19 spurred an exponential growth in telehealth, and there will be no return to the prepandemic situation according to the American Telemedicine Association [8]. There are several fields of telehealth, just like there are medical specialties. For example, investments in information technology are promoting the development of telepsychiatry. According to Allen [9] and Torous and colleagues [10] one of the most important contributions of artificial intelligence for psychiatry concerns apps, as shown by their innovative project Learn, Assess, Manage, and Prevent (MindLAMP). MindLAMP is a digital platform used both for clinic and research purposes: it receives patient input and aggregates data, it guides reflection, and it helps orient toward treatments. Through the app, patients can input data in an active way (survey, symptom registration, etc) or in a passive way (information collected in the background even if the user is not using the app), and they can receive some advice and mindfulness resources [11]. It is evident that, in the last decade, there has been an increased interest in telemedicine by mental health agencies; the gap between the need for care and possible answers both for diagnosis and treatment is wide, and digital technology could play a fundamental role [12]. In the child and adolescence mental health services, the parents and caregivers of young patients must be involved in the clinical diagnostic process, both as powerful sources of information to be used by clinicians and to obtain a clear understanding about their child’s difficulties. This engagement should be conducted in a comfortable environment for the participants.

Telemedicine seems to be efficient both for the assessment and treatment. For example, among services for the diagnosis of autism spectrum disorder (ASD), the use of telemedicine has shown some promising results in terms of observation [13-15]. As for remote treatment, several recent studies on telemedicine and developmental disorders such as autistic spectrum disorder, specific learning disorder, specific language impairment, dyspraxia, and acquired brain injuries show encouraging results [16-20].

A review of the literature by the National Quality Forum—a no-profit organization for health care development—found a positive effect of telehealth on the quality of processes, outcomes, and costs. It also identified the medical areas where telehealth spread more extensively, with a correspondingly greater increase in scientific publications, namely, dermatology, mental health, rehabilitation, medical management, and chronic diseases. However, despite this topic being current and debated, telemedicine is relatively recent, and there is a lack of studies assessing its quality [21].

In our study, we examined the implementation of the first Italian online, web-based, comprehensive screening tool: Medea Information and Clinical Assessment On-Line (MedicalBIT) [22]. We carried out a feasibility study aimed to present the design and the implementation of the best practices to improve users’ experiences and discuss the evaluation of the platform with qualitative and quantitative measures. Additionally, we intend to describe a web-based screening and diagnostic process in a child psychopathology clinic.

**Methods**

**Overview**

This section describes the key elements of the platform implementation.

We planned, designed, and implemented a web-based system to collect, store, and manage clinical data through different steps. The whole eHealth system is composed of users (patients and clinicians), a service provider (the Association La Nostra Famiglia-IRCCS Eugenio Medea), a no-profit organization providing care and rehabilitation to children with disabilities), and a service developer (SE-GE Consulting Company). The main purpose of the MedicalBIT platform is to support diagnostic flow by systematic data collection.
Patients can answer questionnaires comfortably from home through a user-friendly and easily accessible interface, saving time traveling to and staying in a clinic. Clinicians have access to a real-time description of individual patients’ symptoms and a graphical output of possible alerts through clinically based algorithms. Clinicians then assign patients to different diagnostic paths for principal neurodevelopmental disorders (Attention-Deficit/Hyperactivity Disorder, Autism Spectrum Disorder, Specific Learning Disorders, Language Disorders) and behavioral and emotional disorders based on this output. Taking into account the international gold standard, a clinical assessment is performed for each path. The final diagnostic output may differ from the initial path assignment based on the assessment results.

Finally, the data collected can be easily exported in Excel (Microsoft Corporation) format for research analyses: researchers can use collected data for further analysis to develop predictive models.

The platform was developed by a multidisciplinary team composed of researchers, clinicians, and informatics professionals. Figure 1 provides an overview of the workflow, and Figure 2 displays some picture frames of the web platform home page. A description of each step is reported below:

1. Defining clinical information to be collected
2. Web application architecture and process design
3. System implementation and evaluation

Figure 1. The diagnostic flow on Medea Information and Clinical Assessment On-Line (MedicalBIT).
Defining Clinical Information to Be Collected

A number of measures were chosen by tapping several clinical risk areas, such as neurodevelopmental disorders and emotional and behavioral problems. Measures were selected for their feasibility in routine clinical practice (i.e., brevity, free availability, validation in children and young people, and translation) and psychometric performance (i.e., validity, reliability, and sensitivity to change).

The following questionnaires were selected:

- **Risk factors**: A questionnaire to explore biological and environmental risk factors such as family composition; presence/absence of psychiatric diseases in parents or close relatives; prenatal, perinatal, and postnatal factors; and developmental milestones.

- **ASD**: The Modified Checklist for Autism in Toddlers [23] and the Autism Spectrum Quotient: Children’s Version [24] were used for the detection of ASD. The first is one of the most widely used ASD toddler screening instruments; it is easily accessible and low-cost. The second is a brief, parent-reported, 50-item questionnaire to quantify autistic traits in children aged 4-11 years.

- **Emotional and behavioral problems**: The Strengths and Difficulties Questionnaire [25] is a brief instrument widely used to assess main areas of developmental psychopathology and personal strengths. It consists of 25 items and is available in three forms depending on responders: parents, teachers, and adolescents (self-report).

- **Other neurodevelopmental disorders**: Ad hoc screening tools for specific language impairment and specific learning disorder were implemented by our institute’s research group working on specific learning, language, and communication disorders.

Overall, these tools cover ages ranging from 18 months to 15 years.

After this initial screening step, other standardized assessment tools can be administered too, such as the Child Behavior Checklist (CBCL) [26,27] and the Development and Well-Being Assessment (DAWBA) [28]. Through an interoperability system, links and credentials can be sent to caregivers to complete questionnaires (CBCL thorough ASEBA-Web) and the interview (DAWBA thorough Dawba.net), and results can then be imported by uploading appropriately encrypted files.

Web Application Architecture and Process Design

Figure 3 shows a high-level diagram of the platform development process. The three phases of process design are described in detail below:

- Design of the input interface
- Processing design
- Design of the output interface
Design of the Input Interface

An easy-to-use interface was developed to support the interaction between front-end users and the web-based application; the web interface is simple to learn and easy to use, and it displays information in a consistent and progressive manner and maximizes functionalities. To be displayed properly on most mobile devices, the platform implements a responsive web design.

The system also relies on the active engagement of caregivers who send their data to the informatics system using a PC and mobile device. Patients scheduled for an appointment at the Child Psychopathology Unit (IRCCS Medea) get an email with a token for the first web app. They are then guided through a series of steps: completion of a brief form with primary clinical information, verifying of this information, and filling out of the registration form. They then receive a set of questionnaires according to their age and main characteristics, along with the link to the MedicalBIT assessment for completion.

Users are not asked to complete all forms in one session, they can resume from where they last left. After completing all the selected questionnaires, patients are scheduled for a doctor’s visit.

To support the user’s interaction with the platform, a user-friendly back-end interface was implemented. Through a control panel, staff can handle main functions such as administration rights, patients’ lists, and support for data entry.

Processing Design: Technical Implementation of Data Storage and Automated Scoring Algorithm

At the end of each survey, the system immediately processes the caregiver’s answers using artificial intelligence algorithms. Starting from scores provided for every possible answer and relying on appropriate threshold values, alerts, and key performance indicators are generated, which are useful to health professionals not only to monitor single patients but also for statistics and research purposes.

The whole process is General Data Protection Regulation compliant. The web portal is protected with a digital certificate issued by a certification authority, implements HTTPS (the secure browsing protocol for the World Wide Web), and is hosted on a virtual server in the GARR cloud environment. GARR is the Italian ultrabroadband network for education and research.

The infrastructure provides high reliability, service continuity, and data protection. Backup takes place daily, and we rely on disaster recovery as a service in an alternative environment to ensure availability in case of downtime. We used open source solutions for easier integration with company applications and to avoid vendor lock-in. Our platform is compliant with Italian guidelines [29]: “To ensure an effective support to all company processes, it is necessary to guarantee data univocity and integrity, real-time updating, historicization and audit trail, ergonomics, standardization, integration, stability, availability, security, privacy, innovation, evolvability.”

All data are unique; nothing is duplicated. Information can be accessed only by authorized users and is protected from unauthorized changes; furthermore, confidential data is safeguarded.

There are two different access levels:

- Front-end user
  - Caregivers filling out the forms can only view and download the information concerning their child. They have no access to scores generated by the automatic
scoring algorithms. Multiple patients can be associated to each caregiver (eg, in the case of siblings).

- Back-end users
  - Health care professionals viewing the answers and any alerts enter the diagnoses at the end of the diagnostic process.
  - Back-office users with full operation rights
  - The system administrator has access to additional features such as dashboard and data export (see next paragraph).

The integrity of data and documents is guaranteed by the use of appropriate logs of activity and changes. These logs are also useful from a legal point of view. All information relating to a particular patient can also be deleted by users with administrator rights. Documents saved on the server are protected by encryption; to comply with the privacy legislation, the information stored in the database is pseudo-anonymized.

**Design of the Output Interface**

A real-time graphing, panel, and table interface is available only to back-end users and contains all processed data in real time. This data is also displayed in interactive dashboards available at different access levels. Two different types of reporting are created to display the collected data (Figure 4):

1. Clinical output: an individual-level output, reporting patient outcome scores
2. Dashboard: group-level data, reporting summarized data in a dashboard

All data stored in the database system can be exported in Excel format for further processing.

**System Implementation and Evaluation**

This digital system has been on since October 2018 and has been used by 1301 patients (front-end users) and back-end users, including 17 clinicians, 2 back-office operators, and administration operators.

Back-end users are employed by the provider service: back-office operators are office secretaries and administration operators are psychologists and researchers who designed the service in collaboration with the data scientist and consulting company SEGE srl.

Based on indicators recommended by the National Quality Forum [21] and the Italian National Guidelines [29], we evaluated the quality of the system and used quantitative measures that were replicable and comparable over time. As shown in Textbox 1, the selected measures pertain to four areas: access to care, financial impact/cost, experience, and effectiveness.
**Textbox 1.** Telehealth measurement framework domains and subdomains.

<table>
<thead>
<tr>
<th>Access to care</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Access for parent/caregiver</td>
<td>• Access to information</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Effectiveness</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• System effectiveness</td>
<td>• Operational effectiveness</td>
</tr>
<tr>
<td></td>
<td>• Technical effectiveness</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Costs</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• The financial impact to family/caregiver</td>
<td>• The financial impact to care team</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Experience</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Patient, family, or caregiver experience</td>
<td></td>
</tr>
</tbody>
</table>

**Results**

According to the Italian National Guidelines [29] and the National Quality Forum [21], we provide performance measures available for data collected between October 2018 and June 2021 (Table 1 and Figure 5). This process is a work in progress, and in the future, we aim to capture more indicators about different domains and subdomains.
Table 1. Platform performance measures.

<table>
<thead>
<tr>
<th>Domains and subdomains</th>
<th>Qualitative measures</th>
<th>Quantitative measures</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Access to care</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Access for parent/caregiver</td>
<td>The web system is responsive to different devices</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>• Access to information</td>
<td>Family’s patient can access the system using dedicated access points in the institute</td>
<td></td>
</tr>
<tr>
<td>• • •</td>
<td>Clear instructions in the home page</td>
<td></td>
</tr>
<tr>
<td>• • •</td>
<td>Responsive technical assistance</td>
<td></td>
</tr>
<tr>
<td><strong>Effectiveness</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• System effectiveness</td>
<td>N/A</td>
<td>Continuity: from October 2018 to June 2021</td>
</tr>
<tr>
<td>• • •</td>
<td>Dimension: 1100 new patients accessed the telehealth system and were subsequently sorted to different diagnostic paths. For details about the accesses trend over time, see indicators in Figure 5. Each patient completed on average 4 questionnaires, for a total of 177 items.</td>
<td></td>
</tr>
<tr>
<td>• • •</td>
<td>Speed: (1) Only a few days elapsed between the initial request from family and the completion of screening questionnaires on the platform. (2) The average length between screening questionnaire completion and completion of the diagnostic process was 106 days, with a decrease over the 3-year period from 2019 to 2021 (see Figure 5e)</td>
<td></td>
</tr>
<tr>
<td>• Operational effectiveness</td>
<td>The system is perfectly integrated within the traditional diagnostic path.</td>
<td>N/A</td>
</tr>
<tr>
<td>• • •</td>
<td>Customized in-person visits are based on web questionnaire output.</td>
<td></td>
</tr>
<tr>
<td>• Technical effectiveness</td>
<td>Output dashboard for clinicians and database with collected data for researchers are automatically generated.</td>
<td>N/A</td>
</tr>
<tr>
<td>• • •</td>
<td>The system is integrated with other screening and diagnostic tools implemented on different platforms: the Development and Well-Being Assessment [28] and the Child Behavior Checklist [26,27].</td>
<td></td>
</tr>
<tr>
<td><strong>Costs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Financial impact for family/caregiver</td>
<td>Decrease in the length/frequency of stay/visit to hospital</td>
<td>N/A</td>
</tr>
<tr>
<td>• • •</td>
<td>Clinician can integrate traditional work setting with smart working</td>
<td></td>
</tr>
<tr>
<td>• Financial impact for care team</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Experience</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Patient, family, or caregiver experience</td>
<td>N/A</td>
<td>Caregivers dropout: (1) 5.3% of registered users do not fill in any questionnaire. (2) 99.6% of caregivers that begin a questionnaire, complete it</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.
Figure 5. (a) Number of accesses of new patients for each semester in the last 3 years: multiple accesses by 1 patient are counted once. (b) Average and SD per month of accesses by new patients in the last 3 years. (c) Dynamic dimension value = (August 2020 to July 2021) / (August 2019 to July 2020) = 560 / 410 = 1.36. This enabled us to compare differences in accesses in the last 2 years. (d) The graph shows the trend in Medea Information and Clinical Assessment On-Line (MedicalBIT) during the different phases of the pandemic. (e) Data show that the average time between the completion of questionnaires and receiving a diagnosis has clearly decreased over the 3-year period: 2019 (mean 150, SD 179.6), 2020 (mean 82, SD 77.3), and 2021 (mean 65, SD 34.9).

Discussion

Principal Results

In this study, we present the design and implementation of the MedicalBIT web platform, which allows patients to complete questionnaires comfortably from home through a user-friendly and easily accessible interface.

This work is based on the European Commission’s recommendations in the Study on Big Data in Public Health, Telemedicine, and Healthcare [6] that identified four major areas in health care where big data may be used: (1) early signs for detection, diagnosis, and intervention; (2) identification of risk factors for disease to improve prevention care; (3) enhancing pharmacovigilance and patient safety by communication of real-time information; and (4) improvement in outcomes prediction.

The MedicalBIT platform, as described in this paper, allows for the timely collection of clinical data to support the diagnostic process and subsequent steps (1 and 3), and it enables the development of predictive models to improve preventive care and outcome prediction (2 and 4). A core component of the proposed model is caregivers’ perspective of their child’s mental health, laying the foundation for evidence-based practice and person-centered care. The MedicalBIT web platform was introduced into the clinical workflow, making patients’ and caregivers’ care experiences more comfortable. As mentioned, health information technology can save time and reduce costs, thereby improving the health care experience for both patients and clinicians. For this purpose, we also collected customer satisfaction feedback.

Furthermore, performance measures enable us to describe the platform with an objective measurement that allows for comparisons both within the same platform over time and between different web platforms used for similar purposes.
According to reports so far, available quantitative data shows general upward trends for platform use from 2018 to 2021 despite the apparent drop during the first months of the COVID-19 pandemic, which required a complete reorganization of care provision.

This trend is in line with research confirming the value of telepsychiatry [30,31] not only during the pandemic period but also before and, most importantly, after the emergency. As described in the Introduction, use of telemedicine in the psychiatry and developmental psychiatry fields can offer several benefits such as improved efficiency and effectiveness of mental health services: it can reach more people with fewer resources [32].

We hope that these changes will lead to filling the care gap in the field of child psychiatry, which has been appropriately defined as “one of the most difficult and crucial challenges of the next decade” [12].

Our project fits into this still uncertain and experimental scenario, with its pros and cons. Telemedicine in the child psychiatry clinical routine can help both patients and health care providers save time and provide them easy access to the care system. Furthermore, because of its fast and advantageous features, it facilitates the hospital and clinic workflow, as processing and automatic output of clinical data enables the collection of large amounts of data for research purposes. Nevertheless, there are some limitations to consider such as the impact of physical distance on human relationships and ethical and coroner issues [29].

Further studies are clearly necessary to establish evidence-based telepsychiatry-specific standards of care, following guidelines proposed by the American Telemedicine Association [33] and the American Academy of Child and Adolescent Psychiatry [34].

Limitations and Further Development
Based on the current limitations, we are working on a customer satisfaction questionnaire for both families and clinicians to collect feedback to make users feel more engaged in this process and help us as back-office operators to improve services. Moreover, we intend to improve our platform performance measurement tools to obtain more quantitative indicators about the four domains presented in Table 1.

According to Waller and Stotler [35], one of the next steps should be the implementation of a measurement and methodology evaluation of the impact of telehealth on clinical outcomes (in our case, on the diagnostic outcome as an indicator of clinical effectiveness). Our intent is to also implement a platform-based service that could follow and provide assistance to patients after diagnosis (information, psychoeducational materials, rehabilitation tools).

Conclusions
This study describes the successful implementation of an innovative digital tool. According to our results, the web-based platform appears to be a feasible, efficient, and cost-effective method for enhancing digital care in the field of child psychiatry. It also contributes to the collection of big and smart data, in line with European guidelines. This work shows how large data sets may enhance the accuracy and timing of diagnosis, and contribute to more effective interventions based on predictive models.
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Abstract

Background: Engaging adolescents and young adults (AYAs) who are at elevated risk for HIV acquisition or who are living with HIV in health care has posed a major challenge in HIV prevention and care efforts. Mobile health (mHealth) interventions are a popular and accessible strategy to support AYA engagement despite barriers to care present along the HIV care continuum. Even with progress in the field of mHealth research, expert recommendations for the process of designing, evaluating, and implementing HIV-related mHealth interventions are underdeveloped.

Objective: The aim of this study was to compile expert recommendations on the development, evaluation, and implementation of AYA-focused HIV prevention and care mHealth interventions.

Methods: Experts from adolescent mHealth HIV research networks and investigators of recently funded HIV mHealth projects and programs were identified and invited to complete a series of electronic surveys related to the design, implementation, and evaluation of HIV-related mHealth interventions. A modified Delphi method was used to ask experts to score 35 survey items on a 4-point Likert scale from not important to very important and encouraged experts to leave additional comments in textboxes. Responses were reviewed by the researchers, a team of 4 HIV mHealth intervention experts. The average importance ratings from survey responses were calculated and then categorized as retained (high importance), flagged (mid-level importance), or dropped (no/low importance). Additionally, thematic analysis of expert comments helped modify survey items for the next survey round. An evaluation of the level of agreement among experts on the most important items followed each round until consensus was reached.

Results: Of the 35 invited experts, 23 completed the first survey representing a variety of roles within a research team. Following two rounds of Delphi surveys, experts scored 24 of the 28 (86%) survey items included in round two as important to very important. The final consensus items included 24 recommendations related to the mHealth intervention design process (n=15), evaluation (n=2), and implementation (n=7). The 3 survey items with the highest average scores focused on the design process, specifically, (1) the creation of a diverse team including researchers, app software developers, and youth representation; (2) the importance of AYA-focused content; and (3) the value of an iterative process. Additionally, experts highlighted the importance of establishing the best ways to collect data and the types of data for collection during the evaluation process as well as constructing a plan for participant technology disruption when implementing an mHealth intervention.
Conclusions: The modified Delphi method was a useful tool to convene experts to determine recommendations for AYA-focused HIV prevention and care mHealth interventions. These recommendations can inform future mHealth interventions. To ensure the acceptability, feasibility, and efficacy of these AYA HIV prevention interventions, the focus must be on the specific needs of AYAs by including representation of AYAs in the process, including consistent and relevant content, ensuring appropriate data is collected, and considering technology and health accessibility barriers.

(JMIR Form Res 2022;6(7):e25982) doi:10.2196/25982
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Introduction
In the United States, HIV is a major cause of morbidity, mortality, and social adversity among adolescents and young adults (AYAs) [1]. In 2019, individuals aged 13-24 years accounted for 21% of newly reported HIV infections [2]. AYAs have poor health outcomes across the HIV care continuum—diagnosis, linkage and retention in care, maintaining an antiretroviral therapy (ART) regimen, and achieving viral suppression [2]. Over 40% of youth living with HIV (YLH) in the United States are unaware of their status compared to 14% of adults [3]. Additionally, for YLH with a known HIV diagnosis, care engagement was greater than the overall population with HIV diagnosis, yet viral suppression was 60% [3], again fairing worse than their adult counterparts. Beyond age, disparities based on race, gender, and sexual orientation have created an environment where communities with the highest incidence of HIV infections have access to the fewest resources [2-4]. Young Black and Latinx gay, bisexual, other men who have sex with men (GBMSM), and transgender women are at the greatest risk of becoming infected with HIV in their lifetime [3]. Experiences of pervasive stigma and systemic racism in and outside health care systems prevent communities most vulnerable to HIV from accessing and engaging in the HIV care continuum [3,5]. High rates of sexual risk behaviors, low rates of HIV testing, and poor engagement in HIV care [2,3] have generated a high demand for culturally competent and accessible AYA-targeted HIV prevention and treatment interventions.

The US Department of Health and Human Services Ending the HIV Epidemic (EHE) initiative outlined strategies to reduce new HIV infections by 90% by 2030 [6]. Efficient implementation of HIV research into practice was an area of focus included in the National HIV/AIDS Strategy to move toward EHE, as well as prioritizing populations most affected by the HIV epidemic [7]. In 2018, more than 90% of US youth regardless of race, income, or parent’s education level had access to a smartphone [8], and adolescents expressed a preference for HIV interventions on mobile technologies [9,10]. Hence, mobile health (mHealth) approaches have become increasingly common in engaging AYAs in HIV prevention and care efforts. Focus groups and usability testing studies with YLH have identified privacy, entertainment, social support, and educational content as desired features of mHealth HIV interventions [11-14]. To date, mHealth interventions have used a variety of app features to support engagement, including connecting with other YLH via in-app forums or message boards [15], daily or weekly SMS text message reminders [16-18], and educational games [10,19]. Many mHealth projects, such as weCare, MyPEEPS, and Guy2Guy, prioritize engagement of GBMSM and transgender women with a social support network, inclusive sex education, and culturally relevant content [15,20,21]. mHealth interventions have shown some improvement in outcomes of interest including ART adherence, viral suppression, medical appointment attendance, HIV testing, and perceived social support [10,15,19,20,22]. However, few of these interventions have been tested in large-scale randomized controlled trials, and fewer have been implemented into routine clinical care or community-based settings. Further, there are no existing recommendations for developing, testing, and disseminating mHealth HIV prevention or treatment interventions for AYAs. Accordingly, this study aimed to use a modified Delphi method [23,24] to elicit expert recommendations on the design, evaluation, and implementation of AYA-focused HIV prevention and care mHealth interventions. Study design refers to the road map used to collect and analyze data based on a specific question the researchers hope to answer [25]. An evaluation reflects on how the intervention is implemented and how effective it is over time [26]. An effective evaluation will allow an intervention to adapt over time. Finally, implementation is the adaption and delivery of evidence-based research findings into real-world practice to benefit the community that the intervention was developed to benefit [27].

Methods
Overview
The Delphi method is based on the convergence of expert opinion after multiple rounds of data collection (eg, surveys with Likert scale items) with the final round occurring when agreement emerges among experts [23]. The multiple rounds of data collection and analysis in the Delphi method allow for elimination of survey items that experts agree are unimportant and refinement of the remaining items [23]. The final round leaves a consensus list of recommendations experts agree are crucial to consider. This study used a modified Delphi method [24] to reach consensus on expert recommendations for AYA HIV mHealth interventions. The modified Delphi method used in this study maintained the multiple rounds of data collection, but it omitted the expert-to-expert face-to-face discussion that would occur following data collection due to difficulties in varying schedules and time zones as well as to limit experts from influencing each other. In the absence of the expert
discussion, participants had the option to leave text comments in the survey that were later considered when designing the next survey data collection round.

**Study Design**

**Survey Development**

Survey items were generated by 4 mHealth HIV experts, who were investigators for various federally funded projects relevant to this topic. A list of common considerations when developing, evaluating, and implementing HIV mHealth interventions were compiled for the survey. The study team and the survey development group reviewed and edited the initial survey to ensure items were concise and minimized influence on expert participants’ scoring.

The consensus survey for the first round included 35 Likert items sorted into five different categories: (1) design: preparation phase; (2) design: core elements; (3) evaluation: preparation and study design; (4) evaluation: data sources; and (5) implementation. Item response options ranged from not important (1) to very important (4), and each item included a “comment” textbox for experts to type in general comments (eg, why they scored an item the way they did) or revised wording suggestions. The survey was programmed in Research Electronic Data Capture (REDCap), a secure website software used for data collection and management in clinical and translational research [28,29], which was used to disseminate the survey to expert participants.

**Expert Identification and Selection**

The identification of experts who have knowledge of and experience with AYA mHealth HIV prevention and care interventions to participate in this study involved a review of large-scale HIV mHealth intervention networks and recently funded HIV mHealth projects and programs at the start of this study in 2019. Expert participants were identified through two different adolescent mHealth HIV-related networks, the iTech U19 of the National Institutes of Health (NIH)—funded Adolescent Medicine Trials Network [30] and the Health Resources and Services Administration’s Special Projects of National Significance Initiative in Use of Social Media to Improve Engagement, Retention, and Health Outcomes along the HIV Care Continuum, 2015-2019 [31]. Additional experts were identified through a search of 2019 grantees of adolescent HIV mHealth interventions in the NIH Research Portfolio Online Reporting Tools Expenditures and Results [32] with keyword Medical Subject Headings (MeSH) [33] terms “adolescent,” “HIV,” and “mobile health.” Expert identification and selection for survey participation aimed to encompass the involvement of a variety of cities and organizations in the United States and to include representation of principal investigators, program directors, project coordinators, protocol chairs, and project staff to capture the range of perspectives and expertise within a study team.

**Survey Distribution and Data Collection**

The survey was distributed via email with a weblink to participate in the REDCap survey. Experts had a 4-week window to complete the survey. After the round 1 survey window closed, the data were deidentified and analyzed. Survey items were modified based on expert participant survey response scores and accompanying comments resulting in a subsequent round 2 survey. Given the number of invited experts and consideration of their daily responsibilities, instead of having experts review each other’s responses in their entirety, experts were informed of the group’s overall responses by presenting them only with retained and reworded survey items in the next round for efficiency and privacy. A subsequent round was conducted similarly until a consensus was reached by participants. Only participants from the first round were eligible to participate in the subsequent round. Ultimately, the process was completed in two survey rounds between November 2019 and April 2020. Following successful completion of participation, expert participants were compensated in the form of a US $50 e–gift card for their time and effort in this study.

**Data Analysis and Consensus Criteria**

Deidentified survey Likert responses were exported from REDCap for analysis in Excel (Microsoft Corporation). Scores for each survey responses were determined based on the mean importance rating from not important (1) to very important (4) and were then categorized as retained, flagged, or dropped. Retained survey responses were those with mean scores between 3 (important) and 4 (very important), and automatically appeared on the next iteration of the survey. Flagged survey responses had a score between 2 (somewhat important) and 3 (important). For flagged survey responses, the SDs were calculated. The survey responses with an SD>1 were dropped, and the other flagged survey responses were revised based on the experts’ comments. Finally, survey responses with a score ≤2 (not at all important, 1, to somewhat important, 2) were dropped.

As part of the REDCap survey, expert comments were collected in textboxes, which provided additional information on why they chose a particular survey response, and were reviewed during analysis [34]. Comments were compiled in Word (Microsoft Word) under their survey item, and responses with similar explanations/questions were grouped together for review. Comments were used to inform revisions following round 1 and were especially helpful for reviewing the flagged items, considering where divergence reflected disagreement among experts or unclear wording. Comments were also used to assist in assessing consensus among experts. The revised recommendation list presented to experts were those assessed as “important” (3) to “very important” (4) following the round 2 survey.

**Ethical Considerations**

This study received an exempt determination from the Children’s Hospital of Philadelphia’s Institutional Review Board. The beginning of each survey included an overview of the study and consent language where moving to the next page of the survey indicated willingness to participate in the study.

**Results**

**Expert Participation**

Survey responses were received from 23 of the 35 (66%) invited adolescent HIV/mHealth experts for round 1 (see Figure 1).
identified using reports from HIV mHealth intervention networks and recently funded HIV mHealth projects and programs. Participating experts represented 20 research organizations across the United States. More than half were principal investigators (n=15) and the remaining experts included various roles on a study team, including project directors (n=3), evaluators (n=2), project coordinators (n=2), and other project staff (n=1). Experts who completed the first survey were reinvited to participate in round 2 with a high response rate of 21 of 23 (91%) experts.

Figure 1. Expert identification and selection.

Round 1

**Item Score Analysis**

Of the 35 items asked in the round 1 survey, 86% (n=30) fit the criteria to be retained, 14% (n=5) were identified as flagged, and none fit the dropped criteria (not important, 1, to somewhat important, 2) following the analysis of the survey responses. **Table 1** displays the expert responses for each section: total retained, flagged by SD, and dropped item. Of the 5 flagged items, 1 had an SD>1 and subsequently was kept for round 2.
Table 1. Consensus survey response scoring results: round 1 (R1; n=35) and round 2 (R2; n=28).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td>13</td>
<td>7</td>
<td>4</td>
<td>4</td>
<td>N/A^a</td>
<td>7</td>
<td>35</td>
</tr>
<tr>
<td>R2</td>
<td>11</td>
<td>7</td>
<td>N/A</td>
<td>N/A</td>
<td>3</td>
<td>7</td>
<td>28</td>
</tr>
<tr>
<td><strong>Mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td>3.34 (0.39)</td>
<td>3.60 (0.28)</td>
<td>3.17 (0.28)</td>
<td>3.19 (0.20)</td>
<td>N/A</td>
<td>3.43 (0.20)</td>
<td>N/A</td>
</tr>
<tr>
<td>R2</td>
<td>3.41 (0.35)</td>
<td>3.53 (0.31)</td>
<td>N/A</td>
<td>N/A</td>
<td>3.11 (0.32)</td>
<td>3.41 (0.17)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Retain, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td>10</td>
<td>7</td>
<td>3</td>
<td>3</td>
<td>N/A</td>
<td>7</td>
<td>30</td>
</tr>
<tr>
<td>R2</td>
<td>9</td>
<td>6</td>
<td>N/A</td>
<td>N/A</td>
<td>2</td>
<td>7</td>
<td>24</td>
</tr>
<tr>
<td><strong>Flag, n^b</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td>SD&gt;1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>SD≤1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>N/A</td>
<td>0</td>
</tr>
<tr>
<td>R2</td>
<td>SD&gt;1</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>SD≤1</td>
<td>2</td>
<td>1</td>
<td>N/A</td>
<td>N/A</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td><strong>Drop, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>R2</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

^aN/A: not applicable.

^bFlagged items with SD≤1 were dropped.

**Experts’ Supplemental Comments**

Themes emerged within the comment section that guided the revision of the round 2 survey. Various questions by experts reflected a misunderstanding about how to rate an item’s importance (eg, based on their specific projects or mHealth HIV interventions generally). For round 2, a clarifying statement was included in the instructions to correct this issue. Experts were reminded to focus on overall recommendations that are important even if they do not apply to all intervention types. Additionally, some items (n=6) were revised based on feedback that they were unclear and required further clarification.

**Retained Items**

After review of the quantitative and qualitative analyses, decisions were made about which items to retain for the next round. A total of 4 flagged items with a SD≤1 were dropped, and 3 others were eliminated due to feedback related to the similarities among items in the evaluation: data source section. Specific data sources such as paradata, electronic medical records (EMRs), self-reports, and qualitative data individually were found to be less important than generally identifying an appropriate data source for evaluation of mHealth HIV interventions. Therefore, 3 data source questions were dropped and 1 was revised into a single simplified data source item. The round 2 survey included 28 survey items reduced from the original 35 survey items in the round 1 survey.

**Round 2**

**Item Score Analysis**

Experts were asked to score the importance of the revised 28-item survey. Following the same analytical process as in round 1 (see Table 1), 24 survey items were retained, 4 were flagged, and none fit the dropped criteria (see Table 1). The 4 items that scored in the flagged range (somewhat important, 2, and important, 3) in both round 1 and again in round 2 (see Table 2) were subsequently removed from the recommendation list. Over the two rounds of data collection, experts scored these flagged items consistently as less important compared to the retained items (important, 3, and very important, 4).
Table 2. Rounds 1 and 2 scores for flagged items that were dropped from expert’s recommendation list.

<table>
<thead>
<tr>
<th>Flagged items</th>
<th>Round 1, mean (SD)</th>
<th>Round 2, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Design: preparation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weigh the advantages and disadvantages of integration with an electronic medical record</td>
<td>2.83 (0.94)</td>
<td>2.81 (0.81)</td>
</tr>
<tr>
<td>Consider the advantages and disadvantages of an intervention that is publicly available vs offered by providers in a clinical setting</td>
<td>3.09 (0.73)</td>
<td>2.86 (1.06)</td>
</tr>
<tr>
<td><strong>Design: core intervention elements</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use a theoretical foundation to guide intervention development</td>
<td>3.00 (0.85)</td>
<td>2.95 (0.74)</td>
</tr>
<tr>
<td><strong>Evaluation: preparation, study design, and data source</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consider a study design other than traditional randomized controlled trials, such as a multiphase optimization strategy, sequential multiple assignment randomized trials, or pragmatic trials to optimize and tailor the intervention</td>
<td>3.13 (0.82)</td>
<td>2.76 (0.70)</td>
</tr>
</tbody>
</table>

**Expert Recommendations**

Overall, 86% of the items in round 2 were scored by experts as important (3) to very important (4), indicating a consensus was reached, and a third round of survey data collection was not needed. Table 3 provides the experts’ final 24 recommendations for developing, evaluating, and implementing HIV prevention and care mHealth interventions.

As shown in Table 3, the majority (15/24) of the final recommendations experts assessed as the most important were related to intervention design. Design encompasses a broad range of considerations from who will be on the design team, cost, content, privacy concerns, and more. For example, expert made the following comments on the importance of design consideration:

...The intervention is not for us. It is not something fun to do with hundreds of thousands of dollars and hours. It is a product we’re building with our population to make impactful and positive change in the lives and health of our target population. [On AYA-specific content]

Having the intervention be stealth during everyday life is important. However, message content, when participants are interacting with the intervention, may need to push the privacy boundaries to make it relevant. [On importance of privacy]

When it comes to youth (and perhaps people in general), novelty is important as is continuous development. Nothing is perfect from the beginning. There will always be something that can be tweaked, added, or removed in order to better serve the users of the technology [On incorporating an iterative process]

Evaluation items made up 2 of the final recommendations. As discussed previously, data sources individually were not viewed as important as tailoring the evaluation to each intervention appropriately. Finally, there were 7 final implementation recommendations.
Table 3. Final expert recommendations and average importance scores (range 1-4: not important to very important).

<table>
<thead>
<tr>
<th>Design: preparation recommendations</th>
<th>Round 1, mean (SD)</th>
<th>Round 2, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Have a multidisciplinary team including experts in HIV, adolescent development, software programming, user interface design, and youth</td>
<td>3.83 (0.39)</td>
<td>3.81 (0.40)</td>
</tr>
<tr>
<td>2. Include youth throughout the process to maximize engagement</td>
<td>3.78 (0.52)</td>
<td>3.71 (0.56)</td>
</tr>
<tr>
<td>3. Weigh challenges and benefits of using existing technology (platforms or apps) vs newly created technology</td>
<td>3.30 (0.70)</td>
<td>3.24 (0.83)</td>
</tr>
<tr>
<td>4. Use an iterative process (incorporating feedback and refining) in developing or adapting the intervention</td>
<td>3.65 (0.49)</td>
<td>3.81 (0.51)</td>
</tr>
<tr>
<td>5. Design with sustainability in mind</td>
<td>3.52 (0.79)</td>
<td>3.52 (0.68)</td>
</tr>
<tr>
<td>6. Consider the balance between cost and functionality</td>
<td>3.56 (0.59)</td>
<td>3.38 (0.59)</td>
</tr>
<tr>
<td>7. Develop an intervention that is accessible, for instance it is platform agnostic (ie, can be used on Android, iOS, or Windows) and available to the majority of youth (ie, those with limited cell phone plans and access to Wi-Fi)</td>
<td>3.74 (0.54)</td>
<td>3.67 (0.58)</td>
</tr>
<tr>
<td>8. Determine the appropriate level of real human engagement (eg, automated messaging vs live human coach)</td>
<td>3.39 (0.84)</td>
<td>3.38 (0.59)</td>
</tr>
<tr>
<td>9. Consider whether you want to design for youth at various points across the continuum or for a specific target audience</td>
<td>3.36 (1.01)</td>
<td>3.33 (0.66)</td>
</tr>
</tbody>
</table>

Design: core intervention elements recommendations

<table>
<thead>
<tr>
<th>Design: core intervention elements recommendations</th>
<th>Round 1, mean (SD)</th>
<th>Round 2, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Ensure that intervention content is relevant to the needs of your specific youth population</td>
<td>3.74 (0.54)</td>
<td>3.95 (0.22)</td>
</tr>
<tr>
<td>2. Consider the appropriate dose/frequency of the intervention for optimal efficacy</td>
<td>3.61 (0.66)</td>
<td>3.57 (0.60)</td>
</tr>
<tr>
<td>3. Determine the most appropriate digital health modalities (eg, SMS text messaging, social media, mobile website, e-coach, app, or telemedicine) or a combination that will allow for the maximal engagement and effectiveness of intervention</td>
<td>3.74 (0.54)</td>
<td>3.52 (0.51)</td>
</tr>
<tr>
<td>4. Consider privacy and confidentiality in design (app icon, message content, home screen)</td>
<td>3.78 (0.52)</td>
<td>3.71 (0.46)</td>
</tr>
<tr>
<td>5. Ensure content and engagement strategies are developmentally and culturally appropriate</td>
<td>3.78 (0.42)</td>
<td>3.62 (0.50)</td>
</tr>
<tr>
<td>6. Maximize engagement strategies with the intervention to address issues with attrition</td>
<td>3.57 (0.51)</td>
<td>3.38 (0.67)</td>
</tr>
</tbody>
</table>

Evaluation: preparation, study design, and data source recommendations

<table>
<thead>
<tr>
<th>Evaluation: preparation, study design, and data source recommendations</th>
<th>Round 1, mean (SD)</th>
<th>Round 2, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Determine which intervention components are most effective across groups or individuals</td>
<td>3.35 (0.78)</td>
<td>3.19 (0.68)</td>
</tr>
<tr>
<td>2. Establish the best ways to collect data and what types of data (eg, Google analytics, paradata, self-report data, or electronic medical record)</td>
<td>3.35 (0.65)</td>
<td>3.38 (0.67)</td>
</tr>
</tbody>
</table>

Implementation recommendations

<table>
<thead>
<tr>
<th>Implementation recommendations</th>
<th>Round 1, mean (SD)</th>
<th>Round 2, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Consider the cost and logistics of any human component</td>
<td>3.52 (0.67)</td>
<td>3.38 (0.67)</td>
</tr>
<tr>
<td>2. Plan for participant technology disruption (lost, stolen, broken phone, or plan cut off) by collecting multiple modes of contact information and making it easy to reupload or log in to a platform</td>
<td>3.78 (0.52)</td>
<td>3.52 (0.51)</td>
</tr>
<tr>
<td>3. Consider integration into routine clinical care and community-based services where appropriate</td>
<td>3.17 (0.83)</td>
<td>3.48 (0.75)</td>
</tr>
<tr>
<td>4. Seek youth input about strategies to improve engagement with the intervention</td>
<td>3.43 (0.67)</td>
<td>3.62 (0.59)</td>
</tr>
<tr>
<td>5. Plan for how intervention informational content will be updated</td>
<td>3.48 (0.67)</td>
<td>3.33 (0.66)</td>
</tr>
<tr>
<td>6. Anticipate changes in platforms or operating systems</td>
<td>3.26 (0.69)</td>
<td>3.43 (0.68)</td>
</tr>
<tr>
<td>7. Consider strategies to meet milestones of potentially different timelines of research (eg, grant) and technology partners (eg, development and revision)</td>
<td>3.35 (0.83)</td>
<td>3.10 (0.70)</td>
</tr>
</tbody>
</table>

**Discussion**

**Principle Findings and Comparison With Prior Work**

The modified Delphi method allowed for the rapid collection of data including the opinions of more than 20 AYA-focused mHealth HIV intervention experts with varied experience across the United States. Following two rounds of data collection, an original list of 35 items were modified into 24 recommendations on the design, evaluation, and implementation of HIV prevention and care mHealth interventions for AYAs. These consensus items provide guidelines for future development, evaluation, and implementation of mHealth interventions as well as for prevention scientists to support the health of AYAs at risk for acquiring or living with HIV. At each stage of AYA-focused mHealth HIV research, these considerations can guide
decision-making to optimize efficacy, acceptability, and accessibility of mHealth technology to work toward ending the HIV epidemic.

The three items that experts scored as most important were related to intervention design: ensuring that intervention content is relevant to the needs of the specific youth population; having a multidisciplinary team including experts in HIV, adolescent development, software programming, user interface design, and youth; and using an iterative process (incorporating feedback and refining) in developing or adapting the intervention. These design recommendations highlight the potential value of youth involvement and using community-engaged research principles (eg, listening to your community stakeholders throughout the research process to build trust and improve health outcomes that outlast the study duration) [35,36]. These processes can ensure a strong foundation for the intervention as well as for intervention engagement and sustainability.

This study also identified that intrinsic elements of the design are critical for accessibility and privacy. The accessibility of mHealth interventions may fluctuate depending on the type of platform (eg, iOS, Android, or web applications), device’s operating system version, and adolescent’s access to Wi-Fi and data plan. Privacy and confidentiality of HIV-related mHealth interventions has been documented as very important to YLH [13,37,38], and AYA HIV experts in this study agreed. Preventing unwanted disclosures in fear of the stigma associated with HIV may stop adolescents from downloading or using mHealth interventions that do not protect their privacy and confidentiality [37]. Password-protected accounts, discrete app names, and limiting the access to one’s health information are ways to improve privacy and confidentiality [37,38].

The key considerations for the evaluation of mHealth interventions identified included determining what intervention components were the most effective and advantageous data collection strategies. The round 1 survey analysis found experts scored recommendations on individual data collection methods such as self-report, paradata, and EMRs as less important than selecting the right one for a specific project. This suggests that a one-size-fits-all approach to mHealth intervention evaluations may not be appropriate and should rather be tailored to fit each project’s goals and evolving technology. A clear understanding of the intervention’s desired outcomes may help to determine the most appropriate data collection methods.

In regard to real-world implementation of interventions, experts scored seeking youth input about strategies to improve engagement highest, indicating youth input would be the most important factor. Using a multidisciplinary team, including AYA input, from the start of intervention development was regarded as most important among experts. Again, the importance of including AYA input throughout the entirety of the project was recognized as crucial to reach and engage the youth audience the intervention was designed to help. Other highlights from the implementation recommendations primary focus on technology limitations such as high costs and frequent updates to platforms, operating systems, or devices. Understanding and taking into account the challenges facing youth most affected by HIV may help plan for a more successful implementation. For example, multiple forms of contact information, like emails or social media handles, may be helpful to collect since mobile phone disruptions are common in this group [39]. Additionally, staff time for technology maintenance and initiation were highlighted as important aspects to consider for intervention implementation for clinical care teams and community health organizations.

Limitations
While not hosting a face-to-face discussion among experts allowed us to avoid scheduling challenges and reduced participant time burden, it remains a potential limitation to this study [23]. The option for experts to leave comments served as a discussion forum that allowed us to receive every expert’s opinion without influence from other experts. Another limitation was the potential for bias among experts invited to participate. Additionally, demographic, employment responsibilities, or years of experience were not collected. For this reason, researchers who occupied diverse roles on research teams were intentionally invited as experts to reduce this bias and gain a more complete understanding of different perspectives of the research design, evaluation, and implementation process.

Conclusions
This study is among the first to propose expert recommendations on the development, evaluation, and implementation of mHealth interventions for HIV prevention among AYAs. With a clear focus on the role of youth in all aspects of the process, these expert opinions may not only help move forward the quality of technology-based research for adolescent HIV prevention but also ensure that successful interventions will be disseminated broadly for the most impact.
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Abstract

Background: Research and dissemination of smartphone apps to deliver coaching and psychological driven intervention had seen a great surge in recent years. Notably, Acceptance Commitment Therapy (ACT) protocols were shown to be uniquely effective in treating symptoms for both depression and anxiety when delivered through smartphone apps. The aim of this study is to expand on that work and test the suitability of artificial intelligence–driven interventions delivered directly through popular texting apps.

Objective: This study evaluated our hypothesis that using Kai.ai will result in improved well-being.

Methods: We performed a pragmatic retrospective analysis of 2909 users who used Kai.ai on one of the top messaging apps (iMessage, WhatsApp, Discord, Telegram, etc). Users’ well-being levels were tracked using the World Health Organization-Five Well-Being Index throughout the engagement with service. A 1-tailed paired samples t test was used to assess well-being levels before and after usage, and hierarchical linear modeling was used to examine the change in symptoms over time.

Results: The median well-being score at the last measurement was higher (median 52) than that at the start of the intervention (median 40), indicating a significant improvement (W=2682927; P<.001). Furthermore, HLM results showed that the improvement in well-being was linearly related to the number of daily messages a user sent (β=.029; t81.36=4; P<.001), as well as the interaction between the number of messages and unique number of days (β=.0003; t81.36=–2.2; P=.03).

Conclusions: Mobile-based ACT interventions are effective means to improve individuals’ well-being. Our findings further demonstrate Kai.ai’s great promise in helping individuals improve and maintain high levels of well-being and thus improve their daily lives.

(JMIR Form Res 2022;6(7):e36018) doi:10.2196/36018
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Introduction

Psychological distress, which can be broadly understood as an emotional state of suffering from mood- and anxiety-related symptoms [1], is among the leading causes of disability in the world [2]. It has become highly prevalent; it was recently estimated that up to 50% of the world’s population experiences symptoms of psychological distress [3]. Knowing how widespread mental health issues are, it is not surprising that they were found to be a central cause for the global burden of diseases worldwide, accounting for some 56.7% of disability-adjusted life years [2]. Furthermore, a recent report estimated that in 2010, poor mental health resulted in a US $2-$5 trillion annual loss worldwide owing to poor health and...
reduced productivity. This loss was only projected to increase, expected to approach US $6 trillion by 2030 [4].

While the COVID-19 pandemic imposed numerous hardships on the world, the increase in prevalence and severity of mental distress symptoms reached a level where worldwide organizations declared it a global crisis that needed immediate attention [4,5]. While the number of individuals with mental illnesses has been documented in the second decade of the 21st century, there was no comparable increase in the numbers of individuals receiving treatment for these symptoms over the same period. This highlights the unmet needs for more treatment possibilities [6]. Furthermore, it was recently claimed that despite the substantial investment in the development of new medications and therapeutic protocols, they are only expected to have a limited impact over the long term. In contrast, it is argued that greater attention should be given to the development of prevention strategies and tools [7].

Recently, mobile apps and computer-based applications have become increasingly useful tools for creating and disseminating mental health prevention and treatment programs [8-10]. Mobile interventions introduce a fresh variety of possibilities, including the provision for unlimited interactions and psychological interventions. This creates opportunities to reach patients anytime and anywhere. Furthermore, this kind of platform also has the possibility to enhance efficiency by increasing the treatment intensity and integrating therapeutic strategies into daily life [11].

The use of mobile-based innervations was found to be particularly effective when it was used to deliver Acceptance Commitment Therapy (ACT) protocols [12-15]. Since ACT protocols allow for a low-intensity or high-frequency approach [12], they are a highly effective method to facilitate changes in the flexibility of the thinking process, which is one of ACT’s central features [16]. ACT is a form of psychotherapy positioned within the third wave of behavioral therapies. It focuses on teaching patients how to deal with challenging experiences by reflecting on their values [16]. ACT works to develop psychological flexibility, which entails having the ability to stay in contact with the present regardless of any unpleasant thoughts, feelings, or bodily sensations. Recently, ACT was shown to be effective in treating symptoms of both depression [14] and anxiety [13].

In this pragmatic retrospective study, we report the test results of a mobile platform called Kai.ai. Kai.ai is a platform designed to provide ACT-based, artificial intelligence–driven conversational coaching that helps users build habits for healthy living and resilience. It integrates seamlessly with all the top messaging apps (iMessage, WhatsApp, Discord, Telegram, etc) allowing for ecological momentary assessment and ecological momentary interventions. The platform checks in with users throughout the day and leverages users’ responses and journaling exercises to deliver tailored ACT skilled coaching. In this study, the platform was evaluated using both a pre-post and longitudinal design to assess changes in measures of well-being among users. Our hypothesis being that using Kai.ai will result in improved well-being.

Methods

Study Design

A pragmatic retrospective design was used for this study, using data collected as part of users’ engagement with Kai.ai’s services. All participants were located in the United States and had free access to the service, which is seamlessly integrated with all the top messaging apps (iMessage, WhatsApp, Discord, Telegram, etc). This retrospective study included data from 2909 Kai.ai users, 85% of whom were recruited from major social networks such as TikTok, and they are presented with an advertisement inviting them to test how happy they are. Clicking the advertisement would direct users to a landing page (How happy are you? - Kai), where they can complete the World Health Organization-Five Well-Being Index (WHO-5). Upon completing the questionnaire, users were asked whether they would like to continue and engage with Kai.ai in the future.

During the first engagement, users were asked to complete an electronically secured version of the WHO-5. The survey was completely optional, and users could opt to not take part in the assessment phase. As users continued using Kai.ai, they were prompted once every 6 weeks to complete an additional WHO-5 assessment.

Participants

Participants completed the WHO-5 at least twice, with the highest number of completed WHO-5 measurements being 9. All participants in this study were from the United States, but since the data set used in this study was completely anonymized before it was given to the authors, no gender- or age-related information was available.

Ethical Considerations

This report is based on a postfactum analysis, which used anonymized data gathered during users’ engagement with Kai.ai’s services. As such, it was determined as not being a study involving human subjects by WCG IRB (1-1504102-1).

WHO-5

The WHO-5 is a short self-report to measure well-being [17,18]. Items are rated on a 6-point Likert scale, where participants are asked to rate their experiences in the past 2 weeks from 5=all of the time to 0=at no time. Raw scores are then multiplied by 4 to transform the scale to a percentage-based scale, ranging from 0% to 100%. A transferred score of below 50% reflects poor well-being, and a 10-point change in the translated score is seen as clinically relevant [17]. Owing to its ease of use and high validity, the WHO-5 has been extensively used in mental health– and physical health–related mobile apps [19-23].

Intervention

Overview

Users can choose to interact with Kai.ai through common messaging apps. Each user’s first interaction starts with an onboarding process where the WHO-5 is administered. Based on the users’ responses, Kai.ai builds 3 routines for the morning, noon, and evening. Each routine includes one or more of the
service’s main blocks: (1) **Reflections and Journaling** and (2) **Exercises**.

**Reflections and Journaling**

For **Reflections and Journaling**, users are invited to think and write about their experiences. To maintain structure and help guide users, Kai.ai uses three kinds of journaling cues: gratitude, learning, and one good thing that happened.

During the gratitude exercise, users are encouraged to identify things for which they are grateful and to list them in writing, where they can easily review this list daily—which gives room to develop flexible thinking patterns. In the learning exercise, users are asked to focus on the lessons they can learn from their experiences and, lastly, in one good thing that **Exercises** users learn to reduce stress and anxiety by focusing on a single task rather than a long to-do list and spreading themselves too thin. Adopting a routine reflection and journaling process is meant to help users achieve a more centered, grounded, joyous, and purposeful state of mind.

**Exercises**

Two main types of exercises are offered to users: breathing exercises and ACT training. The breathing exercises focus on teaching users how to breathe in a constructive manner: breathing through their noses, using their diaphragm, and noting their posture. These are all meant to ensure a better flow of oxygen to the body, allowing for a reduction in stress and anxiety through the operation of the parasympathetic nervous system [24].

The used ACT training is based on the mindfulness approach aimed at increasing psychological flexibility, and treating pain and discomfort as facts of life can be used for personal growth through a process of acceptance and validation [16].

**User Interaction**

Users have 2 main ways to interact with Kai.ai: passive and active. In the passive way, the service checks in on the user at least once and not more than 3 times a day, depending on the routine created during onboarding. The check-in prompts can include either **Reflection and Journaling** open-ended questions or closed questions where users are asked to indicate how happy they are. In addition to the passive check-ins, users can actively reach out to Kai.ai by simply texting it whenever they feel the need to.

**Data Analyses**

To test Kai.ai’s impact on participants’ well-being, 2 analytical methods were used. First, a paired samples t test was performed to compare participants’ baseline WHO-5 scores, which were collected just before the initiation of use, and the last WHO-5 score recorded for each participant. Following the initial analysis, hierarchical linear modeling (HLM) was used to examine the change in the users’ well-being over time. HLM was chosen over other repeated measures models, such as repeated measures ANOVA, owing to its unique ability to model incomplete or imbalanced data sets. In the first level, the HLM was modeled to estimate the individual linear slopes and intercepts, and in the second level, the sample’s average slope and intercept were estimated.

**Results**

**Paired Samples t Tests**

Users’ scores on the WHO-5 were compared from the first and last measurement of each user. On average, users’ last measurement score was better (median 52) than their first (median 40). A Wilcoxon signed rank test indicated that this difference was significant (W=2682927; P<.001). Figure 1 shows a box plot of the median (IQR) values of change in WHO-5 scores.

![Box plot of the median (IQR) values of change in World Health Organization-Five Well-Being Index (WHO-5) scores for users' first and last measurements.](https://formative.jmir.org/2022/7/e36018)
HLMs

In addition to the paired samples t test that was used to compare users first and last measurement scores, an HLM was used since it is best suited to deal with incomplete data sets while still accounting for the data set’s repeated measures nature [25]. This unique strength of the HLM analysis was this analysis because the number of measurements among users varied between 2 and 9. Some users used the app for only 2 months, others used it for well over a year.

Consequently, our model tested whether differences in users’ WHO-5 score between any 2 consecutive measurements could be predicted by the level of engagement during the time frame.

As such, we used 2 variables as indications of engagement: the number of unique days during which the user had active interactions with Kai.ai during the specified time frame and the number of daily messages the user sent during that time. Using the R nlme package [26], the effect of the engagement variables on the difference in WHO-5 scores was first tested separately for each measurement time point (second to ninth) and then aggregated over all time points. Our results show that the difference in WHO-5 scores was linearly related to the number of daily messages a user sent ($\beta =.029; t_{81.36}=-2.2; P=.03$) and the interaction between the number of messages and unique number of days ($\beta =-.0003; t_{81.36}=-.2; P=.9$), but not to the unique number of days on its own (Table 1).

Table 1. Unconditional growth model for changes in the World Health Organization-Five Well-Being Index (WHO-5) scores over time.

<table>
<thead>
<tr>
<th>WHO-5 score</th>
<th>Estimate ($\beta$)</th>
<th>SE</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>.563</td>
<td>1.045</td>
<td>0.536 (81.36)</td>
<td>.59</td>
</tr>
<tr>
<td>Total daily messages</td>
<td>.029</td>
<td>.007</td>
<td>4 (81.36)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Unique active days</td>
<td>-.015</td>
<td>.036</td>
<td>-.427 (81.36)</td>
<td>.67</td>
</tr>
<tr>
<td>Interaction</td>
<td>-.0003</td>
<td>.0001</td>
<td>-2.2 (81.36)</td>
<td>.03</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this paper, we report the results of a pragmatic retrospective study aiming to test the effectiveness of a mobile phone–delivered, ACT-based, artificial intelligence–delivered conversational coaching platform. In the onboarding measurement, half of all participants reported a WHO-5 score of 40 or less, which is well below the cut-off point of 50, and an indicator of poor well-being. However, on the last measurement recorded for each user, half of all participants indicated a score of 52 and above, indicating a change for the better and an overall good well-being. These results highlight the great potential ACT-based mobile apps can have for improving users’ daily well-being.

Limitations

This paper describes the use of a novel platform and treatment protocol using mobile messaging apps to deploy ACT-based treatment to improve the well-being of users. Our results, while highlighting Kai.ai’s great potential as reflected by the pre-post results, also hints at the wealth of possibilities still left to discover. The results of our HLM model, especially those of the negative interaction between the engagement variables, indicates that further research is needed to fully understand and describe Kai.ai’s potential and fit. An example of such an area, which future research should expand on, is Kai.ai’s suitability to different genders and age groups. A recent study found differences among these groups in the adaptability of mobile-based coaching tools, as females and younger age groups (18–25 years) showed higher adaptability than males and older ones, respectively [27]. To overcome these adaptability challenges, a number of key features are introduced, which are directly aimed at improving users’ engagement, leveraging the motivations of choice and progression. As such, an emphasis was placed on greater choice, as users are given the option of choosing tracks that focus on different central core ideas, such as relationships, mood, and life habits. Furthermore, over time, the daily routines and exercises offered to the user are selected on the basis of past preferences. Lastly, by allowing users to review their progress, allowing users the ability to view their progress time.

Conclusions

The findings reported in this paper show Kai.ai’s great promise in helping individuals improve and maintain high levels of well-being and thus improve their daily life. These findings are further emphasized by the great need for mental health interventions, while the availability of and accessibility to treatment remains limited. It seems that the use of such technology, which is found to improve mental well-being per the findings of the WHO-5, is essential, especially nowadays.
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Abstract

Background: Type 1 diabetes mellitus (T1DM) is dependent on self-care to avoid short- and long-term complications. There are several problem areas in diabetes that could be addressed by psychological interventions, such as suboptimal problem-solving strategies and fear of hypoglycemia. There is empirical support for a few psychological interventions, most often cognitive behavioral therapy, with various treatment aims. However, these interventions are largely unavailable in regular diabetes health care. Online guided self-help cognitive behavioral therapy could help achieve greater outreach.

Objective: We tested a manualized treatment in the early stage for further development, with the long-term aim to increase access to care. The purpose of this report was to show the potential of this newly developed online intervention by describing 2 illustrative cases.

Methods: An online guided self-help cognitive behavioral therapy protocol featuring problem solving and exposure was developed. The treatment was administered from a secure online platform and lasted for 8 weeks. Case 1 was a male participant. He had a number of diabetes-related complications and was worried about his future. He reported that he had a general idea that he needed to change his lifestyle but found it difficult to get started. Case 2 was a female participant. She had fear of hypoglycemia and unhelpful avoidance behaviors. She kept her blood glucose levels unhealthily high in order to prevent hypoglycemic episodes. Furthermore, she avoided contact with diabetes health care.

Results: The 2 participants showed clinically significant improvements in their most relevant problem areas. In case 1, the participant’s blood glucose levels reduced, and he was able to establish healthy routines, such as increase physical exercise and decrease overeating. In case 2, the participant’s fear of hypoglycemia greatly decreased, and she was able to confront many of her avoided situations and increase necessary visits to her diabetes clinic. Treatment satisfaction was high, and no adverse events were reported.

Conclusions: It is possible to deliver a cognitive behavioral therapy intervention aimed at problem areas in diabetes online. Problem solving appears to help with problems in everyday routines and lifestyle choices. Exposure to aversive stimuli appears to be a plausible intervention specifically aimed at the fear of hypoglycemia. Larger and controlled studies are needed.

(JMIR Form Res 2022;6(7):e32950) doi:10.2196/32950
Introduction

Background

Type 1 diabetes mellitus (T1DM) is a chronic condition caused by deterioration in the ability of the pancreas to produce insulin, leading to insufficient insulin levels [1]. Lifestyle factors have not been found to increase the risk of T1DM, although, for example, diet and exercise are important to keep blood glucose stable when the disease is present [2]. Thus, patient self-care behaviors are necessary to maintain a stable and healthy blood glucose level [2]. People with T1DM are required to monitor their blood glucose levels multiple times per day and to plan and adjust insulin doses based on several factors. These factors include daily activities, food intake, exercise, ongoing infection, stress, and others, requiring well-functioning planning and problem-solving skills [3]. Fear of hypoglycemia is a fear specific to insulin-treated diabetes, which can lead to several unhelpful avoidance behaviors [4]. These behaviors generally include keeping blood glucose levels unhealthily high to try to avoid hypoglycemia, as well as avoiding places or situations viewed as potentially dangerous [5].

Psychological interventions aimed at people with T1DM have usually involved different types of cognitive behavioral therapy (CBT), often aimed at emotional coping and behavioral change [4]. One intervention that has been used for people with T1DM is problem solving, which is a technique that teaches a structured approach to solving practical and emotional problems [6]. Another CBT intervention that has been suggested is exposure, an often used and effective treatment component for anxiety disorders. This technique is used to confront feared stimuli, in order to decrease fear and to decrease avoidance of fearful situations [7]. For T1DM, exposure has mainly been proposed as an intervention for fear of hypoglycemia [4]. Exposure has previously been successfully tried for fear of hypoglycemia in a case study of face-to-face CBT [8]. Further evaluation of exposure has been proposed [4]. Exposure has been used successfully in guided self-help treatments for somatic conditions, including irritable bowel syndrome (IBS) [9], atrial fibrillation [10], and asthma [11].

Exposure may theoretically be a sound approach for people with T1DM who display avoidance behaviors and fear of symptoms, and this approach has been successful for similar chronic conditions. Regardless of the helpfulness of CBT in people with T1DM, access to psychologists with relevant knowledge of the diabetes population is severely limited [12]. Over several years, great progress has been made with CBT over the internet. Internet-delivered CBT (internet CBT) has some advantages over traditional CBT. Internet CBT requires less time per therapist and patient, and therefore allows more people to be treated. The format also means that the treatment can be available for people living in rural areas. The effects of internet CBT have been evaluated for a large number of conditions, generally with equal effects as traditional CBT [13]. One recent meta-analysis found 25 randomized controlled trials of CBT for diabetes, although only 5 of these were aimed at type 1 diabetes. The analysis suggested that CBT is an effective intervention to improve blood glucose and quality of life. However, none of the approaches had been completely delivered via the internet, and none had exposure as the main intervention [14]. There is some evidence suggesting the effectiveness of CBT for improving blood glucose and mental health in people with T1DM [14]. Therefore, we believe it is valuable to examine if online CBT for T1DM, including exposure, can be feasible, using a case study as the first step.

Objective

The objective was to develop a manualized CBT treatment delivered online. In this study, we tested a treatment in the very early stage. The participants’ course of treatment was explored to get an early indication of what might and might not be practical in this type of treatment. To illustrate this, we describe 2 cases involving 2 participants with T1DM, who completed online guided self-help CBT. The illustrative cases will be used to revise and further adapt the treatment protocol adopted.

Methods

Participants

The details of the below 2 cases have been altered to protect the anonymity of the participants while keeping the functional similarity of the participants’ behavioral analysis and the characteristics of the treatment. The participants were recruited via advertisements on social media. They had to have a self-reported T1DM diagnosis, be unsatisfied with their blood glucose, or report other psychological or behavioral problems connected to their diabetes. In telephone interviews, the participants were asked about their diabetes history. The participants were asked about problematic areas with diabetes self-care and life in general. In particular, the participants were asked about specific emotional and behavioral reactions to problematic situations. The interviews were not recorded. See Table 1 for the timeline of the intervention.

Table 1. Timeline of the intervention.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Assessment</th>
<th>Treatment start</th>
<th>Treatment end</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant 1 (Mr A)</td>
<td>January 25, 2018</td>
<td>March 06, 2018</td>
<td>April 27, 2018</td>
</tr>
<tr>
<td>Participant 2 (Ms B)</td>
<td>April 18, 2018</td>
<td>May 01, 2018</td>
<td>June 23, 2018</td>
</tr>
</tbody>
</table>

https://iformative.jmir.org/2022/7/e32950
Case 1
Mr A was a man in his 40s with a university education. He had self-reported lifestyle problems and an increasing worry about complications. Mr A had found it difficult to engage in physical activity, which he knew was important to his health. He reported that he was very preoccupied with work and that it was challenging to fit physical activity into his schedule. He also found that he ate too much, reporting feelings of hunger even after he had eaten portions of adequate size according to the recommendations of his dietician. Mr A was already experiencing a number of diabetes-related complications (some mild and transient, and others moderately serious and permanent). He reported that he was often preoccupied with worry that the complications would deteriorate and that he would develop additional complications. He reported that it was problematic and a burden to plan the day with consideration of the disease, as well as find time and practical opportunity for self-care activities within daily life. Perfectionistic tendencies were another area that could cause problems, leading to unhelpful thoughts that if Mr A was not able to manage his diabetes perfectly, he might as well give in completely. This could lead to hopelessness and engaging in problematic behaviors, such as eating unhealthy food, reasoning that it did not matter anyway. Worry distracted him from engaging in more enjoyable activities, and could lead to a feeling of helplessness, as well as frustration and anger with the disease, or feeling overwhelmed.

Mr A reported that he had a general idea that he needed to change his behaviors and habits to improve his well-being. However, he had difficulties knowing precisely where to begin, and felt that he needed a structured way forward to fit self-care behaviors into his busy life. Previous approaches to behavioral change had also been hindered by unhelpful thoughts, worry, and perfectionism. We believed that problem solving and exposure would be helpful interventions for Mr A, as this would help him to structure what he already had in mind and help him go against unhelpful emotions to engage in behaviors he felt he needed.

Case 2
Ms B was a woman in her 30s with a university education. She reported high blood glucose levels and fear of hypoglycemia throughout several years. Her fears included worrying about losing consciousness or feeling humiliated in public, losing control, not having anyone there to help her, making serious mistakes, and becoming aggressive toward other people. A particular fear was to experience hypoglycemia during the night, which Ms B felt was a very frightening experience, sharing many characteristics of a panic attack. Furthermore, she reported that she had neglected her medical self-care to some degree when newly diagnosed in her early teens, acting as the disease would simply go away, although she knew that was not a realistic judgement. Stress was a reported problem area, which was accompanied by higher blood glucose. Ms B reported that her blood glucose level was less stable and that she did not find the time for proper self-care when under stress. This could lead to stressful thoughts about her diabetes, increasing stress in a vicious circle. A particularly unhelpful behavior was to eat to keep the blood glucose level high, in order to avoid hypoglycemic episodes during the night. This behavior would ease the fear and anxiety in the short term. In the long run, however, this led to hyperglycemia, with its unpleasant symptoms, such as thirst and fatigue. Likewise, Ms B preferred her blood glucose level to be on the higher side in other situations, such as when attending parties and driving. Another problematic area was that Ms B was afraid of diabetic health care itself. She avoided contacting her hospital diabetes unit as much as possible and reported aversive events where she had been educated in great detail about possible complications. Although the physician had all the best intentions, Ms B reacted with fear. Further mentions of complications made her anxious, and she wished to avoid the subject altogether. Ms B had been in contact with a psychologist about her diabetes before, but she was not satisfied with the intervention, reporting that they mainly talked in general, and that she was told to practice positive thinking, rather than behavioral interventions aimed at specific targets.

Ms B reported that her situation was beginning to be difficult to handle and felt overwhelmed by her fears. Our behavioral analysis showed that her fear had led to many avoidance and safety behaviors, with a negative impact on her blood glucose and general well-being. We hypothesized that it would be useful to have a particular focus on Ms B’s fear of hypoglycemia during the treatment. According to our hypothesis, if her fear of hypoglycemia was improved, it would lead to improvement overall.

Ethical Considerations
The exercises in the treatment were discussed with a consultant endocrinologist and were considered safe. All procedures in the study were in accordance with the ethical standards of the regional ethics committee and with the 1964 Helsinki Declaration and its later amendments or comparable ethical standards. It was approved on January 04, 2018, by the regional authority Etikprövningsnämnden Stockholm (2017/2278-31). An addendum was approved by the same regional authority on February 12, 2018 (2018/300-32). Another addendum was approved on April 30, 2021, by the Swedish national authority Etikprövningsmyndigheten (2021-02263). Participants provided written informed consent for participation and publication.

Measurements
This study relied on self-reported measures. The measures were filled out as online questionnaires, before and after treatment, and every week in some cases.

Blood Glucose
Glycated hemoglobin (HbA1c) is a well-used biomarker for the blood glucose level over several months [2]. Participants reported their latest known HbA1c value and were encouraged to get a new measurement toward the end of treatment. In what way and how often participants measured their blood glucose level as part of their regular self-care was not controlled for in this study.
Problem Areas in Diabetes
The Problem Areas in Diabetes (PAID) Scale [15] is a scale used to assess areas of diabetes a patient may need guidance for from health care, and to screen for “emotional distress” in patient with diabetes. The PAID Scale consists of 20 items on a scale from 0 (“not a problem”) to 4 (“serious problem”). The total score ranges from 0 to 100, and scores over 40 indicate “emotional distress.” According to the authors of the scale, people with a score of 40 or higher require attention from their diabetes team, and the score is expected to drop 10-15 points following medical and educational interventions. The scale has been validated and shown to be acceptable in a diabetes population [15]. This scale was measured weekly.

Fear of Hypoglycemia
The Hypoglycemia Fear Survey (HFS) [16] was developed to measure to what degree a patient with diabetes is afraid of hypoglycemia. This scale explores avoidance behaviors and worry in relation to hypoglycemia. It has 23 items with a range from 0 (“never”) to 5 (“always”). The total score is 0-92, with a mean score of 25 in a clinical sample. This scale was measured weekly.

Anxiety
Generalized Anxiety Disorder-7 (GAD-7) [17] is commonly used to measure anxiety. It consists of 7 items using a scale from 0 (“not at all”) to 3 (“nearly every day”). The total score is 0-21 points. The authors suggest cutoff scores for mild (5), moderate (10), and severe (15) anxiety. The scale has been found to be valid and reliable [17].

Depression
The Patient Health Questionnaire (PHQ-9) [18] consists of 9 items on a scale from 0 (“not at all”) to 3 (“nearly every day”), with a total score of 0-27. The authors suggest a cutoff at 5 (possible depression) and 15 (probable depression). The scale has been found to be valid and reliable [18].

Stress Reactivity
The perceived stress scale [19] consists of 14 items on a scale from 0 (“never”) to 4 (“very often”), with a total score of 0-40. The authors suggest intervals, with 0-13 indicating low stress, 14-26 indicating moderate stress, and 27-40 indicating high perceived stress. The scale has been shown to be valid and reliable [19].

Credibility/Expectancy
Participants’ perception of the credibility of the treatment and their expectation of the final result were assessed with the Credibility/Expectancy Questionnaire (CEQ) [20], using a scale from 1 to 6, with a total score of 0-50. Higher scores suggest better credibility/expectancy. The scale has been found to be valid and reliable. The scale was administered 1 week into treatment.

Treatment Satisfaction
The Client Satisfaction Questionnaire (CSQ) [21] consists of 8 items on a scale from 1 to 4, with a total score of 8-32. The score can be recalculated with a total score from 25 to 100. A higher score suggests a higher satisfaction [21].

Adverse Events
Participants answered questions about whether they had experienced any adverse events, and if so, they were told to elaborate on these experiences. The questionnaire was unpublished.

Subjective Assessment
Participants were asked about subjective blood glucose improvement, using the Subjective Assessment Questionnaire (SAQ), with a 6-point scale ranging from “much declined” to “much improved.” This type of scale is often used for other somatic conditions and has been found to be useful and valid [22].

Therapeutic Intervention
The treatment was delivered entirely via the internet, through a secure treatment platform. Participants received homework each week, answering questions about the psychoeducation and doing exercises in their everyday life. Participants received psychoeducation based on material from a previously evaluated CBT group treatment for TIDM [23] and adapted material from an internet-delivered treatment for IBS [9]. The material from the IBS treatment was general information on worry about symptoms and exposure to avoided stimuli, which was easily adapted for TIDM by changing examples. The participants had access to 5 modules of psychoeducation, each approximately corresponding to 10 written A4 pages. The active treatment consisted of established CBT interventions. The main components used were problem solving and exposure. There were also some cognitive interventions, namely information about thinking traps and basic cognitive restructuring, and additional interventions such as assertiveness training and life values. The participants read the same material and tried all interventions. After about half of the treatment, a main focus was chosen according to their specific problem in a discussion with the therapist.

Therapist and Supervisor
The therapist (DK) was a master’s student at the time of the study and was trained in CBT. His supervisor for the master’s thesis (BL) also acted as a therapy supervisor. The supervisor is a professor of psychology and a licensed psychologist specialized in CBT. The therapist could be reached through text messages in the online platform at any time throughout the treatment. The role of the therapist was to provide guidance and support, provide feedback, and answer questions. The therapist also gave access to the next module after the previous one was completed. Study participants were notified by an automatic text message each time the therapist had made contact via the online platform. If participants were inactive, they were encouraged to continue their assignments via text messages or phone calls.

CBT Model
We mainly used a general cognitive-behavioral model, where we assumed that thoughts, emotions, and behaviors interact and influence each other, which was largely influenced by an exposure-based CBT program for IBS [9]. See Figures 1 and 2 for an overview. This model also assumes that these influence
blood glucose levels directly via behaviors or indirectly via thoughts and emotions that influence behaviors. In some cases, emotions, such as stress, may influence general mood, which may directly influence blood glucose, as suggested by a CBT group treatment for T1DM [4]. Increased awareness may lead to symptom preoccupation, making a person more observant of potential symptoms [9]. We worked from an exposure-based paradigm, where we assumed that humans avoid unwanted experiences that may be aversive short term, but still are important and helpful [9]. Exposing oneself to aversive stimuli or situations decreases anxiety over time, most likely due to extinction of fear [7]. It is possible that symptoms of anxiety can overlap with symptoms of low blood glucose, thus conflating the two [4]. Exposing oneself to feared situations in the presence of anxiety symptoms should, according to this model, decrease fear of hypoglycemic symptoms, and decrease avoidance of feared situations or situations where low blood glucose levels would be unwanted.

The intervention also contained a few approaches that were not necessarily based on this model but did not contradict it, including cognitive restructuring, assertiveness communication skills, and life values. These were components from the previously evaluated CBT group treatment on which this intervention was partially based [4]. These were kept in addition to the main exposure-based model, in order to explore if these could be useful complementary interventions.

**Figure 1.** General cognitive behavioral therapy model. Adapted from T Anderbro and Susanne Amsberg (unpublished data, 2004) and B Ljótsson and E Hedman-Lagerlöf (unpublished data, 2012).

**Figure 2.** Suggested exposure model for fear of hypoglycemia. Adapted from B Ljótsson and E Hedman-Lagerlöf (unpublished data, 2012).

### Content of Treatment Modules

**Module 1**

The module began with practicalities followed by general education on T1DM. The module also introduced the CBT model and education of general CBT principles. Participants were taught about our proposed interaction of thoughts, emotions, and behaviors. This, in turn, would influence self-care and blood glucose levels. Participants were introduced to the concept of functional behavioral analysis and learned how to identify what prevented them from behaving in accordance with their goals.
Module 3
The module contained psychoeducation about anxiety and worry, and the roles these play in unhelpful behaviors. The participants were educated about the concept of exposure to aversive stimuli, and were provided further information on how to facilitate behavioral change. This module also introduced life values, often used in acceptance and commitment therapy [24], as an additional intervention. The participants considered the various areas in their own life where diabetes could have interfered. The participants were also encouraged to plan and work toward better integrating diabetes self-care into the life they wished to lead. As an additional skill, the participants were taught about assertiveness training.

Module 4
The module was mainly dedicated to exposure exercises. These were based on the problematic behaviors and situations participants had analyzed earlier in treatment. With the help of their therapist, the participants constructed an exposure hierarchy and used that to plan exposure exercises. If exposure to aversive stimuli was not appropriate, the participant would continue to work with behavioral change, for instance, with the help of problem solving and other helpful skills previously taught.

Modules 5-7
There was no additional information at this point in treatment. The participants continued to practice and were guided by their therapist as earlier. If a participant had a slower pace than 1 module per week, this could be a time to catch up.

Module 8
In the final module, the participants constructed a maintenance plan, based on the skills they used the most.

Results
Overview
The overall results in the 2 cases are presented in Table 2.

Table 2. Results in the 2 cases.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participant 1 (Mr A)</th>
<th>Participant 2 (Ms B)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pretreatment</td>
<td>Posttreatment</td>
</tr>
<tr>
<td>HbA1c (mmol/mol)</td>
<td>60</td>
<td>50</td>
</tr>
<tr>
<td>PAID Scale score</td>
<td>50</td>
<td>28</td>
</tr>
<tr>
<td>HFS score</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>GAD-7 score</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>PHQ-9 score</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>PSS score</td>
<td>32</td>
<td>16</td>
</tr>
<tr>
<td>SAQ score</td>
<td>N/A</td>
<td>6</td>
</tr>
<tr>
<td>AEs</td>
<td>N/A</td>
<td>0</td>
</tr>
<tr>
<td>CSQ score</td>
<td>N/A</td>
<td>75</td>
</tr>
</tbody>
</table>

aHbA1c: glycated hemoglobin.
bNot reported.
cPAID: Problem Areas in Diabetes.
dHFS: Hypoglycemia Fear Scale.
eGAD-7: Generalized Anxiety Disorder-7.
fPHQ-9: Patient Health Questionnaire-9.
gPSS: Perceived Stress Scale.
hSAQ: Subjective Assessment Questionnaire.
iN/A: not applicable.
jAEs: adverse events.
kCSQ: Client Satisfaction Questionnaire.

Case 1
Problem solving was the primary intervention for Mr A. He was able to try out solutions to numerous problems. For example, he managed to fit squash into his schedule, and had a goal to play once a week with his friends and to walk 8000-12,000 steps per day, in order to get an adequate amount of daily exercise. He made a rule to only take one portion of food for each meal, and he found it effective to go against his worry to do these physical activities, even though they reminded him of his complications. This could possibly be considered a form of exposure to aversive stimuli. Before treatment, Mr A had a score of 50 in the problem areas on the diabetes scale. After treatment, the score had dropped to 28, meaning a decrease of 22 points. Answering a postmeasurement question, Mr A stated that his blood glucose greatly improved. Another
improvement was clinically significantly decreased stress according to the perceived stress scale, with a score of 32 before treatment and 16 after treatment. Fear of hypoglycemia did not seem to be a problematic area for this participant, beginning with a low grade of 8 points compared to an average of 25 in a clinical sample [4]. The value increased somewhat to about 20 through the course of treatment, but gradually decreased again to a score of 7 after treatment. Mr A reported 75 out of 100 points in the CSQ, indicating a high satisfaction with treatment. He stated that he was very satisfied with the treatment overall. Mr A also gave feedback on the psychoeducation material, feeling that the material was too long, and he wished for it to be more concise and to the point.

After treatment, Mr A reported his long-term blood glucose levels to us, which showed a decrease in HbA1c from 60 to 50 mmol/mol, which is not only a clinically significant change in the desired direction, but also within the general goal value of <52 mmol/mol in Swedish diabetes care [25]. Mr A reported that it was the best HbA1c value in his clinical history and that he attributed this to the treatment. It is important to remember that a decrease in HbA1c does not necessarily equal a healthier lifestyle but could be a misleading finding because of repeated hypoglycemic episodes. This was not the case for this participant, however, as neither increased frequency of hypoglycemia nor any other adverse events were reported upon questioning. There were still some hyperglycemic episodes, meaning that there was room for continued decrease in hyperglycemia, but the blood glucose levels were quite satisfactory overall, according to the Swedish guidelines. Overall, considering Mr A’s satisfaction with the treatment, the decreased problematic areas associated with his diabetes condition, and the decreased blood glucose levels, the treatment appeared to be successful.

Case 2
Ms B’s treatment consisted mainly of exposure exercises aimed at her fear of hypoglycemia and associated avoidance behaviors. Another important area covered was her fear of visiting the diabetes hospital unit, which could be considered exposure to the emotion of shame, as hospital visits reminded her of her perceived failures as a patient with diabetes. She gradually approached health care, attending a lecture at her diabetes clinic about complications and their prevention. She reported that this increased her anxiety severely, but she was able to stay in the situation until it reduced. As a result of this, Ms B reported that she was able to form a better relationship with her diabetes care staff, which could prove beneficial to her future health. Another important area was the safety behavior of eating extra food before bedtime to decrease the risk of night-time hypoglycemia. Ms B gradually decreased the amount she ate and was eventually able to overcome this safety behavior, with potentially significant results for her overall blood glucose levels. Initially, she reported increased anxiety and difficulty falling asleep. She also reported waking in the middle of the night, feeling anxious, and checking her blood glucose levels. After less than a week, however, she reported that her anxiety started to subside and that she was able to sleep uninterrupted again. Eventually, she was able to stop the safety behavior of excessive eating before bedtime.

Ms B reported a significant decrease in diabetes-specific problems, with a decrease from 92 to 53 on the PAID Scale. This is still a high number, but the decrease was much greater than the expected decrease after education only, according to the authors of the scale. Relevant to her main problems, Ms B reported a significantly lower fear of hypoglycemia of 40 points on the hypoglycemia fear scale compared with 64 points before treatment, which was a clinically significant decrease, and she rated her blood glucose levels as somewhat improved. Ms B reported a score of 100 out of 100 points on the client satisfaction scale, indicating excellent treatment satisfaction. Unfortunately, we did not know if the treatment had any effects on Ms B’s blood glucose or HbA1c levels, as she did not report a posttreatment HbA1c value. Nevertheless, we consider the treatment successful because the treatment was able to target her fear of hypoglycemia using exposure to feared stimuli. It should be noted that her depression rating increased after the treatment, as measured by the patient health questionnaire. When asked, she did not think that this was a negative effect of the intervention but attributed her decreased mood to external factors.

Adverse Events
No adverse events or other unexpected events were reported in either of the cases.

Discussion
Summary
In this case study, the online guided self-help CBT treatment of 2 participants has been described. The aim was to test an early version of this treatment, in order to revise and improve the protocol. The 2 participants were treated using the same treatment manual, and they read every module and tried all interventions. However, they both had a personalized focus. In case 1, the participant Mr A chose to focus on problem solving in the later part of the treatment. After treatment, he showed improved blood glucose and other relevant improvements. In case 2, the participant Ms B chose to focus on exposure in the later part of treatment. She showed a significant decrease in her fear of hypoglycemia and other relevant improvements.

Principal Findings
In the 2 cases, participants had favorable outcomes on their most relevant measurements. The participants completed all modules and were highly satisfied with their treatment. Mr A felt mainly helped by problem solving, which is logical, as this intervention was most suitable to help him accomplish the lifestyle changes desired. Conversely, Mr A found it difficult and redundant to construct exposure exercises, as he did not consider himself to be driven by fear or anxiety. Instead, he preferred to focus on structured problem solving. We believe, however, that there were some elements of exposure to other avoided emotions involved, such as worry and discomfort. Ms B focused on exposure for her fear of hypoglycemia, which was much improved, as well as her general problem areas in diabetes.
Limitations
The results from this case study must be carefully considered as there are limitations. This is a report on only 2 cases, and the participants may have had personal characteristics and environmental factors that could explain their improvements. Furthermore, we were not able to control for attention. We do not know if their improvements are due to the treatment or the fact that someone kept a watchful eye on them. In fact, Mr A stated that he partially attributed attention from the therapist as a factor for his improvement. Finally, we did not receive a report on Ms B’s blood glucose level. This is significant missing data, which we have no easy way of retrieving.

Comparison With Prior Work
To our knowledge, this is the first study that tentatively explored an online CBT intervention with an exposure model for T1DM. The outcomes are consistent with those in earlier studies on CBT and T1DM, as CBT has been shown to improve blood glucose and mental health [4,12]. The experiences of these participants indicate that a CBT treatment with multiple interventions may be useful. For example, an entirely exposure-focused treatment would have been less relevant for Mr A. The results of Ms B are in line with the findings in few previous studies that have evaluated exposure to aversive stimuli as an intervention for fear of hypoglycemia [4,8].

Conclusions
These cases provide some insights on how an online-delivered T1DM CBT program could look, and preliminarily suggest that the use of both problem solving and exposure could be useful in CBT for T1DM. In accordance with the feedback of Mr A, the treatment can be further adapted to decrease the amount of text and introduce learning exercises through examples. These changes may improve the treatment and make the information focused and relatable. Looking forward, we suggest a feasibility study with a larger group of participants, to examine the safety, acceptability, and approach of the intervention, as well as its preliminary effects.

Patient Perspective
Mr A was very satisfied with his experience overall and felt that his condition was much improved. As mentioned, he had some critique of the education material provided, but felt that the contact with the therapist made up for it. Ms B was very satisfied and felt that her condition was much improved. She especially appreciated the applied and concrete nature of CBT.
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Abstract

Background: With the aging population, family caregivers provide increasingly complex and intense care for older adults and persons with disabilities. There is growing interest in developing community-based services to support family caregivers. Caregiving occurs around the clock, and caregivers face challenges in accessing community-based services at convenient times owing to the demands of care. Web-based resources hold promise for accessible real-time support. CareNav (TM), a caregiver resource information system, is a web-based platform designed to support real-time universal caregiver assessment, a record of client encounters, development of a care plan, tailored information and resource content, access to web-based caregiver resources, the capacity to track service authorization and contracts, and secure communications. The assessment includes needs and health conditions of both the care recipient and caregiver; current resources; and priorities for support, information, and referral. In 2019, the California Department of Health Care Services funded the 11 nonprofit California Caregiver Resource Centers (CRCs) to expand and improve family caregiver services and enhance CRC information technology services. Deployment of a statewide information system offered a unique opportunity to examine structures and processes facilitating implementation, providing feedback to the sites as well as lessons learned for similar projects in the future.

Objective: The aim of this paper was to describe the statewide implementation of the comprehensive CareNav system using the Consolidated Framework for Implementation Research as an organizing structure for synthesizing the evaluation.

Methods: This mixed methods study used two major approaches to evaluate the implementation process: a survey of all staff who completed training (n=82) and in-depth qualitative interviews with 11 CRC teams and 3 key informants (n=35). We initially analyzed interview transcripts using qualitative descriptive methods and then identified subthemes and relationships among ideas, mapping the findings to the Consolidated Framework for Implementation Research.

Results: We present findings on the outer setting, inner setting, characteristics of the intervention, characteristics of the staff, and the implementation process. The critical elements for success were leadership, communication, harmonization of processes across sites, and motivation to serve clients in more accessible and convenient ways.

Conclusions: These findings have implications for technology deployment in diverse community-based agencies that aspire to enhance web-based services.

(JMIR Form Res 2022;6(7):e38735) doi:10.2196/38735

KEYWORDS

online assessment; caregiver; technology implementation; Consolidated Framework for Implementation Research; CFIR
Introduction

Background

In the United States, approximately 20% of adults provide unpaid care to a family member or friend [1]. Family caregivers provide the vast majority of long-term care (valued at US $470 billion annually), eclipsing annual governmental spending on long-term care at US $430 billion [2]. Caregiving is often a commitment spanning years and a variety of domains including personal assistance, instrumental aid and emotional support, care coordination, and managing chronic health conditions. With shortened hospital stays, family caregivers now perform complex health care including medical or nursing tasks previously within the purview of health care professionals [3]. Despite the common experience of caregiving, few individuals are prepared for the demands of the role [4]. Many people experience strain, depression, loneliness, deterioration in their own health, and financial distress in the course of providing care [1]. Even so, most are unaware of the existing resources to support them.

Despite their vital role in optimizing function and health for older adults, caregivers are relatively invisible in health care. Caregivers provide valuable information about the person receiving care, yet rarely do health care professionals assess the capacity, readiness, or mental health of caregivers to provide care during routine health encounters [3,5].

Web-Based Supports for Caregivers

In the absence of routine caregiver assessment and support in the clinical setting, there has been growing interest in developing community-based services to support family caregivers. Caregiving occurs around the clock, and caregivers face challenges in accessing community-based services at convenient times owing to the demands of care. Web-based resources hold promise for accessible real-time support, and targeted interventions have been developed for specific audiences such as caregivers for persons with cancer [6], dementia [7-10], and other chronic conditions [11-13].

Most web-based supports emphasize one element such as psychoeducational offerings or stress management. Despite quality issues with many studies, the positive outcomes of targeted interventions have included improved self-efficacy, improved self-esteem, and less strain [14]. Missing from existing web-based interventions are a full array of supports, from information and referral to individual and group support, to legal and respite service provision. The aim of this paper was to describe the statewide implementation of the comprehensive CareNav (TM) system using the Consolidated Framework for Implementation Research (CFIR) as an organizing structure for synthesizing the evaluation.

Supporting Caregivers in California

CareNav, a caregiver resource information system, is a web-based platform designed to support interactive universal caregiver assessment, a record of client encounters, development of a care plan, tailored information and resource content, access to web-based caregiver resources, capacity to track service authorization and contracts, and secure communications. The assessment includes both care recipient and caregiver needs and health conditions; current resources; and priorities for support, information, and referral. The assessment can be self-administered on the web or administered by a staff member over the phone or in-person. After assessment, a staff consultant meets with the caregiver to prioritize and develop a care plan that might include contracting services such as respite, referral to educational offerings or a support group, or vouchers for legal aid or counseling.

and preparedness of caregivers [15-17]. However, the effect size is medium-small even in randomized controlled trials and quasi-experimental studies [15]. Significant variations in content, structure, outcome measures, and intervention duration further prevent cogent conclusions within web-based support studies for caregivers [18].

Second, the heterogeneity of web-based support types underlies varying results. Studies on web-based support for those caring for persons with cancer [19], posttraumatic stress disorder [20], and psychosis [21,22] offer findings that reflect varied web-based support needs for different caregivers. Disease type, intervention type, dosage (amount of time spent on the web), and duration affect the effectiveness, feasibility, and quality of interventions [23]. The navigation and intuitiveness of web-based sessions may depend on the distinct needs of caregiver subgroups [22].

Third, the breadth and scope of caregiver support in the web-based modality affords subgroup-specific knowledge rather than exhaustive knowledge on implementation strengths and challenges. For example, in an implementation study of a video health technology intervention to improve self-care of caregivers of persons with heart failure, Hirschman et al [24] found adaptation challenges related to hardware, software, and network connectivity. In a behavioral intervention for dementia caregivers that had significant improvements for caregivers, Nichols et al [16] discerned as important the clinical success, leadership and staff support, and ongoing need for modifications while maintaining fidelity, linkage to the organizational context, and fiscal health. In mapping directions for research, Lindeman et al [25] underscored, among others, matters of equity, inclusion, and access; privacy and security; and the influence of political and regulatory factors on interoperability. To date, research has not examined broad-based web-based resources that include caregivers involved across different health conditions and provide a full array of supports, from information and referral to individual and group support, to legal and respite service provision. The aim of this paper was to describe the statewide implementation of the comprehensive CareNav (TM) system using the Consolidated Framework for Implementation Research (CFIR) as an organizing structure for synthesizing the evaluation.
The Family Caregiver Alliance (FCA), one of the 11 California Caregiver Resource Centers (CRCs; California State System of Support for Caregivers), pioneered CareNav with private funding and deployed this system across 3 CRCs that served as pilot sites. In 2019, the California Department of Health Care Services funded 11 nonprofit CRCs to expand and improve family caregiver services and enhance CRC information technology services, deploying CareNav as a common data set across the state over a 3-year period (2019-2022).

The FCA led the implementation team for CareNav in partnership with the technology developer Quality Process (QP). The FCA contracted with the University of California Davis Family Caregiving Institute to conduct an evaluation of the implementation process as well as an analysis of the statewide data to determine program effectiveness and quality improvement opportunities. The implementation began in January 2020, and the system was fully deployed by September 2020.

Organizing Framework

Implementation evaluation was guided by the health-focused CFIR [26]). The CFIR includes five domains that organize our mapping of the results (Figure 1): the outer setting, the inner setting, the intervention characteristics, staff characteristics, and the process of implementation. The outer setting includes the social and economic context within which the statewide CRC system resides, particularly considering relationships with outside organizations, client needs, and the effects of the COVID-19 pandemic. The inner setting refers to the levels and characteristics of the organization, in this case the CRC statewide system, focusing on structural characteristics, culture, the implementation climate, networks and communications, and readiness for implementation. The intervention characteristics acknowledge the perception of the stakeholders about the key attributes of CareNav including relative advantage, adaptability, complexity, and cost. The characteristics of individuals recognize staff knowledge and attitudes toward CareNav as well as beliefs about the capabilities required for the implementation and stage of change. The implementation process considers 4 major aspects: planning, engaging, executing, and reflecting and evaluating [26].

Figure 1. The Consolidated Framework for Implementation Research model for CareNav implementation. CRC: Caregiver Resource Center; DHCS: Department of Health Care Services.

Methods

Design Overview

This mixed methods study used two major approaches to evaluate the implementation process: in-depth interviews with key informants at the CRCs, and surveys of all staff who completed training. The in-depth interviews explored all aspects of the implementation process from multiple perspectives, while the surveys were used to characterize the readiness and self-efficacy of the staff implementing the system. This approach will enable the evaluation team to assess readiness and satisfaction over time using quantitative scores while developing a deeper understanding of the dynamics of change and appreciation of multiple perspectives afforded by qualitative interviews.

Qualitative Interviews

The evaluation team conducted focus group interviews with teams of each CRC, and individual interviews with key
informants from the implementation team. All current leaders and staff of the 11 CRCs were eligible to participate in this study. A focus group was established for each CRC to include all interested staff from the same site. The interviews elicited perspectives on implementation and training activities, including perceptions of benefits and concerns regarding CareNav. We used a semistructured interview guide for both focus groups and individual interviews asking about the implementation process, challenges and facilitators, anticipated system and client outcomes, and satisfaction with the process. Owing to the widespread implications of the COVID-19 pandemic on service delivery, we asked all participants about how the COVID-19 pandemic affected both the implementation process and experiences of their clients as caregivers. Interviews were conducted using Zoom, and audio was recorded with the consent of the participants and transcribed.

### Pretraining and Posttraining Surveys

The evaluation team designed a pretraining and posttraining readiness survey to determine readiness, preparation, and confidence regarding the implementation process and to identify self-efficacy and perceived benefits and concerns before and after training. We invited all staff to complete surveys before and immediately after a full day of formal training on CareNav.

The pretraining readiness survey included 10 items rated on a 5-point scale, where 1 represents the most positive response. Cronbach α for the current sample was .83. The survey also assessed whether the participants are familiar with CareNav, know its purpose, and how to do an intake and assessment. Open-ended questions identified benefits and concerns about CareNav.

The posttraining survey reassessed participants’ knowledge, preparedness for implementation, confidence, and knowing where to get help with CareNav. The posttraining survey also assessed whether the training met participants’ needs and their willingness to take actions that could support CareNav implementation, such as encouraging staff or coworkers to use CareNav and ensuring new staff members are educated on how to use CareNav.

### Data Analysis

The transcribed interviews were imported into the Dedoose qualitative data analysis software. Qualitative descriptive methods were used to analyze the transcripts and open-ended responses to the surveys [27,28]. Two members of the research team (HMY and TRK) reviewed the transcripts and developed initial codes and definitions. They independently coded the same transcript and then compared coding decisions, refined definitions, and arrived at a consensus about coding and documenting changes to the definitions. All the transcripts were subsequently coded into agreed-upon general categories. A second analysis (by HMY and OT) identified the subthemes and relationships among ideas, mapping the findings to the CFIR.

Quantitative data were analyzed using descriptive statistics. To enable meaningful interpretation and visualization, the 10-item readiness scale was recoded to a 5-point scale in which a higher score represents better readiness. Pretraining and posttraining scores were compared using paired 2-tailed t tests for continuous variables and McNemar tests for dichotomous variables. Quantitative analyses were performed using the SPSS statistical package (version 27; IBM Corporation).

### Ethical Considerations

This study was determined to be exempt from ethics approval by the UC Davis institutional review board. We collected no identifying information about the participants in the survey and focus groups. Participants were informed about the purpose of the study and the voluntary nature of participation, providing assent by completing the survey or continuing with the recorded Zoom interview.

### Results

#### Participants

**Pretraining and Posttraining Readiness Surveys**

In total, 86 staff members completed training, with 82 (95%) participants contributing pretraining data and 56 (65%) participants contributing posttraining data. The staff included CRC directors, family consultants who interact with caregiver clients and provide resources and support, and analysts who manage client and financial data. The surveys were anonymous, with no identifying data of the staff members. The results of readiness and self-efficacy are presented in subsequent sections within the CFIR model as characteristics of the staff.

**Qualitative Interviews**

Between May and August 2020, we conducted 11 focus group interviews (ranging in size from 2 to 6 participants) and 5 focused individual interviews with key informants, totaling 35 participants. Participants represented all 11 sites and the implementation team and included all roles (directors, clinical, and technical staff). To protect the privacy of the participants, we did not collect demographic data associated with these interviews.

**Evaluation of Implementation**

We mapped the findings of this evaluation to the following CFIR domains: outer setting, inner setting, characteristics of the intervention, staff characteristics, and implementation process. The specific findings related to these domains have been expanded upon in the subsequent sections.

**Outer Setting**

Interviews across CRC sites revealed site-level variability and heterogeneity in relationships and networking with external organizations as well as the diversity of client characteristics and needs (Figure 2). Implementation occurred during the COVID-19 pandemic, shaping additional contextual factors.
Some CRCs exist as standalone organizations. More complex sites are embedded or hosted in larger health care systems with their own information technology platforms, which requires additional efforts to integrate CareNav and to be compliant with additional health system privacy and security policies. Moreover, the funding sources and constellations of services vary between sites and influence both documentation and administrative requirements. This challenged the transition from the existing local databases to the CareNav platform. For example:

Because it’s a hospital it has security really well locked down. And so, the website that I need to access to see if the data is correct in their initial upload in our system is blocked. So, I’m working within my own organization to try to get that website unblocked.

Client Needs

Geographic disparities are reflected in rural sites serving communities that lack the adequate technology structures and broadband connection necessary for reliable access to an internet platform. Clients are also diverse in their English proficiency and their capacity to use technology. Several participants mentioned low computer literacy and lack of technological and internet safety skills as barriers for older caregivers to use technology. Nonetheless, some of the staff reported being surprised by the amount of participation by clients whom they assumed would not ordinarily use technology. This observation was partially attributed to the consequences of the COVID-19 pandemic:

But I think a lot of them are open to technology. I think this pandemic has forced that issue where a lot of family caregivers are using more technology now...And I'm surprised as to the ones that I thought wouldn't know how to use technology. The ones that before COVID there were a lot that I never, never thought that they could do it as a video with me. I never thought that because I just, you generalize people...because of age...a lot of them are facetimeing family, they are video conferencing with their family care navigator...so we just have to start thinking differently as far as how we get them used to CareNav.

COVID-19 Pandemic: Major Effects

The COVID-19 pandemic, which emerged simultaneously with the implementation kickoff, amplified the existing risks and threats to the well-being of caregivers. Family consultants reported higher levels of stress, more financial concerns, increased housing and food insecurity, job loss, and escalating costs of caregiving supplies (such as gloves and masks) among their clients. The strain was exacerbated by loss of support resources, including availability of adult day care, home help, in-person support groups, and a reluctance to consider assisted living or skilled nursing alternatives at this time as residential care facilities were widely reporting COVID-19 outbreaks and, in some cases, higher mortality rates for older persons. Many caregivers faced additional home demands, caring for multiple family members and children being schooled at home. The pandemic increased their sense of isolation, with family consultants reporting more symptoms of depression and anxiety among their clients. Finally, caregiver health was further compromised by the inability to quarantine when a family member was ill, thus increasing the exposure of the caregiver. Caregivers also expressed reluctance to access formal services owing to fear of contagion or not having the time to devote to their own health:

We’ve seen kind of that increased risk, I think, across the board because a lot of our support systems are not available right now. [...] I think what most impacts caregivers, or can impact their health overall and wellbeing, is what level of support they have available to them.

The pandemic created a particularly challenging climate for the implementation of a new major system. Additional strain was placed on staff members who were already facing a learning
curve to execute the new system, as well as dramatic changes in their workflow. Simultaneously, it accelerated the need for a web-based platform and rapidly demonstrated the usefulness and feasibility of the web-based environment (eg, continued availability of family consultants virtually). Interview participants highlighted how the pandemic demonstrated the benefits of CareNav:

I think the Coronavirus kind of shows how helpful it is to have everything online. There really hasn’t been too much of a disruption to the services we’re able to provide our caregivers. I think that’s been a huge plus to be able to see how nicely it can transition when things do happen, that we’re still able to access what we need.

Inner Setting
The inner setting for CareNav implementation is the state-level CRC system and 11 individual CRCs (Figure 3).

Figure 3. Inner setting.

**Structural Characteristics**
California launched a CRC system in 1984 with the enactment of the Comprehensive Act for Families and Caregivers of Brain-Impaired Adults, thereby establishing a network of support for caregivers. At present, the California Department of Health Care Services (DHCS) funds 11 CRCs that provide support to family caregivers affected by chronic health conditions, including Alzheimer disease and related dementias and other degenerative diseases.

CRCs serve as a point of entry for services available to caregiving families, covering every county in California. While each center tailors its services to its geographic area, all CRCs have a core component of programs that provide uniform caregiver assessment and information, education, and support for caregivers. Individual CRCs also receive funds from county contracts, foundations, business partners, and donations to provide additional services. For over three decades, CRCs have supported caregivers in their regions, relying on staff intake interviews with caregivers and tailored referrals to relevant resources. With fluctuating funding, the programs became decentralized, and over the past decade, the 11 CRCs had been operating relatively independently. Funding to implement the statewide web-based platform provided an opportunity for new collaborations and connections.

**Culture**
CRCs provide services across income categories, and the original enabling legislation included middle-income families who are often overlooked and for whom few services are targeted. CRCs are united by shared values emphasizing choice, collaboration, innovation, quality, participation, respect, and diversity.

The implementation prompted culture change in three major ways: formalizing the system of CRCs across the state by uniting loosely affiliated sites, instituting standardized assessments, and changing to a new way of delivering services to clients virtually. The funding and subsequent process fostered a shared goal among CRC directors to serve the entire state and collaborate with one another to do so. Committing to a shared technology platform involved greater discussion and information exchange among the groups as well as the recognition that the whole is greater than the sum of the parts. A welcome culture change was the comradery and mutual aid that solidified over the initial year of implementation:

I feel like just within the CRC system the genuine enthusiasm for the project. Just to embrace it, even with all this other kind of craziness [COVID-19 pandemic] going on in the world.

**Implementation Climate**
In-depth interviews revealed a collective positive attitude with a willingness to change, staff dedication, continued learning, and patience to follow through the stages and steps of the process. All interview participants expressed enthusiasm for the adoption of CareNav and a belief in the positive potential of this change in their practices:

I think it's been well received. We’ve been anticipating this for a long time. And have been very excited about it...We have some folks that were really excited and got right in there and started playing with it and
working with it. Others I think are a little bit, you know, we’re learning as we go.

Participants expressed hesitation about changing to a technology platform but recognized that caregivers’ needs are changing in society and that the systems must evolve to meet the changing needs.

The idea is to be innovative and for caregivers, because, as things continue our younger population is very used to being more self-directed and being online. So, it has potential for growth and change over time. We’ll continue to do that with a lot of streamlining of systems.

Networks and Communication
Communication was vital at all levels, from the implementation team to the sites, from the directors to their staff, and among sites. Communication involved developing a shared vision for the process and the outcomes, as well as coordinating the logistical aspects of the implementation. The process of preparing for technology deployment revealed workflow and processes that were not initially evident or taken for granted, and these had to be addressed as technology was applied to automate processes. Communication among the teams was vital to understanding work processes and establishing new ways of operating as needed.

Communication and support from FCA and among CRC sites played a major role in successful implementation, particularly as sites faced delays or barriers and were able to benefit from lessons learned elsewhere:

Something that’s new is now we are communicating and reaching out to the other CRCs, which I believe hasn’t happened in years. So it’s really great that if we have a question or wondering, a different way of doing something in our program, I can just reach out and to anyone you know, in California and get their help and opinion.

Both the implementation process and the shared platform facilitated deeper collaboration among sites and the ability to elevate local issues with colleagues across the state, enhancing the strength of recommendations to address caregiver needs more comprehensively.

Readiness for Implementation
At the beginning of the implementation effort, 3 CRC sites, including FCA, were already using CareNav. The subsequent sites benefited from reliability and usability testing, as well as refinements and improvements that had been made during the initial, more limited deployment by FCA and QP.

Leadership was an essential condition for success from the implementation team and at the CRC site level. Strong leadership, reassurance, and encouragement by managers, coupled with effective communication, established the overall vision, a shared understanding of the goal, the anticipated process and outcomes, and motivated staff across the sites to engage in implementation:

I think there's been leadership behind this and a sense of vision...FCA is [a] very unique organization and that [sic] they are really sitting in this point where they're both policy works as well as clinical experts. And I think that this allows FCA to bring vision and be forward looking of where we’re going. And I think that the other CRCs are benefiting from that.

CareNav Characteristics
Focused interviews point to CareNav attributes that both facilitate and inhibit its implementation (Figure 4).
Relative Advantage

A key factor for the intervention is its relative advantage over previous data collection tools and software used by CRC sites to gather and aggregate site-level data on the caregivers they served and the programs they administered. Using CareNav reduced paperwork, enabled easier documentation, more efficient and secure charting, and a more environment-friendly approach. Additional advantages included increased CRC capacity and round-the-clock accessibility for clients. Several participants emphasized how the design of CareNav supports the process of care:

> Now when a new person starts it’s...here’s the computer system that we use. This is the workflow, because I think it’s really laid out nicely, the toolbar at the top of care journey. There’s a workflow that you follow. It’s just all right there in one place and as long as you have a secure connection, you can access it, so it’s going to save a lot of time. I think people are going to end up really happy that they have that information at their fingertips, and they don’t have to write it down on paper or search for it, laboriously, in their client file.

Both clinicians and managers reported the advantages of CareNav for management functions. Standardization of the system across CRCs was perceived as allowing sites to collaborate for consultation, evaluation, and advocacy. Using a uniform tool supports administrative and management functions, including case data record-keeping as well as assessing the process and outcomes of the organization in real time:

> For a manager being able to pull up reports without it being having to dump it into Excel and then sort through all the different things that you don’t need. It looks like data collection is just going to be a lot simpler and easier...as a manager it’s easier to measure staff productivity on a system like that because you can go in their notes.

Adaptability

The most frequently identified benefit and concern about CareNav implementation is related to the adaptability of CareNav to the outer-setting variability among sites and populations served. Sites varied along multiple dimensions including population served, geographic characteristics, funding sources, relationships with host organizations, and size. The ability of CareNav to provide remote access, particularly in rural areas, was perceived as a benefit even with the variability in geographic distribution of clients in several CRCs and the impact of the COVID-19 pandemic.

Nonetheless, the digital divide (the issue of equitable access to technology and broadband connection) constitutes an ongoing barrier, particularly for rural, low-income, and non–English-speaking clients. Moreover, there are some caregivers in remote areas who value self-sufficiency and view government programs with suspicion, with reluctance to share information on the web regardless of access to broadband connection. Some communities in the catchment area do not have reliable broadband connections, and many clients may not be able to afford internet services or the associated technology. The platform is provided in English, limiting access to caregivers who do not speak English or have low literacy:

> But language for me is probably my biggest concern, because we do have a big, Spanish speaking population and Vietnamese. It’s a very significant group.

Complexity

Sites hosted within a larger health care and information system experienced difficulties associated with the lack of flexibility and data migration, adding complexity and increasing the time and effort demands for staff. For instance, double data entry was necessary for some CRCs to ensure timely and accurate data for fiscal reporting and reimbursement across various funding agencies.

Confidentiality presents another level of complexity. While CareNav is a secure and private system, there is a learning curve for staff to understand the inherent privacy and security protection of the care team and clients. To assure a secure environment, written direct communication with clients changed with CareNav, requiring user authentication processes to maintain clients’ privacy:

> In the beginning, one of the issues that I was having, for example, when I was doing intake, if I sent emails, I was sending emails through CareNav. But people were not replying back and it turns out because it would send them a message into their actual email, but it would go to Spam...People just prefer for me to directly email them to their email.

Cost

The threat of delay in funding and losing funding during the budget negotiations raised concerns about ongoing funding and support for CareNav. Several sites expressed frustration with the delays associated with state contracting and system readiness. Time-limited funding without a clear path to sustainability posed challenges for directors in their long-term planning.

Characteristics of the CRC Staff

Overview

The pretraining survey was an early opportunity to evaluate CRC staff knowledge about CareNav, self-efficacy, and readiness for change (Figure 5). Overall, the participants had very positive attitudes toward the implementation of CareNav (Table 1), with a total readiness score of 3.8 (SD 0.6) and average responses to almost all items in the positive range.
Table 1. Pretraining Readiness Survey (N=82).

<table>
<thead>
<tr>
<th>Item</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Knowledge and beliefs about CareNav</strong></td>
<td></td>
</tr>
<tr>
<td>Seen or heard about CareNav(^a)</td>
<td>73 (89)</td>
</tr>
<tr>
<td>Understand how to do an intake and assessment in CareNav(^a)</td>
<td>30 (37)</td>
</tr>
<tr>
<td>CareNav is designed to improve caregiver access to services(^a)</td>
<td>79 (98)</td>
</tr>
<tr>
<td>CareNav will improve the ability to record services(^b)</td>
<td>64 (74)</td>
</tr>
<tr>
<td>CareNav provide tailored and accessible information for caregivers(^b)</td>
<td>59 (68)</td>
</tr>
<tr>
<td><strong>Self-efficacy</strong></td>
<td></td>
</tr>
<tr>
<td>Prepared to implement CareNav(^c)</td>
<td>43 (49)</td>
</tr>
<tr>
<td>Confident to implement CareNav(^c)</td>
<td>73 (84)</td>
</tr>
<tr>
<td>Capable to implement CareNav(^c)</td>
<td>59 (68)</td>
</tr>
<tr>
<td><strong>Readiness for change</strong></td>
<td></td>
</tr>
<tr>
<td>Positive with the expansion of CRC services(^c)</td>
<td>71 (82)</td>
</tr>
<tr>
<td>Positive with moving to CareNav(^c)</td>
<td>66 (76)</td>
</tr>
<tr>
<td>Willing about doing new things(^c)</td>
<td>72 (83)</td>
</tr>
<tr>
<td>It will take time to ensure regularly use of CareNav(^b) by everyone on the staff</td>
<td>73 (90)</td>
</tr>
<tr>
<td>Know where to obtain help(^b)</td>
<td>47 (54)</td>
</tr>
</tbody>
</table>

\(^a\)Staff members reported “yes.”
\(^b\)Staff members reported “strongly agree” or “somewhat agree.”
\(^c\)Staff members reported “very positive/willing/prepared/confident/capable” or “somewhat positive/willing/prepared/confident/capable.”

**Knowledge and Beliefs About CareNav**

Almost 90% (73/82) of staff had seen or heard about CareNav before the training and almost all (79/82, 98%) believed that CareNav is designed to improve caregiver access to services. Before training, one-third (30/82, 37%) of the staff members reported understanding how to complete the intake and assessment in CareNav. The staff members also believed that CareNav would enable better structure and process of care including improved ability to record services (mean 4.3, SD 0.9) and providing tailored and accessible information for caregivers (mean 4.0, SD 0.9).

**Self-efficacy**

The staff expressed a high level of self-efficacy to implement CareNav in terms of feeling prepared (mean 3.3, SD 1.2), confident (mean 4.5, SD 0.9), and capable (mean 3.9, SD 1.2).
Readiness for Change

Regarding readiness for change, participants expressed a strong willingness to do new things (mean 4.5, SD 0.7) but believed that it would take time for everyone on the staff to become familiar with using CareNav (mean 1.5, SD 0.8).

Implementation Process

The elements of implementation included developing an overall project plan, engaging stakeholders, preparing technology for scaling, general training, and providing technical expertise and support at each CRC site (Figure 6).

**Planning**

The implementation team consisting of staff from the FCA and QP developed a project management plan that addressed culture change, establishing site readiness, staff training, and technical implementation and support.

**System Readiness and Process Mapping**

Building on the demonstrated success and utility of CareNav in 3 sites, the implementation process involved planning for scaling the technology across 8 additional sites. As described in the inner and outer setting sections, the sites were diverse in several respects: the clients they served, the constellation of services and funding sources, and their relationship with a parent organization providing information technology. Early preparation involved assessing the requirements of each system for technology compatibility and interoperability, security, and compliance with applicable laws (eg, the Health Insurance Portability and Accountability Act). The technology team engaged with each site in mapping the data processes, identifying data sources, and reporting requirements.

**Preparing the Technology for Scaling**

The overall project plan involved determining major milestones along with the requisite resources and coordination to ensure progress. A major task of the technology team was to prepare the technology for scaling by harmonizing the data across the sites and mapping source data fields to the CareNav platform to assure standardization and data integrity. As the sites reviewed the CareNav software, they requested customization to fit their particular programs, funding requirements, and workflow, thus requiring site-specific revisions to the platform.

**Engaging**

The FCA team recognized the importance of engaging stakeholders throughout the process. They appreciated that scaling CareNav involved cultural change and made significant efforts to create a shared vision and commitment to engage in a new way. In a statewide kickoff meeting in January 2020, directors and staff of the CRCs came together to build relationships, develop a deeper understanding of CareNav and its deployment, and generate excitement regarding the effort. CRC sites shared best practices with one another and began to develop a stronger sense of collective resources and commitment to meet the needs of diverse caregivers across California.

General training was accomplished through an initial in-person kickoff meeting followed by statewide webinars. The webinars were widely attended and offered topics to address overarching issues, such as managing change, using telehealth and technology-enabled assessment and supports, and using data for quality improvement.

Technical and clinical support was provided by individual site-level trainings to prepare the staff for technology deployment, addressing site-specific workflow and learning needs. Starting in March 2020, these 2-day sessions included the opportunity for hands-on practice using CareNav, reviewing new work processes, creating Caregiver Action Plans and service authorizations, generating reports, and using the library of resources available within CareNav. The implementation team provided extensive individual coaching and problem solving to the sites as the implementation proceeded.
Executing

Implementation, including all activities related to training, communication, and installation of CareNav at the 8 sites began in March 2020, and the last site was onboarded in late July 2020 (see timeline in Figure 7). The initial implementation schedule was affected by delays in finalizing state contracts, fund transfers, host agency site requirements for hiring staff, and information technology issues to enable the process to commence. In March 2020, owing to shelter-in-place and physical distancing measures to slow the spread of the COVID-19 pandemic, the sites responded by moving to remote operations with staff working from home.

Figure 7. Project timeline. CRC: Caregiver Resource Center; FCA: Family Caregiver Alliance; LA: Los Angeles.

Training and Communication

In addition to the statewide launch meeting followed by training at each individual site, regular statewide web-based training was organized to address best practices, quality improvements, and other topics of broad interest. Owing to state contracting delays, the overall implementation schedule lagged. In some cases, training occurred in March 2020, with delays occurring in technology deployment until July 2020. This necessitated refresher training and ongoing support. Overall, the training was viewed by interview participants as excellent, responsive, customized, and personal.

Technology Deployment and Support

The technology team developed and implemented a sophisticated process of CareNav deployment across sites. On the basis of the initial assessment of site-specific technology issues and requirements, they collaborated with staff members to map the data fields from existing data sources to CareNav. System-level requirements for security and interoperability with the existing information technology platform for sites hosted within health systems presented complex challenges with several levels of review and approval. For some sites, particularly those that are more rural, broadband connectivity was an issue for staff working remotely. Following the mapping process, the technology team worked with the sites to perform the data migration and verification. Throughout the process, the implementation team provided both clinical and technical support to assist the sites in making the transition effectively and assisted local staff to become resources for peers.

All sites praised the support received from the implementation team, including their responsiveness and ability to address challenges unique to the site and to their proactive approach to problem solving. It was clear that across all the organizations, both the site directors and staff were highly committed and dedicated to making the implementation a success. Ongoing communication enabled continuous access to the evolving information and knowledge.

The long-term continuous maintenance of the system has been emphasized as a key structural component required to maintain the operational activity of CRCs:

I think it would be great to have a source to go to when things break down...And we’re not gonna go in and fix the system ourselves...So someone maintaining the system is gonna be real important for us to keep it going...that’s part of the whole licensing process—we’re licensed to use the software and support.

Beyond staff training, several interview participants highlighted the importance of training clients on how to use the CareNav system. Currently, the staff members send information to clients about how to log on to the system but thought that this could...
be enhanced to assist clients who are less experienced with the web environment or face linguistic barriers to a program provided in English. A few sites have identified the importance of marketing and outreach to assist caregivers in finding CRC services to facilitate access:

To me it’s like okay so how do we sell this now and I think it’s a lot it’s gonna be getting them used to it. When my family care navigators schedule video zoom for family consultation...it’s gonna be a lot of that education piece and getting them used to that. I think a change that we have to make internally to help the caregivers use it.

Reflecting or Evaluating

Overview

Weekly data quality meetings were held with attendance by the evaluation researchers, CareNav application developer, and the FCA Client Services Director. These meetings focused on refining definitions and operationalization evaluation metrics, defining data filters for the evaluation, identifying and addressing data entry discrepancies overall and by CRC site, and reconciling counts of activities in the evaluation data set with those in reports generated from CareNav. Each quarter, the data quality team met with each of the 11 CRC sites individually to share activity counts and service grant data for comments and any identified data entry issues particular to the site. The team met with the CRC directors approximately 4 times each year to share progress.

Another element of reflection and evaluation is the effectiveness of the training and outcomes for clients and staff. The posttraining survey and in-depth discussions with staff at all CRCs provided insight into the effectiveness of the training, participants’ satisfaction with the process of implementation, as well as early outcomes of CareNav implementation both at the system and the client levels.

Comparing pretraining and posttraining readiness for implementation survey data shows significant increase in staff beliefs about their knowledge how to use CareNav, where to obtain help if needed and their preparedness. The proportion of staff who reported that they understood how to complete an intake and assessment in CareNav significantly increased from 27% before training to 97% after training (P < .001 based on the McNemar test). Both before and after training, the staff believed that the system would improve caregiver access to services. Given the high proportion endorsing this survey item in the pretraining and posttraining periods, this change was not statistically significant. Paired 2-tailed t test analysis showed significant improvement in feeling prepared to implement the CareNav score (pretraining mean 3.23, SD 1.24 vs postraining mean 3.63, SD 0.91; P = .04) and in knowing where to obtain help (pretraining mean 3.52, SD 1.16 vs postraining mean 4.32, SD 0.96; P < .001). A nearly significant decrease in the mean confidence score was found (pretraining mean 4.39, SD 0.99 vs postraining mean 4.11, SD 0.93; P = .05). It is likely that the training fostered a greater awareness of the system and recognition that it would take time to learn new ways of working and using technology.

Almost all (n = 57, 93%) staff reported willingness to adapt current services or provide services using CareNav. All participants will ask for support if they have questions about how to use CareNav, and 55 participants (90%) will offer support to coworkers if they have questions; 52 (85%) participants will ensure new coworkers are educated on how to use CareNav, and 50 participants (82%) will encourage coworkers to use CareNav.

Respondents found the training useful and helpful: 82% (n = 50) rated the training as useful, 14% (n = 9) were neutral, and 5% (n = 3) did not find the training useful. In response to a question about whether the training met their needs, 76% (n = 46) of the respondents agreed, 11% (n = 7) were neutral, and 13% (n = 8) did not feel that the training met their needs. Finally, almost 80% (n = 48) felt that they had sufficient time to practice new skills.

Satisfaction

Focused interviews explored satisfaction with the system and implementation process. Overall, the interview participants expressed a high level of satisfaction with the implementation process, affirming the vision as important for the next phase of the work of the CRCs and embracing change as a positive force. Interview participants remarked on how easy it was to learn and use the new system and how readily they could see the benefits to their workflow and clients. Many expressed surprise at how well the process had gone despite the unforeseen challenges:

I mean I think for rolling out a new platform of this magnitude, it’s gone amazingly well.

It has been a pretty positive experience. So, I think it’s been easy for me to navigate and I think people who are used to doing everything online appreciate that from the system.

Interview participants from the 2 sites that were the last to implement the program were less satisfied and more skeptical about the long-term benefits. Unlike other sites, these sites encountered system barriers including integration with the information system at the broader host organization and difficulty harmonizing their existing records with the new platform. Despite these frustrations and delays, the sites remained open-minded and were willing to move forward:

I think it just further kind of reaffirms that our staff is flexible and we’ll just roll with it most of the time and yeah it’s frustrating and that sort of thing that we’re going to make the best of it, regardless of the situation and that’s just kind of our attitude about most things in general.

Effectiveness of Training

The interview participants recognized that many of the features of the platform were even more relevant in the context of the pandemic and that physical distancing guidelines accelerated adoption by agencies and clients at an unexpected rate. Importantly, throughout the pandemic, CRCs continued to innovate and serve their clients who needed them more than ever:
I think what we’ve all learned that we’ve been very surprised about is we have discovered, so many new opportunities because of the pandemic. And so, our repertoire of services or our availability is expanded. My staff continue to express great satisfaction with their relationships with their clients and, and they are now having satisfying phone conversations where they're having satisfying online support groups, we’re continuing to have our educational workshops and online and people are satisfied with that. So yes there are disappointments and frustrations, but at the same time we’ve discovered so many opportunities. And we’ve become empowered, and we are saying to the community, “We’re here. We’re open we didn’t go anywhere, call us, we’re here for you” and so that was a nice surprise, and my staff, myself, the entire organization, we just feel more confident now of knowing how to work remotely, knowing how to use zoom, knowing how to use our new databases, we just feel like, we got it together. I always say to my team they’re rock stars they just impress me every day.

The focused interviews also explored early outcomes of the implementation of the web-based platform, both at the system and client levels. Finally, the participants shared the lessons learned during the process.

**System Outcomes**

The most commonly reported benefits were improved access and convenience. This was particularly salient during the pandemic with staff working from home. Interview participants cited the benefits of having a single paperless location for client data, accessible by any staff member from any location. Family consultants also valued the ability to track services more completely:

> It’s allowed us to work remotely, it has allowed at the time of COVID to work safely as a group and still support our caregivers. We’ve been able to continue to offer services. We’ve continued to be able to document and work together.

The directors valued the potential of the system to generate data to evaluate services, improve quality, guide program decisions, and provide evidence for advocacy. At the site level, directors anticipated using the data to guide strategic directions and identify service gaps. Statewide, they valued the potential to aggregate data to inform planning and policy. For example, data on caregivers can inform the implementation of the California Master Plan on Aging:

> The other big benefit eventually will be that we will have statewide information data that is consistent across all 11 Caregiver Resource Centers. And to me that’s huge because it helps with government planning and policymaking as it relates to caregiving.

A positive consequence of this initiative has been bringing the sites together, with a shared vision to serve caregivers across the entire state, learning from one another and sharing resources. Several directors shared a vision to collaborate in new ways, assuring that caregivers across the state had access to culturally and linguistically congruent resources. For example:

> Could we survey our sites to see who has family consultants in different languages? In our County we have a pretty sizable Korean population. We currently don’t have a Korean family consultant, but if another site did, could they serve them? And could we serve if they had a Vietnamese client? In other words, how do we leverage our statewide network around language barriers? I think there’s a potential opportunity to use the statewide network differently with this common platform.

**Client Outcomes**

The greatest client benefit reported was having a platform that clients could access at their convenience, around the clock and from any location. In addition, the consultants found it beneficial that the platform enabled them to tailor resources for specific clients based on their assessment, which allowed for immediate delivery from the web-based library. Clients could also access information about authorized services, such as respite or counseling on the web. Several consultants voiced their advantage to clients with disabilities who find web-based navigation more accessible than other alternatives:

> I have clients with disabilities, for example, I had a few who were completely deaf and—we communicated through (CareNav) and through email. So, that was a wonderful tool for her because she said in the past it was really challenging to get services.

The new platform provided an avenue for clients to connect during the COVID-19 pandemic and address social isolation in a way that had not been previously available:

> One of our staff members said, “my online Spanish support group are really having a hard time with the isolation and they so appreciate being together at least once a month, but they want to meet two times. Can I do my support group two times a month?” I said of course!

**Lessons Learned**

The most commonly stated lesson was *patience*. All the interview participants reported resilience and flexibility as they approached and engaged in the implementation process. Many affirmed the positive nature of the change and a commitment to ongoing learning associated with this platform enhancement. They expressed heightened appreciation for the importance of communication and collaboration within sites, across sites, and in the community. For those on the clinical and technical support teams, they recognized in even greater detail the variability and diversity across the sites:

> Having to realize that people really think differently, and they learn at different speeds, and they communicate differently, both individuals and as organizations, and the variability in even their data or how they store their data and how they manage their programs. Yeah, I think there was just a little bit of variability everywhere.
Discussion

Principal Findings

Our findings suggest 4 factors as essential underpinnings of successful implementation, with implications for future replication [29]. First, key informants emphasized the importance of effective leadership as a key inner-setting component. The participants cited creativity, perseverance, unwavering vision, clear communication, relevant expertise, and deep knowledge of all aspects of the intervention and the inner and outer settings. Effective leadership facilitates a positive implementation climate, which in turn enhances implementation effectiveness [30]. Beyond the inner setting, leadership was described as continually interacting and potentially affecting other CFIR domains [31]. The CareNav implementation team has long tenure in the system and a history of successful implementation of other prior initiatives across the CRC system that may have increased staff self-efficacy. The expertise of program managers, information technology staff, and site directors and staff, as well as leaders’ deep knowledge of CareNav and the CRCs outside networks contributed to continuous interaction with stakeholders throughout the technology implementation process [31]. The leaders’ deep understanding of unique CRC site-level structures and processes was described as particularly important for enhancing both customized and overall implementation efforts. These findings echo recent technology implementation studies in multisite settings, highlighting the lack of senior leadership endorsement as impeding successful implementation [32].

Second, the interview participants stressed the key role of training and ongoing support to increase their self-efficacy using the technology platform. Ongoing training and support were suggested as effective strategies to attract and involve key stakeholders in implementing or using the innovation [33,34]. Our results in the implementation process domain provide insight into the participants’ thoughts on the ongoing training performed. The implementation leadership team gathered information about the system user experience from the training and applied the learning for system refinement and quality improvement. As reflected in both the surveys and interviews, participants appreciated the pace and cadence of the training as well as the opportunity to provide feedback. This feedback loop, in turn, improved platform usability, further inspiring staff self-efficacy. Of note, this 2-way communication for continuous improvement is ongoing with quarterly meetings of the QP improvement is ongoing with quarterly meetings of the QP development team, program evaluators, and CareNav end users to review program productivity data and share issues, concerns, and feedback—providing an open forum for problem solving in the future.

Third, CareNav represented culture change in two major ways: by bringing together decentralized sites and by introducing novel technology that provides customization, round-the-clock availability, and enhanced workflow for staff. In addition, CareNav reflects culture changes societally. In both surveys and interviews, participants expressed a high degree of willingness to change and an openness to new approaches to delivering and documenting interactions with caregivers. This willingness to adopt technology was a key factor in the rapid and successful deployment of the platform.

Finally, the interview participants raised a critical issue of ongoing funding to support the CareNav initiative going forward. Over the last few decades, state funding for the CRC system has waxed and waned, along with the political will to support family caregivers. In the leanest years, CRCs functioned largely as independent entities, drawing on local funding and scaling back services accordingly. In the current phase of funding, state-level investment for CareNav was significant, covering the technology roll out across 11 sites and supporting the QP CareNav development team to provide ongoing technical support, system refinement, reporting capability, and building system elements that expand the functionality of the user interface of the portal through which caregivers can complete intake and assessment forms and access information around the clock. Without ongoing funds to support this vital work, the impact of this initial investment will be vastly diminished, and none of the stakeholders (caregivers, CRCs, and funders) will be able to capitalize on its full potential. Indeed, the long-term benefits of a uniform assessment, data collection, and reporting system are yet to fully materialize, with great potential to disseminate interventions to support family caregivers in the future.

Context of the COVID-19 Pandemic

This study echoes the recent implementation literature underscoring the COVID-19 pandemic as an outer-setting construct inconclusively affecting implementation [35-37]. In fact, the pandemic may have facilitated and accelerated the technology implementation process with significant effects on CareNav characteristics, the inner setting, characteristics of the CRC staff, and the outer setting. CareNav proved to be an agile system during the unexpected national and global circumstances of the COVID-19 pandemic and showed promise of helpfulness in sudden onset or unforeseen conditions, especially in California, given the likelihood of natural disasters such as earthquakes or fires and their impacts on caregivers and the caregiving role. Indeed, the vision for a shared technology platform proved to be prescient as the COVID-19 pandemic gained momentum and the CRCs were able to respond quickly to provide uninterrupted services to their clients by ramping up outreach and adapting supports for caregivers. As examples related to the inner setting, the circumstances of the pandemic may have improved the organizational will to implement by spotlighting the perceived benefits of the technology platform, given its ability to support web-based work; improved the implementation climate through increased staff enthusiasm for the platform; increased staff patience to follow through the stages and steps of the implementation process; reduced hesitation about changing to the technology platform; and increased the need for cross-site communication to best serve the needs of clients. Related to the outer setting, CRC staff members were acutely aware of the toll the pandemic took on their clients, as their needs increased and access to many services and supports—including respite care, adult day care, and institutional placement—became more limited.
At the same time, CRC staff members themselves experienced added strain, juggling their own competing demands outside work, covering for one another owing to illness, coping with staff turnover, and pivoting to remote work from home to provide web-based family consultations to their clients. These factors may have either increased or decreased the willingness of the staff to use the CareNav platform to do their work in new ways, their readiness for change, and their perceived need to expand services. Moreover, the pandemic might have slowed the ability to integrate CareNav with other systems, specifically for sites hosted within a larger health care system who were themselves focusing on care delivery priorities. Similarly, the implementation of other web-based technologies encountered significant barriers, explained by time constraints and competing priorities associated with the COVID-19 pandemic [38]. Effective leadership engagement, as demonstrated in our study, might have played a mediating role in buffering the COVID-19 pandemic slowing effect by maintaining commitment and resources to the implementation and ultimately reducing behavioral resistance to change [35,36,39]. Taken together, these factors must be considered in the interpretation of the findings of this evaluation, particularly in light of the perceived success of the implementation from the staff perspective.

Comparison With Prior Work

This implementation evaluation also offers the knowledge needed to address gaps in prior research. A systematic review of internet-based supportive interventions for caregivers of patients with dementia recommended individual tailoring of supports for the success of digital interventions for caregivers [23]. Underlying this recommendation is the heterogeneity of web-based support systems regarding intervention type, dosage (amount of time spent on the web), and duration, which affect intervention effectiveness, feasibility, and quality [23,40]. In addition, caregivers use web-based supports targeting caregiving for distinct illnesses such as cancer [41], dementia [10], posttraumatic stress disorder [20], and psychosis [21,22] suggesting illness-specific web-based support needs for caregivers. As described, CareNav enables either self-administered or staff-administered caregiver and care recipient assessment, appraisal of current resources, delineation of priority supports, and development of a care plan to contract appropriate services such as respite, educational sessions, support groups, and vouchers for legal aid or counseling across all health conditions, providing a more comprehensive resource for caregivers. These services can be individually tailored to caregivers and illness-specific caregiving needs. CareNav includes a tailored library of resources for caregivers based on the assessment, with the ability to link to resources such as the World Health Organization’s iSupport site [10].

Studies in the past have shown that web-based support can increase confidence, self-efficacy, and self-esteem and reduce depression and strain among caregivers [14,23,42]. This study showed that the capacity to enhance access, convenience, and customized support for clients held a universal appeal for CRC staff. CRC sites highly valued the potential of the data collected in CareNav to provide real-time feedback on who they were serving and the effectiveness of their interventions. Future analyses should explore changes in client confidence and mental health outcomes. As users gain expertise and competence, they will likely see greater benefits to full use of the CareNav platform features, enhancing client engagement and improving decision-making for care consultants, particularly for clients at the highest risk for negative outcomes.

Limitations

This study was an evaluation of an implementation process in established CRCs across the state. There were trade-offs in data collection and reporting to protect the anonymity of participants who could otherwise be readily identified. Therefore, this study does not provide demographic characteristics of participants nor is it able to link findings to the specific roles of staff. However, the decision to permit anonymity facilitated broader participation and a more complete perspective on implementation, as evidenced by the high participation rate of staff in both the surveys and interviews. We applied the CFIR during the data analysis stages of the implementation and did not use the framework to its full potential in guiding implementation design. This study focused on the implementation process and its immediate impact on staff and clients, and did not examine changes in caregiver health and well-being.

Conclusions

In this study, we applied the CFIR [29] to examine the implementation of a web-based platform to engage and support family caregivers across 11 regional sites in California, the most populous state in the United States. The findings identified factors that contributed to success and were relevant for future scaling and dissemination of this innovative platform designed to support global assessment, intervention, and service delivery to address the unmet needs of family caregivers. Importantly, the platform is accessible to both staff and clients regardless of geographic region or care recipient medical condition, and supports timely and local responses to caregiver priorities. Using the CFIR facilitated a more systematic understanding of the multilevel experience of technology implementation across multiple sites. Future implementation projects would benefit from using the CFIR to organize implementation strategies and identify potential blind spots in planning.

As noted, the value of long-term care provided by family caregivers eclipses that provided by government funding [2]. Caregivers have become indispensable in health care delivery. Although their contributions have remained largely invisible, CareNav elevates caregivers’ contributions as part of the fabric of health care. The global assessment of the caregiver and the ability to respond to the priority of the caregiver in real time with information or referral responds to myriad health-related urgencies and imbeds caregivers as elemental in the fluid and ongoing process of care. CareNav additionally supports caregivers in the community. Studies show that the caregiver community is helpful over and above the benefits related to caregivers’ coping [43]. Information gathering, reminiscing, legacy building, and giving back to the community of caregivers maintain the spirit of commitment [42,43]. Although in our study, the mechanism of culture change is primarily associated with modernizing business practices using technology, the CRC vision and long-range outcomes align with broader societal
implications of acknowledging and supporting caregivers as a crucial link in providing supports across communities.

Among the 5 bold goals of California’s Master Plan on Aging for 2030 is caring that works [44]. The California CRCs took on the impressive goal to harmonize their information technology platform and implement the new platform across the state in all 11 sites in 6 months. Other state plans, such as those of New York, have similar priorities for caregivers and CRCs [45]. Future studies could compare California state data with both other states and national populations. This could produce greater knowledge of the similarities and differences in the support needs for the nation’s caregivers. With the opportunity for longitudinal analysis, future studies could examine the predictive factors of intake for negative caregiver outcomes, facilitating earlier interventions. Further analysis of use and outcomes could elucidate which services are most helpful for subpopulations of caregivers.

The next phase of implementation should involve developing a deeper understanding of the rich information available through CareNav, determining both site-specific and statewide reports that would be most helpful in evaluating adoption and dissemination of the programs into the community, effectiveness and gaps in service, quality of delivery, and the impact of the services and supports on caregiver outcomes. The data hold the power to drive individual and system changes. At the individual level, the assessment can be the basis for determining risk and matching services to caregiver needs. At the system level, the data can drive strategy for priority program development, funding, and advocacy. Future studies should evaluate the impact of the CRC system on caregiver health and well-being, as well as develop a deeper characterization of the trajectory of caregiving and how interventions can improve outcomes for caregivers and the persons in their care.

A determined and committed group of leaders and staff dedicated to improving the lives of caregivers began a journey together. They are well on their way to actualizing a vision for the future of caregivers in California.
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Abstract

Background: Antibiotic resistance is a worldwide public health problem that is accelerated by the misuse and overuse of antibiotics. Studies have shown that audits and feedback enable clinicians to compare their personal clinical performance with that of their peers and are effective in reducing the inappropriate prescribing of antibiotics. However, privacy concerns make audits and feedback hard to implement in clinical settings. To solve this problem, we developed a privacy-preserving audit and feedback (A&F) system.

Objective: This study aims to evaluate a privacy-preserving A&F system in clinical settings.

Methods: A privacy-preserving A&F system was deployed at three primary care practices in Norway to generate feedback for 20 general practitioners (GPs) on their prescribing of antibiotics for selected respiratory tract infections. The GPs were asked to participate in a survey shortly after using the system.

Results: A total of 14 GPs responded to the questionnaire, representing a 70% (14/20) response rate. The participants were generally satisfied with the usefulness of the feedback and the comparisons with peers, as well as the protection of privacy. The majority of the GPs (9/14, 64%) valued the protection of their own privacy as well as that of their patients.

Conclusions: The system overcomes important privacy and scaling challenges that are commonly associated with the secondary use of electronic health record data and has the potential to improve antibiotic prescribing behavior; however, further study is required to assess its actual effect.
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Introduction

Antibiotic stewardship is an issue that has recently come under scrutiny in Norway [1] and internationally [2], especially in general practices, which is where most antibiotic prescribing occurs [3]. The inappropriate use of antibiotics is thought to be an important factor in the development of antimicrobial resistance. Although a number of guidelines define when antibiotic use is warranted, defining appropriate use is difficult, unless there is clear agreement on the etiology of an infection [4]. There are diverse and complex reasons for the overuse of antibiotics, and consequently, several strategies have been designed to combat this problem [5]. There have been increasing calls by government agencies, such as the US Centers for
Disease Control and Prevention, to embrace regular tracking and reporting (audits and feedback) as two of the core elements of stewardship programs [6].

Audits and feedback [7] can incorporate behavioral science elements, that is, clinical performance can be reviewed and compared among peers, and this has been widely reported as effective in reducing the inappropriate prescribing of antibiotics [1,2,8,9]. Despite strong support in the literature, there are at least two important factors that make audits and feedback hard to implement in real-life settings or make them ineffective altogether. First, without proper privacy safeguards, the risk of breaching regulatory compliance with regard to health data confidentiality increases. Additionally, underperforming general practitioners (GPs) may feel exposed and view the exercise as punitive [10]. The second factor, scalability, is important for efficiently analyzing vast amounts of distributed electronic health record (EHR) data to facilitate the regular scheduling of audit and feedback (A&F) programs. Regular scheduling is an important factor, since evidence shows that if audits and feedback are stopped, their benefits are likely to dissipate [11,12].

This study evaluates a scalable, privacy-preserving A&F system [13] in clinical settings. The system was deployed in three GP offices and used to generate feedback for 20 GPs on their antibiotic prescribing for selected respiratory tract infections (RTIs), which was viewed in comparison to the average performance of peers. The objective is to evaluate the GPs’ sentiments toward (1) the privacy protections that the system offers, (2) the accuracy and appropriateness of using personal feedback as the basis for comparisons with peers, and (3) self-efficacy and the potential of the intervention to improve the prescribing of antibiotics.

Methods

Privacy-Preserving System for Audits and Feedback

The privacy-preserving system contains software components that are deployed at each health institution. The system extracts data daily from the local EHR system and transforms and loads the data into a database that conforms to a common data model [14].

A third party (denoted as a coordinator) aids the system without learning private information and is trusted to follow protocol specifications. This is a standard security model known as the honest-but-curious adversarial model [15]. In this study, the Norwegian Centre for E-health Research acted as the coordinator. The coordinator accepts requests for the aggregated performance indicators of GPs across health care institutions. The system uses privacy-preserving distributed data mining techniques [16-18] for executing statistical queries on the combined data of health care institutions without allowing any party to view the private data that health care institutions compute locally. Statistical results on the combined data of multiple health care institutions are not considered sensitive information and are therefore stored at the coordinator and retrieved through a web service.

The feedback report is generated locally by combining local personal indicators and the aggregated indicators retrieved from the coordinator. Access to the feedback report is restricted to the respective GP and is provided through a web client or email as an encrypted PDF file, and the decryption key is sent to a mobile phone. We refer interested readers to a study by Yigzaw et al [13] for an elaborated description of the system.

Study Setting

In 2019, we deployed the system in three GP offices in Norway, and 20 GPs received a single feedback report on their prescribing of antibiotics for selected RTIs. The GPs were then asked to fill out a web-based questionnaire for assessing their perceptions of the feedback received and how the feedback was presented.

Norwegian GPs are responsible for treating a set of patients and refer only those who need more specialized health services to hospitals [19]. Therefore, the 20 GPs had a total of around 19,345 patients on their lists. The number of registered patients varied during the study period because patients sometimes change their GP.

Audits and Feedback

The GPs received a single feedback report on their prescribing of antibiotics for selected RTIs for which antibiotics are generally not recommended if the patient is otherwise healthy (eg, during the first presentation of a current episode of an RTI or when the patient has no significant underlying comorbidity) [20]. Based on the International Classification of Primary Care, Second Edition [21], the selected RTIs were acute upper respiratory infection (R74), acute sinusitis (R75), acute laryngitis/tracheitis (R77), acute otitis media/myringitis (H71), and unspecified respiratory infections (R83). Acute bronchitis (R78) was also included because it is most often a viral infection, and the use of an antibiotic is rarely recommended.

Feedback was provided for the selected RTI cases between 2015 and 2018; both combined and separate feedback were provided for each of the diagnoses. All statistics were stratified by both year and antimicrobial spectrum (broad- and narrow-spectrum antibiotics). Based on the Anatomical Therapeutic Chemical classification system [22], narrow-spectrum antibiotics include β-lactamase–sensitive penicillins (J01CE), and broad-spectrum antibiotics include tetracyclines (J01A); β-lactam antibiotics and penicillins (J01C, excluding J01CE); other β-lactam antibiotics (J01D); sulfonamides and trimethoprim (J01E); macrolides, lincosamides, and streptogramins (J01F); and quinolone antibacterials (J01M).

The feedback report contains the number of cases that were diagnosed and treated with antibiotics. A set of performance indicators was presented as a time series graph that compares the performance indicators of a GP with the average indicators of all participating GPs. Performance indicators were based on the indicators proposed by the European Surveillance of Antimicrobial Consumption Network [23], as follows:

- The percentage of diagnosed cases treated with an antibacterial drug for systemic use
• The percentage of cases treated with narrow-spectrum antibiotics among all diagnosed cases treated with antibiotics
• The percentage of cases treated with broad-spectrum antibiotics among all diagnosed cases treated with antibiotics

Questionnaire
A panel of experts with clinical and medical informatics backgrounds developed the questionnaire. As shown in Multimedia Appendix 1, the questionnaire broadly covers aspects that were derived from the following three theoretical constructs of the Theory of Planned Behavior [24]: (1) attitude toward privacy and the prescribing of antibiotics, (2) subjective norms (reflection on the accuracy and appropriateness of using feedback as the basis for comparisons with peers), and (3) self-efficacy regarding changing prescribing behavior.

Statistical Analysis
Descriptive statistics were calculated to summarize the results of the categorical questions, including age groups and years of experience.

Results

Participants
The retrospective data that were generated by using the A&F system show that approximately 20% (2924/14,396, 20.3%) of all cases of the selected RTIs were treated with antibiotics, as illustrated in Figure 1.

A total of 14 GPs responded to the questionnaire, representing a 70% (14/20) response rate. Of these GPs, 36% (5/14) were aged 50 years or older, 57% (8/14) had more than 15 years of experience as a GP, and 79% (11/14) had a specialization in family medicine. The survey results on attitudes toward privacy, audits, and feedback are summarized in Table 1.

Privacy Protection
We can observe from Table 1 that the GPs were unanimous about privacy protection for their patients, and 64% (9/14) of GPs considered the protection of their own privacy to be very useful or useful.

Feedback Report
Most of the GPs (13/14, 92%) reported that feedback on their prescribing of antibiotics and the ability to compare their performance indicators with those of their peers were useful or very useful. The clinicians preferred to receive feedback at regular intervals, such as half-yearly (5/13, 38%) and yearly (7/13, 53%; 1 response was invalid). Most of the clinicians (13/14, 92%) preferred to receive an encrypted feedback report through email rather than having it integrated into the EHR (3/14, 21%), receiving it on a secure website (1/14, 7%), or receiving it on a mobile app (0/14, 0%).

Effects of Audits and Feedback
Of the 14 GPs, 1 (7%) indicated the intention to change their antibiotic prescribing behavior based on the feedback received, 2 (14%) indicated that they did not intend to change, and the rest (n=11, 78%) were unsure of whether they would change.

Feedback Stratification
Most of the GPs (11/14, 78%) wanted their feedback to be stratified by the characteristics of their patient populations and diagnoses. Age and gender were the commonly requested patient characteristics for stratification. The clinicians also requested

Table 1. Participant attitudes toward privacy, audits, and feedback (N=14).

<table>
<thead>
<tr>
<th>Participant attitudes</th>
<th>Very useful, n (%)</th>
<th>Useful, n (%)</th>
<th>Not useful, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient attitudes toward patients’ privacy</td>
<td>10 (71)</td>
<td>4 (28)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Patient attitudes toward physicians’ privacy</td>
<td>3 (21)</td>
<td>6 (42)</td>
<td>5 (35)</td>
</tr>
<tr>
<td>Participant attitudes toward feedback on own prescribing of antibiotics</td>
<td>9 (64)</td>
<td>4 (28)</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Participant attitudes toward comparison with peers</td>
<td>6 (42)</td>
<td>7 (50)</td>
<td>1 (7)</td>
</tr>
</tbody>
</table>
stratification by chronic conditions, such as chronic obstructive pulmonary disease, asthma, cystic fibrosis, other airway comorbidities, acne, perioral dermatitis, and heart failure.

**Discussion**

**Privacy Protection**

Perhaps the major highlight of this study relates to privacy preservation, since the A&F system resolves most of the privacy concerns raised in similar studies. Our results show that the GPs value the protection of their own privacy as well as that of their patients, and this finding is in line with those of existing studies [25]. Our results appear to support our initial assumption that protecting the privacy of clinicians may increase their willingness to participate in quality improvement activities.

GPs in Norway often work in small practices with few or no peers; therefore, comparisons with peers across multiple institutions could be especially useful, and the privacy safeguards serve as further incentives for participation.

**Feedback Report**

Our results show that the GPs were in favor of receiving encrypted feedback reports through their emails. This contrasts with the common belief that integrating a clinical decision support system with EHR systems is an important success factor [26]. It is plausible that the GPs assumed that integration with the EHR would trigger distractive feedback alerts more frequently than those triggered by the desired half-yearly or yearly periodic feedback.

**Effects of Audits and Feedback**

The GPs appeared to value both seeing their antibiotic prescribing statistics and being able to compare these with those of their peers. Although this study did not measure whether the clinicians actually changed their prescribing behavior following feedback, it is likely that most of the participants had a close-to-average prescribing practice and would therefore not have an incentive to change their prescribing behavior. In a larger sample of clinicians, there would be a higher number of individuals that deviate from the mean and have an incentive to change their prescribing behavior.

**Feedback Stratification**

The GPs requested the stratification of feedback by patient characteristics, such as demographics and chronic diseases, of which both are known to influence the decision to prescribe antibiotics. Stratification provides important information to clinicians on whether their prescribing behavior can be justified based on patient characteristics and enables peer comparisons among clinicians with similar patient populations.

**Limitations**

An important limitation is that we could not evaluate GPs’ responses based on their clinical performance, since the questionnaire was anonymous and access to feedback reports was limited to the respective clinician. For example, we were not able to assess how the self-reported intention to change related to an individual’s current clinical performance.

Another limitation is that the feedback reports provided to GPs were not adjusted for comorbidities and age. These two variables are known to influence the decision to prescribe antibiotics, and this may have affected their responses to the survey.

We also noted that the average performance of peers might be skewed if there are outlier clinicians who are far from the mean on 1 side. Therefore, it might be necessary to exclude outliers or provide more statistics, such as SDs and percentiles, to enable detailed comparisons with peers.

The sample size in this study can be considered small but can also be viewed as appropriate for an in-depth case analysis for a pilot implementation of this type.

**Recommendations, Implications for Practice, and Impacts**

The findings from this study have important implications for practice, especially implications related to quality improvement programs at health care institutions. We single out 3 elements that we recommend for improving systems that support antibiotic stewardship programs. The first and basic element is protecting the privacy of clinicians as well as that of patients. Second, scalability should be considered so as to enable comparisons among peers across multiple health care providers. Comparisons across health care providers are especially useful for small practices like GP offices, since such comparisons require a wide pool of similar patient groups and can be adjusted for comorbidities and age. Finally, human factors should be considered. For example, the frequency of feedback should be considered, since clinicians may not want distractive feedback alerts.

In terms of impact, our system offers a solution to key challenges that hamper antibiotic stewardship programs. It provides privacy guarantees to patients, clinicians, and health care institutions and provides the scalability required to ensure that long-term audits and feedback can be sustainable parts of stewardship programs.

The impact for Norway might be limited, since Norway is a small country with relatively lower antibiotic prescribing rates compared to those of other European countries [27]. For larger countries with differently organized general practices, a higher effect can be expected, since audits and feedback are the most effective in places where the baseline performance is poorer compared to that of the best general practices [7].

**Conclusion**

Our results show generally positive sentiments among GPs regarding the potential impact of our system, but it should be noted that this was an initial study with a relatively small number of participants. Therefore, the absolute number of clinicians with very high prescribing rates was likely to be low. In larger samples, we expect that a higher number of physicians would receive an incentive to change their practice.
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Abstract

Background: The modern management of chronic pain is largely focused on improving functional capacity (often despite ongoing pain) by using graded activation and exposure paradigms. However, many people with chronic pain find functional activation programs aversive, and dropout rates are high. Modern technologies such as virtual reality (VR) could provide a more enjoyable and less threatening way for people with chronic pain to engage in physical activity. Although VR has been successfully used for pain relief in acute and chronic pain settings, as well as to facilitate rehabilitation in conditions such as stroke and cerebral palsy, it is not known whether VR can also be used to improve functional outcomes in people with chronic pain.

Objective: This study aimed to assess the feasibility of conducting an adequately powered randomized controlled trial (RCT) to test the efficacy of VR in a chronic pain treatment center and assess the acceptability of an active VR treatment program for patients in this setting.

Methods: For this mixed methods pilot study, which was designed to test the feasibility and acceptability of the proposed study methods, 29 people seeking treatment for chronic pain were randomized to an active VR intervention or physiotherapy treatment as usual (TAU). The TAU group completed a 6-week waitlist before receiving standard treatment to act as a no-treatment control group. The VR intervention comprised twice-weekly immersive and embodied VR sessions using commercially available gaming software, which was selected to encourage movement. A total of 7 VR participants completed semistructured interviews to assess their perception of the intervention.

Results: Of the 99 patients referred to physiotherapy, 53 (54%) were eligible, 29 (29%) enrolled, and 17 (17%) completed the trial, indicating that running an adequately powered RCT in this setting would not be feasible. Despite this, those in the VR group showed greater improvements in activity levels, pain intensity, and pain interference and reported greater treatment satisfaction and perceived improvement than both the waitlist and TAU groups. Relative effect sizes were larger when VR was compared with the waitlist (range small to very large) and smaller when VR was compared with TAU (range none to medium). The qualitative analysis produced the following three themes: VR is an enjoyable alternative to traditional physiotherapy, VR has functional and psychological benefits despite continued pain, and a well-designed VR setup is important.

Conclusions: The active VR intervention in this study was highly acceptable to participants, produced favorable effects when compared with the waitlist, and showed similar outcomes as those of TAU. These findings suggest that a confirmatory RCT is warranted; however, substantial barriers to recruitment indicate that incentivizing participation and using a different treatment setting or running a multicenter trial are needed.
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Introduction

Background

Chronic pain is a leading cause of disability worldwide and represents a significant burden to individuals, societies, and health care systems [1,2]. Virtual reality (VR) has been successfully used to supplement conventional care across diverse medical and rehabilitation settings, including stroke and cerebral palsy [3], and VR technologies are increasingly being used in pain treatment settings to provide pain relief and facilitate rehabilitation [4-6].

Within the field of pain, VR has been predominantly used in acute pain settings as a nonpharmacological approach to pain relief in people undergoing painful medical procedures such as needle insertion and burn care [7,8]. In addition, the past decade has seen growth in the use of VR in chronic pain settings, where studies have generally focused on using VR to provide immediate pain relief via distraction or relaxation [4,9-14]. These interventions typically involve participants being immersed in a pleasant and distracting setting in which they can interact with a simulated environment. For example, in a proof-of-principle study on 13 people with chronic pain, an immersive VR game designed to teach mindfulness-based stress reduction led to reductions in pain scores immediately after a 12-minute session [9]. In another study, 30 people with chronic pain played a VR game specifically designed for pain management, with results showing a reduction in pain scores during gameplay and from the pre- to posttreatment time points [12]. Similarly, a randomized controlled crossover study of 20 people with chronic pain found that an immersive VR game led to greater reductions in pain scores than the baseline and control conditions [10]. Despite representing a useful start, studies focusing on the application of VR for short-term pain relief have not assessed long-term outcomes. Although findings suggest that applications designed to be relaxing or distracting can provide immediate analgesia, whether this approach leads to sustained improvements in other pain outcomes is not known.

The successful management of chronic pain relies on maintaining or improving physical activity, often despite ongoing pain [15]. In addition to short-term pain relief, VR may be used as a tool to encourage healthy movement [16]. VR has been used to support functional rehabilitation for spinal cord injury [17], traumatic brain injury [18], Parkinson disease [19], stroke [20,21], and phantom limb pain [22]. In these contexts, VR has been used to help participants increase their range of movement using neuromodulation and exposure paradigms, and recent work has begun to explore whether these principles can also be applied to other chronic pain conditions. For example, in a well-designed feasibility study, 52 participants with chronic low back pain were randomized to either VR or no-treatment control [23]. The VR group played 15 minutes of virtual dodgeball, designed to gradually increase lumbar flexion for 3 consecutive days. The results indicated that the VR group had greater increases in lumbar flexion during gameplay, with participants reporting a strong positive response to the game. Although there were no between-group differences in pain and functional outcomes 4 to 6 days after treatment, the authors attributed this to the brevity of the intervention, and a randomized controlled trial (RCT) testing the efficacy of a 9-week VR intervention is currently in progress [24].

In related work exploring whether VR can be used in chronic pain settings to encourage activity, 2 recent RCTs compared VR with physiotherapy treatment as usual (TAU) among people with chronic neck pain [25,26]. Both studies were based on 44 participants and administered VR interventions comprising 8 training sessions over 4 weeks. One of the studies used a game designed specifically to improve neck function [25], whereas the other used commercially available games [26]. Both studies reported pain-relevant outcomes immediately and at follow-up, with both reporting that the VR group showed at least equivalence to TAU across outcomes [25,26].

These studies suggest that VR can be used to encourage healthy movement using conditioning and exposure paradigms; however, to date, studies have typically focused on specific pain sites using targeted exercises [24-27], often with specifically designed health applications [23,25,28]. Although specifically designed games are appropriate in some treatment settings [28], there are also circumstances where commercially available games have advantages, which may be true for chronic pain treatment settings where people tend to present with widespread pain or pain in multiple sites. In many cases, general function and activities of daily living are more important therapeutic targets than training specific joints or muscle groups [29,30]. In these instances, commercially available VR games may be useful for supporting sustained behavior change and adherence to physical activity more broadly [31,32].

Overall, it seems likely that commercially available, immersive, and embodied games that encourage full-body movement may be a less threatening and more enjoyable way for people with diverse pain conditions to improve their general function. However, the authors are only aware of 1 pilot study that has tested this possibility. In this study, 16 veterans with chronic pain participated in daily VR sessions using commercially available VR games over a 3-week period. The authors reported improvements in kinesiophobia, pain intensity, pain catastrophizing, and pain-specific functioning in some participants [33]; however, whether this approach is also suitable for patient groups in clinical settings has not been examined. Moreover, the perspectives of end users have not been adequately assessed [28], and perceptions of whether commercially available VR games are considered an acceptable treatment option among people seeking treatment for chronic pain are not known.
Study Aims
This mixed methods pilot study aimed to test the planned methods and approach by identifying whether it would be feasible to conduct an active VR RCT in a hospital-based chronic pain treatment center and whether active VR treatment would be considered acceptable to patients in this setting. The criteria for feasibility were as follows: (1) 30 participants recruited within a 6-month time frame; (2) ≥70% retention rate; and (3) effect sizes (ESs) for primary outcomes (pain intensity and interference) of ≥0.5, indicating that a sample of approximately 60 participants per treatment arm would be sufficient to detect an effect [34]. The criteria for acceptability to patients were that (1) session rating scales for enjoyment are ≥6 on Likert scales ranging from 0 to 10; (2) treatment satisfaction and perceived improvement are ≥4 on Likert scales ranging from 0 to 7; (3) no serious adverse events or increases in pain specific to the VR treatment; (4) outcomes for VR are at least equivalent to TAU; and (5) interviews indicate that participants enjoy the VR treatment, find it beneficial, and believe that it is an acceptable and appropriate intervention for chronic pain rehabilitation.

Methods

Ethics Approval
Ethics approval was granted by the Health and Disability Ethics Committee (New Zealand Ministry of Health; HDEC ref 19/CEN/106), and locality approval was granted by the Auckland District Health Board in July 2019. The trial was registered with the Australian New Zealand Clinical Trials Registry (ACTRN12619001170112; universal trial number U1111-1234-0487). Eligible patients were given a written information sheet, an informed consent form, and instructions for accessing the study website. Those interested in participating were advised to access the study website where the information sheet and consent form were replicated, and informed consent was indicated by clicking a link at the end of the web-based consent form. This action opened the baseline questionnaire, and the completion of this questionnaire enrolled participants in the study. Eligible participants who expressed interest in the clinic but did not complete the baseline questionnaire were contacted via telephone to address any questions or concerns they may have had about the study. Participants were able to complete informed consent procedures and baseline questionnaires in the clinic in a separate appointment if they preferred.

Study Design
A mixed methods randomized pilot study was conducted with assessment points before and after 3 treatment arms to assess the feasibility and acceptability of a planned RCT, comparing an active VR intervention with a waitlist control and physiotherapy TAU.

Participants
The study took place at a hospital-based interdisciplinary chronic pain center, The Auckland Regional Pain Service (TARPS), Auckland District Health Board, New Zealand. Patients attending TARPS and referred to physiotherapy between October 1, 2019, and November 30, 2020, were invited to participate. Inclusion criteria were having musculoskeletal pain, being aged 18 to 70 years, and being able to communicate in English. Participants were excluded if they had a severe medical or psychiatric condition, were receiving treatment for pain elsewhere, or if their health care was being funded by the Accident Compensation Corporation (New Zealand’s accident compensation provider).

Procedures

Overview
Participants completed baseline questionnaires before being randomized using a web-based random number generator to either VR or waitlist followed by TAU. All participants wore activPAL activity monitors (PAL Technologies Ltd) and completed questionnaires at the start and end of each 6-week treatment period. Participants in the VR group completed session evaluations at each appointment, and 7 attended the semi-structured interviews.

VR Intervention (Experimental Group)
Participants attended twice-weekly VR appointments for 6 weeks, supervised by a physiotherapist with 4 years of experience in using VR for chronic pain. The HTC Vive immersive VR system (HTC Corporation) was used with a head-mounted display and accompanying hand sensors. The VR software programs were run via a wall-mounted desktop display that allowed the physiotherapist to view the participant’s visual field. Games that encouraged full-body movements were selected, and participants were guided to perform physically active tasks within the virtual environment and progressed through VR games at the discretion of the treating physiotherapist (Multimedia Appendix 1).

Waitlist
Patients assigned to TAU completed a 6-week no-intervention waitlist to act as a no-treatment control before receiving standard physiotherapy treatment. Outcome measures were completed before and after the waitlist period.

TAU Group
Following the 6-week waitlist, the participants attended 6 weeks of physiotherapy treatment with 1 of 2 physiotherapists, each with >10 years of experience working in this chronic pain treatment setting. Therapy included education related to pain neuroscience, fear avoidance, and deconditioning, and participants were given home-based exercise regimens and tailored gym-based activity programs focused on graded activation and exposure therapy.

Measures

Brief Pain Inventory
The Brief Pain Inventory (BPI) [35,36] measures pain intensity and interference on 11-point Likert scales. The BPI has adequate reliability and validity in populations with chronic pain [37] and is a recommended outcome measure for chronic pain clinical trials [38]. A 2-point reduction is considered the minimal clinically important difference (MCID) in pain intensity scores [38,39].
Kinesiophobia

The Tampa Scale of Kinesiophobia-13 (TSK-13) is a measure of fear of movement, injury, and reinjury [40,41]. Participants respond to items on 4-point Likert scales, with scores ranging from 13 to 52, with higher scores indicating greater fear of movement and (re)injury. The TSK-13 has sufficient reliability and validity in samples with chronic pain [42,43]. In this study, Cronbach $\alpha$ was .72, indicating adequate internal consistency. An 18% reduction in TSK-13 scores is considered an MCID [44].

Activity

Daily activity and step counts were collected using activPAL activity monitors during weeks 1 and 6 of VR, waitlist, and TAU. ActivPAL monitors have been validated in samples with chronic pain [45-46], and the average daily number of steps and activities (total minutes spent standing, walking, and cycling) were extracted.

Global Impression of Change

The Patient Global Impression of Change scale [47] is a single-item recommended pain outcome measure [38] of perceived improvement with treatment on a 7-point Likert scale ranging from 1 (not at all improved) to 7 (very much improved). Participants also indicated their satisfaction with treatment on a scale from 1 (not at all satisfied) to 7 (very satisfied).

Session Evaluation Questionnaire

Participants completed questionnaires at each VR treatment session to assess changes in pain intensity from the pre- to postsession time points, as well as the degree to which they found the VR session enjoyable and immersive, using 10-point Likert scales.

Semistructured Interviews

The qualitative component of this study was designed in accordance with the Critical Appraisal Skills Program (CASP) guidelines [48]. The first 7 participants to complete 8 VR treatment sessions attended 30 to 60-minute semistructured interviews designed to assess their expectations and perceived usefulness of the VR intervention, changes in pain and function, and suggestions for improvement.

Data Analysis

Quantitative data were analyzed using SPSS (version 27). Baseline demographics and clinical characteristics were summarized using descriptive statistics (Table 1). Recruitment and retention rates, pain outcomes, enjoyment, and immersion scores were calculated. As this was a feasibility study, significance testing was not conducted. Instead, Hedges g relative ESs were used to estimate the necessary sample sizes for an RCT using G*Power software, with an $\alpha$ of .05 and power of 0.80. Ratings of pain, enjoyment, and immersion collected at the end of each VR session were averaged across the total number of attended sessions to create mean pain change, enjoyment, and immersion scores.

For qualitative data, interviews were transcribed and analyzed using reflexive thematic analysis [49,50] by a member of the research team (CW), with support from 2 additional team members (NT and DB). The 5 steps of reflexive thematic analysis were followed, where phase 1 (familiarization) involved reading and rereading the data while taking notes on features of interest. In phase 2, data were coded by applying brief unique labels to all quotes that appeared relevant to the research question. In phase 3, initial themes were generated by grouping quotes with similar codes and examining the resulting sets of quotes. In phase 4, 3 themes were developed and reviewed by looking at how each code fit with the proposed theme, the data supporting each code and theme, and the degree to which each theme helped answer the research question. Finally, in phase 5, 3 themes were named and defined. As noted earlier, qualitative analysis was conducted primarily by CW, a female physiotherapy student with training in reflexive thematic analysis. Qualitative analysis was supported by NT and DB, both of whom have PhDs in health psychology and prior experience working in an interdisciplinary pain center. Both NT and DB currently hold positions as senior research fellows, with training in reflexive thematic analysis.
Table 1. Demographic and baseline clinical characteristics (N=20).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (n=20)</th>
<th>Treatment VR&lt;sup&gt;a&lt;/sup&gt; (n=10)</th>
<th>Waitlist and TAU&lt;sup&gt;b&lt;/sup&gt; (n=10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>40.1 (16.2)</td>
<td>41.3 (17.7)</td>
<td>38.7 (15.3)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>13 (65)</td>
<td>8 (80)</td>
<td>5 (50)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New Zealand European</td>
<td>12 (60)</td>
<td>6 (60)</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Māori</td>
<td>2 (10)</td>
<td>1 (10)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Indian</td>
<td>3 (15)</td>
<td>2 (20)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Fijian</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Other European</td>
<td>2 (10)</td>
<td>1 (10)</td>
<td>1 (10)</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>5 (25)</td>
<td>2 (20)</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Part-time</td>
<td>3 (15)</td>
<td>2 (20)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Retired</td>
<td>1 (5)</td>
<td>1 (10)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>9 (45)</td>
<td>3 (30)</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Student</td>
<td>2 (10)</td>
<td>2 (20)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Pain duration, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;12 months</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>12-24 months</td>
<td>3 (15)</td>
<td>2 (20)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>2-5 years</td>
<td>5 (25)</td>
<td>1 (10)</td>
<td>4 (40)</td>
</tr>
<tr>
<td>&gt;5 years</td>
<td>12 (60)</td>
<td>7 (70)</td>
<td>5 (50)</td>
</tr>
<tr>
<td><strong>Main pain location, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neck</td>
<td>2 (10)</td>
<td>0 (0)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Back</td>
<td>8 (40)</td>
<td>4 (40)</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Stomach</td>
<td>2 (10)</td>
<td>1 (10)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Chest</td>
<td>1 (5)</td>
<td>1 (10)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Hips</td>
<td>1 (5)</td>
<td>1 (10)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Pelvis or groin</td>
<td>1 (5)</td>
<td>1 (10)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Knee</td>
<td>3 (15)</td>
<td>1 (10)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Leg</td>
<td>1 (5)</td>
<td>1 (10)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Foot</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>1 (10)</td>
</tr>
<tr>
<td><strong>BPI&lt;sup&gt;c&lt;/sup&gt; intensity, mean (SD)</strong></td>
<td>8.3 (1.5)</td>
<td>8.4 (1.8)</td>
<td>8.1 (1.2)</td>
</tr>
<tr>
<td><strong>BPI interference, mean (SD)</strong></td>
<td>7.3 (1.6)</td>
<td>7.5 (1.7)</td>
<td>7.1 (1.5)</td>
</tr>
<tr>
<td><strong>TSK-13&lt;sup&gt;d&lt;/sup&gt;, mean (SD)</strong></td>
<td>33.5 (5.4)</td>
<td>32.3 (5.4)</td>
<td>34.6 (5.4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>VR: virtual reality.  
<sup>b</sup>TAU: treatment as usual.  
<sup>c</sup>BPI: Brief Pain Inventory.  
<sup>d</sup>TSK-13: Tampa Scale of Kinesiophobia-13.
Results

Quantitative Results

Recruitment and Retention

Between October 1, 2019, and November 30, 2020, a total of 99 non-Accident Compensation Corporation patients were assessed at TARPS and referred to physiotherapy. Of these 99 patients, 53 (54%) met the inclusion criteria, and 29 (29%) were enrolled in the study. Of the 29 patients, 13 withdrew (n=5 from the VR group, and n = 4 from each of the waitlist and TAU groups), resulting in a final sample of 20 participants, of whom 10 were in the VR group, 10 in the waitlist group, and 6 in the TAU group. The recruitment rate of 2 participants per month, as well as the dropout rate of 45%, indicated that it would not be feasible to recruit approximately 60 participants per trial arm in this clinical setting.

Intervention Parameters

All participants in the VR arm completed ≥7 appointments, and 30% (3/10) completed 12 appointments. There were no adverse events or increases in pain specific to the VR intervention. Immersion scores ranged from 8.4 to 9.6, and enjoyment scores ranged from 8.0 to 9.9, thereby meeting the acceptability criteria.

Pain Intensity and Interference (BPI)

There were medium ESs favoring VR over the waitlist for a reduction in BPI pain intensity (ES=0.52) and BPI pain interference (ES=0.50). This suggests that for an α of .05, and a power of 0.80, a sample of 60 and 64 per group would be sufficient to detect significant effects for pain intensity and interference, respectively (Table 2).

Table 2. Mean change scores and relative effect sizes for pain-relevant outcomes, perceived improvement, and satisfaction with treatment.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Waitlist (n=10)</th>
<th>TAUa (n=6)</th>
<th>VRb (n=10)</th>
<th>VR versus waitlist, effect size (95% CI)</th>
<th>VR versus TAU, effect size (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Participants, n (%)c</td>
<td>Values, mean (SD)</td>
<td>Participants, n (%)c</td>
<td>Values, mean (SD)</td>
<td>Participants, n (%)c</td>
</tr>
<tr>
<td>ΔBPI intensity</td>
<td>10 (100)</td>
<td>–0.30 (1.57)</td>
<td>6 (100)</td>
<td>–0.17 (2.32)</td>
<td>9 (90)</td>
</tr>
<tr>
<td>ΔBPI interference</td>
<td>10 (100)</td>
<td>–1.10 (2.13)</td>
<td>6 (100)</td>
<td>–1.00 (1.39)</td>
<td>9 (90)</td>
</tr>
<tr>
<td>ΔTSK-13f</td>
<td>10 (100)</td>
<td>–2.90 (5.17)</td>
<td>6 (100)</td>
<td>–4.00 (4.56)</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Change in daily steps</td>
<td>7 (70)</td>
<td>212 (2394)</td>
<td>6 (100)</td>
<td>1127 (2784)</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Change in daily activity (minutes)</td>
<td>7 (70)</td>
<td>2.15 (59.03)</td>
<td>6 (100)</td>
<td>–21.05 (91.49)</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Satisfaction (score: range 1-7)</td>
<td>9 (90)</td>
<td>4.78 (1.20)</td>
<td>6 (100)</td>
<td>5.83 (0.98)</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Improvement (score: range 1-7)</td>
<td>9 (90)</td>
<td>4.78 (0.83)</td>
<td>6 (100)</td>
<td>5.67 (1.03)</td>
<td>9 (90)</td>
</tr>
</tbody>
</table>

αTAU: treatment as usual. 
bVR: virtual reality. 
cNumber of valid participants with complete data. 
dBPI: Brief Pain Inventory. 

Kinesiophobia

Small ESs favored the waitlist over VR (ES=0.24) and TAU over VR (ES=0.44). None of the groups met the criteria for MCID in kinesiophobia change scores (≥18% reduction; Table 2) [44].

Step Counts and Activity (Minutes Spent Standing, Walking, and Cycling)

There were small ESs favoring VR over the waitlist for both step count (ES=0.22) and activity scores (ES=0.26). Both VR and TAU met the criteria for an MCID in daily step counts (≥600-1100 step increase; Table 2) [51].

Treatment Satisfaction and Global Impression of Change

There were very large ESs favoring VR over the waitlist for treatment satisfaction (ES=1.18) and perceived improvement (ES=1.31) and small ESs favoring VR over TAU for treatment satisfaction (ES=0.28) and perceived improvement (ES=0.24; Table 2).

Qualitative Results

Analysis of the transcribed interviews generated three themes: (1) VR is an enjoyable alternative to traditional physiotherapy, (2) VR leads to functional and psychological benefits despite continued pain, and (3) the importance of a well-designed VR setup.
**Theme 1: VR Is an Enjoyable Alternative to Traditional Physiotherapy**

Participants were enthusiastic about trying VR rehabilitation and had positive expectations of treatment; for example, one of the participants said the following:

> I had really high hopes...I thought it might actually take my pain away [Male, 51 years, Fijian-Indian, chest and shoulder pain]

Participants also described VR as more enjoyable, accessible, and achievable than their previous experiences of physiotherapy and described VR as fun and exciting:

> It’s a really good way to incorporate fun activity into your life on a regular basis. And for someone who struggles to find the mental and physical energy to do anything like that, it’s a really good pull to get you up. [Female, 25 years, European, back pain]

Participants also described VR as improving activity levels by distracting them from pain. Several participants described VR as brain training and believed that taking part in the VR treatment changed the way that their nervous system processed pain:

> By doing a movement and not having that immediate thought that it’s going to hurt, it’s already training my brain so that it doesn’t go—nope you’re not doing that!—and then sending pain signals everywhere. [Female, 23 years, European, pelvic pain]

Despite the perceived benefits, some participants expressed uncertainty about whether VR could be considered a legitimate treatment. They explained that the enjoyable nature of VR was inconsistent with their expectations of physiotherapy:

> With VR you don’t really feel like it’s treatment...you have an expectation that when you go to [physiotherapy] they give you exercises or manual treatment so when you leave it feels like you’ve done something. But when you’re doing VR, I don’t feel like I’ve necessarily achieved any treatment. [Female, 21 years, European, hip pain]

Overall, the participants had positive expectations about VR, the rationale for VR treatment was clear to them, and they found VR to be highly acceptable. For some participants, the enjoyable nature of VR meant that it did not feel like a legitimate treatment approach.

**Theme 2: Functional and Psychological Benefits Despite Continued Pain**

Participants said that they experienced pain relief during the VR sessions; however, this was not sustained after treatment. Despite ongoing pain, participants reported an overall increase in daily physical activity, improved strength, reduced stiffness, improvements in sitting and standing tolerances, and greater confidence in engaging in activities of daily living. Participants said that VR changed their perspectives of activity from something unpleasant and difficult to something that could be enjoyable:

> It helped me understand that I can move and do more activity. I can go for a walk outside and enjoy it and not have to focus on being in pain all the time. So, I think it just made me realise that that was actually an option. [Female, 21 years, European, hip pain]

The participants also felt that the VR sessions improved their moods. They described feeling happier and more content following the sessions and explained that VR provided relief from daily stressors and an opportunity to do something enjoyable:

> Mentality wise, it made a big difference. I looked forward to coming to the VR sessions. I’d be like—yeah, I’ve got this pain but at least something’s happening, and I have fun when I’m there. [Female, 23 years, European, pelvic pain]

Overall, participants described the intervention as having a positive impact on their mood and function and reported increased confidence in participating in physical activities despite continued pain.

**Theme 3: The Importance of a Well-Designed VR Setup**

Most participants found the VR equipment easy to use and the games straightforward to understand and play. The exceptions were those whose first language was not English and who described difficulties in understanding game instructions. Participants emphasized the importance of a comfortable and adjustable headset, and the physical space was considered important, with all participants feeling constrained by the size of the room. There were a range of opinions regarding the importance of having a trained physiotherapist deliver the VR; however, all participants highlighted the importance of being supervised by someone with whom they could form a therapeutic alliance:

> I think it makes you feel better that it’s a trained physiotherapist. You knew they had that background and it just fills you with confidence a bit more. [Female, 64 years, European, back pain]

Overall, this theme demonstrates the importance of investing in a good-quality VR setup that participants can use easily and comfortably in a safe and supervised environment and the value of developing a strong therapeutic relationship.

**Discussion**

**Principal Findings**

This mixed methods pilot study assessed the acceptability and feasibility of a VR RCT in a hospital-based chronic pain treatment center. The findings indicated that the VR intervention was highly acceptable to patients, with session rating scores, treatment satisfaction, and perceived improvement all surpassing the a priori acceptability criteria. Those in the VR treatment showed improvements in pain intensity, pain interference, step counts, and activity scores, with preliminary findings suggesting that VR may be superior to no treatment and equivalent to TAU. Qualitative data supported the quantitative findings and indicated that participants enjoyed the VR treatment and found it beneficial.
Despite the benefits, poor recruitment and high dropout rates suggest that it would not be feasible to conduct an adequately powered RCT in this setting. ESs for primary outcomes in this study indicate that a reasonable sample size of approximately 60 per group (power=0.80) would be adequate to detect effects. These ESs are consistent with recommended ESs for motor interventions [34] and comparable with another VR RCT currently in progress [24]; however, the recruitment rate of approximately 2 participants per month means that an adequately powered RCT would not be feasible. In addition, any future RCT assessing multiple pain-relevant outcomes would need to carefully select the most relevant outcome measures and correct for the family-wise error rate. Attrition was higher than expected, with approximately 45% of enrolled participants withdrawing from the study. Similar rates of withdrawal across all treatment arms suggest that attrition was not specific to the treatment, with the most frequently cited reasons for withdrawal being (1) comorbid mental health problems, (2) inability to attend regular appointments, and (3) loss of contact following SARS-COV-2 lockdowns. High attrition is common in chronic pain settings [11], and future work may benefit from encouraging participation by offering treatment in community settings, ensuring adequate parking, and providing transportation and remuneration for attendance. Finally, although the findings suggest that the involvement of a qualified physiotherapist is important, remotely delivered VR therapies have shown promise [11], and future RCTs may benefit from adapting active VR treatments for home use.

**Comparison With Prior Work**

Most prior studies exploring the role of VR in chronic pain have focused on specifically designed health applications [23,25], targeted singular pain sites [26], or tested the efficacy of VR among veterans with chronic pain [33]. This is the first study to assess the feasibility of conducting an RCT that tests whether commercially available active VR games may improve outcomes among people attending a tertiary-level chronic pain treatment center. Consistent with previous studies [23], high levels of engagement and treatment satisfaction were reported, and the findings suggest that active VR may be equivalent to standard physiotherapy [25,26]. When considering potential mechanisms, it has been hypothesized that VR might improve functional outcomes by reducing kinesiophobia, and prior work has documented reductions in kinesiophobia following VR interventions [26,33,52]. However, our findings did not support this hypothesis. Instead, qualitative data suggest that increases in general well-being and pain self-efficacy are more likely mechanisms. Positive mood states may be a protective factor in chronic pain [53,54], and a previous study has shown that a VR intervention among people with fibromyalgia led to improvements in general mood state, positive emotions, motivation, and self-efficacy [55]. Future RCTs may benefit from the inclusion of measures of pain self-efficacy [56] along with positive affect, sleep, and other pain-relevant quality of life measures to identify the mechanisms by which VR interventions improve chronic pain outcomes.

When considering game design and selection, commercially available games were used for this pilot study because of their benefits in terms of access, convenience, and cost. Using commercially available games in chronic pain rehabilitation also makes theoretical sense, as when pain is attributed to nociceptive mechanisms, the key interventional targets are general physical activity, stress reduction, and pain self-management [57] rather than focusing on specific movements, muscles, or joints. Despite the benefits of using specifically designed apps in some health settings [28,56], games that target specific pain sites, such as neck pain or back pain, would only be suitable for a subset of people attending chronic pain treatment centers, whereas commercially available games are more likely to be applicable to people with a range of pain conditions and pain sites and varying degrees of functional impairment. In addition, commercially available games appear to be at least equivalent to conventional therapy in diverse physical rehabilitation settings [32]. Overall, whether commercially available or specifically designed games are used, it is important that games are developed using fundamental design principles of reward, goals, challenge, and meaningful play [58], and it seems likely that combining active VR treatment with other established interventions such as pain neuroscience education, as well as strategies to downregulate autonomic arousal, may strengthen the positive effects of VR in chronic pain management and enhance our understanding of how VR can supplement conventional care.

**Limitations**

This study had several limitations. Primarily, comparing active VR with a no-treatment control and physiotherapy TAU allowed for comparisons between active VR and standard physiotherapy-led activity programs but did not provide insight into the most salient elements of VR or gaming interventions. Future work administering an active non-VR control, such as computer-based games using similar movements but without a head-mounted display, or comparing active VR with passive VR treatments that facilitate downregulation of autonomic arousal, would help to clarify the unique benefits specific to immersive, embodied, and active VR protocols over and above other VR and gaming platforms. Furthermore, this study deviates from a standard 3-arm trial design as, for practical purposes (given the small pool of participants), a single group covered 2 intervention arms (waitlist and TAU). Future work would benefit from recruiting separate groups of participants for the TAU and no-treatment arms. In addition, it is likely that patients interested in VR would have self-selected for the trial and potentially overreported the perceived benefits. Another limitation is that session rating scales were not collected in the TAU arm, meaning that between-group comparisons for session enjoyment and changes in pain scores immediately after treatment could not be made and that VR and TAU were delivered at different doses, with VR offered twice weekly and TAU delivered once weekly; thus, it is not known whether VR delivered at the same dose of TAU would have produced the benefits seen here. Finally, end users were not consulted in the study design phase, and future RCTs would benefit from engaging in a co-design process.

**Conclusions**

Despite these limitations, this mixed methods pilot study indicates that active VR is an acceptable treatment for patients...
attending a tertiary-level chronic pain treatment center. Qualitative data suggest that participants enjoyed the VR treatment, found it beneficial, and believed that it was an acceptable component of chronic pain rehabilitation. Although outcomes for VR in this pilot study were superior to no treatment, and appeared to be at least equivalent to standard physiotherapy, these findings should only be interpreted as a basis for designing future adequately powered clinical trials. In particular, the finding that the ESs comparing VR with standard treatment were generally small suggests that there may not be clinically meaningful differences between these groups in a larger trial. Despite this, an adequately powered RCT appears justified as, if equivalence is found, then VR may be a useful adjunct or alternative to standard treatment for some people with chronic pain. Although a future RCT is warranted, low recruitment and poor retention rates indicate that this would not be feasible in the present setting. Future RCTs would benefit from incentivizing study participation and actively reducing dropout rates while considering a broader range of outcome measures to identify likely mechanisms. VR technology is increasingly affordable and accessible and may improve chronic pain outcomes by encouraging participation in activities in a novel and enjoyable way. Adequately powered RCTs with long-term follow-ups examining the recommended pain-relevant outcomes and potential mechanisms of action are warranted.
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Abstract

Background: COVID-19 vaccines are vital tools in the defense against infection and serious disease due to SARS-CoV-2. There are many challenges to implementing mass vaccination campaigns for large, diverse populations from crafting vaccine promotion messages to reaching individuals in a timely and effective manner. During this unprecedented period, with COVID-19 mass vaccination campaigns essential for protecting vulnerable patient populations and attaining herd immunity, health care systems were faced with the dual challenges of vaccine outreach and distribution.

Objective: The aim of this cross-sectional study was to assess the effectiveness of a COVID-19 vaccine text outreach approach for patients aged 65 years and older. Our goal was to determine whether this approach was successful in scheduling patients for COVID-19 vaccine appointments.

Methods: We developed SMS text messages using the Tavoca platform. These messages informed patients of their vaccine eligibility and allowed them to indicate their interest in scheduling an appointment via a specific method (email or phone) or indicate their lack of interest in the vaccine. We tracked the status of these messages and how patients responded. Messages were sent to patients aged 65 years and older (N=30,826) at a nonprofit health care system in Washington, DC. Data were collected and examined from January 14 to May 10, 2021. Data were analyzed using multivariate multinomial and binary logistic regression models in SAS (version 9.4; SAS Institute Inc).

Results: Approximately 57% of text messages were delivered to patients, but many messages received no response from patients (40%). Additionally, 42.1% (12,978/30,826) of messages were not delivered. Of the patients who expressed interest in the vaccine (2938/30,826, 9.5%), Black or African American patients preferred a phone call rather than an email for scheduling their appointment (odds ratio [OR] 1.69, 95% CI 1.29-2.21) compared to White patients. Patients aged 70-74 years were more likely to schedule an appointment (OR 1.38, 95% CI 1.01-1.89) than those aged 65-69 years, and Black or African American patients were more likely to schedule an appointment (OR 2.90, 95% CI 1.72-4.91) than White patients.

Conclusions: This study provides insights into some advantages and challenges of using a text messaging vaccine outreach for patients aged 65 years and older. Lessons learned from this vaccine campaign underscore the importance of using multiple outreach methods and sharing of patient vaccination status between health systems, along with a patient-centered approach to address vaccine hesitancy and access issues.

(JMIR Form Res 2022;6(7):e33260) doi:10.2196/33260
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Introduction

Authorization of the emergency use of COVID-19 vaccines, which were developed and tested in record time, was a seminal moment in efforts to control the COVID-19 pandemic [1]. These vaccines are vital tools in the prevention of infection and serious disease from SARS-CoV-2, and COVID-19 mass vaccination campaigns have been essential for protecting vulnerable patient populations and achieving herd immunity. Launching these vaccination campaigns has been challenging for several reasons related to logistical issues of producing, storing, and transporting vaccines, and patient-level factors such as vaccine access and vaccine hesitancy [2-5]. Health care systems were starting points for vaccination campaigns given their direct access to patient populations and having the personnel and resources to store vaccines and vaccinate patients. However, the COVID-19 vaccination effort was unprecedented in its scale, and many health care systems across the United States were faced with challenges of outreach, equity, scheduling, and administration.

With no blueprint for this type of vaccination campaign, health care systems—particularly those with large diverse patient populations—had to quickly design and launch outreach efforts to patients [2]. These efforts were further complicated by ongoing challenges with patient distrust of medical institutions, vaccine hesitancy and access barriers, and interoperability of health record databases [3,6]. Outreach to patients was complicated by out-of-date or incorrect demographic information, which was necessary for determining vaccine eligibility of each patient. Other complications included the absence of coordination between adjacent health care systems, as patients had the opportunity to be vaccinated at other health care sites, but these vaccination records were not shared among health care systems.

Reflecting on these challenges, this cross-sectional study used a not-for-profit health system as a case study to examine the intersection of health information technology and health disparities in vaccine outreach efforts. The focus of this study was on patients aged 65 years and older as they were among the first to be eligible for the COVID-19 vaccine. Additionally, patients in this age group may face additional challenges to vaccination, such as complicated medical conditions, transportation needs, and reliance on caregivers to assist with medical decision-making [7]. Findings from this study generated important lessons learned for ongoing efforts to increase COVID-19 vaccination rates among patients aged 65 years and older.

Methods

Study Site

This study took place in a not-for-profit health system with 10 hospitals, over 280 outpatient clinics, and nearly 2 million patients in the mid-Atlantic region of the United States.

Target Population

For this study, COVID-19 vaccine outreach to patients in the Washington, DC catchment area was examined. In Washington, DC, the local health department prioritized patients aged 65 years and older in the initial rollout of the vaccine to the public [8,9]. Additionally, certain zip codes were prioritized for outreach efforts based on the disproportionate impact of COVID-19 in terms of morbidity and mortality rates. A side-by-side comparison of priority zip codes with COVID-19 cases and deaths is presented in Figure 1.

Study Population

The health system serves approximately 45,000 Washington, DC residents aged 65 years and older, which required a large-scale outreach operation to contact, screen, and schedule these patients for vaccination. It is important to note that local policy at the time permitted health systems to only vaccinate...
patients who had previously been served by the health system. Information on whether a patient was vaccinated at a different facility was unavailable.

**Inclusion and Exclusion Criteria**

Eligibility was limited to patients aged 65 years and older with a Washington, DC address per local health department vaccination guidelines. Patients who had been seen at any of the health system facilities in the last 5 years were contacted about the COVID-19 vaccine.

**Text Message Vaccine Outreach**

During the initial phase of outreach, a dedicated call center contacted patients who met vaccine eligibility criteria. Operators were only able to speak to 41% (1093/2670) of patients contacted, and only 42% (458/1093) of connected calls resulted in scheduled appointments. Thus, only 17% of total calls resulted in a scheduled appointment. Given the relatively slow pace and resource-intensiveness of this approach, a transition was made to an automated text messaging and follow-up strategy, in which patients were sent a text message informing them that they were eligible to receive the vaccine and asking if they were interested in scheduling an appointment. The text messaging platform, Tavoca, was used to create message templates informing patients of their vaccine eligibility and allowing them to indicate their interest in scheduling via a specific method (email or phone) or indicate their lack of interest in the vaccine. Text messages were drafted on the basis of character limits of the Tavoca platform, and the text sequence is shown in Figure 2.

**Figure 2. Text messaging flow.**

Batches of text messages were sent on the basis of a prioritization algorithm that ranked patients by age and priority zip code, starting with the oldest patients in priority zip codes and then patients in nonpriority zip codes. Patients who indicated they were interested in the vaccine were asked which communication platform they preferred (phone or email), and depending on their response, they were referred to a call center or a web-based scheduling system. There was a high volume of messages not delivered owing to phone numbers no longer being in operation and some being landlines, which do not accept text messages.

**Data Collection and Management**

Patient information was extracted from the electronic health record and scheduling systems. Data were extracted and analyzed from January 14 to May 10, 2021. During this stage of the vaccine rollout, only the Pfizer and Moderna COVID-19 vaccines were available to patients. For this analysis, patients who shared the same phone number (n=14,419) were excluded, as there was no way to accurately determine which of the multiple patients associated with one phone number responded to the text message (Table 1). Confirmed text messaging interaction data were available for 30,826 patients who had unique phone numbers, which were analyzed for this study (Table 1). The demographic characteristics of the excluded patients were similar to those of the patients included in the study sample.
Table 1. Demographic Information for excluded patients (N=14,419) and study participants (N=30,826).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Excluded patients, n (%)</th>
<th>Study participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>8224 (57.0)</td>
<td>18,399 (59.7)</td>
</tr>
<tr>
<td>Male</td>
<td>6181 (42.8)</td>
<td>12,427 (40.3)</td>
</tr>
<tr>
<td>Residence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Priority zip code</td>
<td>11,408 (79.1)</td>
<td>24,211 (78.5)</td>
</tr>
<tr>
<td>Nonpriority zip code</td>
<td>3011 (20.8)</td>
<td>6615 (21.5)</td>
</tr>
<tr>
<td>Race or ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>8939 (61.9)</td>
<td>19,372 (62.8)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>477 (3.31)</td>
<td>706 (2.3)</td>
</tr>
<tr>
<td>Asian</td>
<td>150 (1.04)</td>
<td>208 (0.67)</td>
</tr>
<tr>
<td>White</td>
<td>2885 (20.0)</td>
<td>7315 (23.7)</td>
</tr>
<tr>
<td>Other</td>
<td>1968 (13.6)</td>
<td>3225 (10.5)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65-69</td>
<td>3506 (24.3)</td>
<td>9804 (31.8)</td>
</tr>
<tr>
<td>70-74</td>
<td>3186 (22.1)</td>
<td>7770 (25.2)</td>
</tr>
<tr>
<td>75-79</td>
<td>2527 (17.5)</td>
<td>5151 (16.7)</td>
</tr>
<tr>
<td>80-84</td>
<td>2092 (14.5)</td>
<td>3504 (11.4)</td>
</tr>
<tr>
<td>85-90</td>
<td>1505 (10.4)</td>
<td>2273 (7.4)</td>
</tr>
<tr>
<td>&gt;90</td>
<td>1603 (11.1)</td>
<td>2324 (7.5)</td>
</tr>
<tr>
<td>Dose 1 received</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>744 (5.1)</td>
<td>239 (0.77)</td>
</tr>
<tr>
<td>No</td>
<td>13,675 (94.8)</td>
<td>30,587 (99.2)</td>
</tr>
<tr>
<td>Dose 2 received</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>643 (4.4)</td>
<td>232 (0.75)</td>
</tr>
<tr>
<td>No</td>
<td>13,776 (95.5)</td>
<td>30,594 (99.2)</td>
</tr>
</tbody>
</table>

Independent Variables

A total of 7 independent variables related to patient demographics and health system utilization in this study. Demographic variables included residing in a priority zip code (priority=1 and nonpriority=0), binary variables for each racial or ethnic group (Black or African American, Hispanic, Asian, White, and other), binary variables for each age group (65-69 years, 70-74 years, 75-79 years, 80-84 years, 85-89 years, and >90 years), and sex (male=1, female=0). Health system utilization variables included having a primary care provider (yes=1, no=0) and total visits in the past 5 years (continuous). A series of interaction variables were created for priority zip code and age and for priority zip codes and race or ethnicity.

Outcome Variables

There were 4 primary outcome variables of interest. The first outcome variable was the status of the initial text message sent to patients: 1=delivered and interested in vaccine; 2=delivered and no response; 3=delivered and not interested in the vaccine; and 4=not delivered (number belongs to a landline or is no longer in operation). Among patients who expressed interest in the COVID-19 vaccine, the preferred communication method for scheduling the vaccine appointment (phone=1, email=0) and if an appointment was scheduled (scheduled=1, not scheduled=0) were assessed.

Statistical Analysis

First, descriptive statistics were assessed to determine sample characteristics. Next, multivariate regression models were used to assess the association between patient demographics (priority zip codes, race or ethnicity, age, and sex) and outcomes of interest. Multivariate multinomial regression models were used for the first outcome of interest (text message status) and multivariate logistic regression for the other outcomes (preferred communication method and appointment scheduled). It was not possible to analyze vaccine uptake in this study owing to sample size limitations. Data were analyzed using SAS (version 9.4; SAS Institute Inc).

Ethics Approval

This study received approval from the institutional review board of MedStar Health Research Institute (STUDY00002197).
Results

Sample Characteristics

Demographic information on study patients is detailed in Multimedia Appendix 1. The majority of patients (24,211/30,826, 78.5%) live in a priority zip code, which implies that there is high COVID-19 morbidity and mortality, 59.7% (18,399/30,826) of participants are female, and 62.8% (19,372/30,826) of participants are Black or African American. Further, 57% (17,848/30,826) of text messages were delivered to patients and 42.1% (12,978/30,826) of messages were not delivered (number belongs to a landline or is no longer in operation). Of the messages that were delivered, 40% (12,333/17,848) received no response. A few patients (2,938/17,848, 9.5%) expressed interest in getting the COVID-19 vaccine. Among patients who expressed interest in the vaccine, only 253 scheduled an appointment. A majority of patients who scheduled an appointment completed their first (214/226, 87.5%) and second (207/226, 80%) vaccine doses.

Regression Models

First, differences among the 4 status options for the initial text message sent to patients were examined: interested in the vaccine, not interested in the vaccine, no response, and text message not delivered (Table 2). Notable findings include patients residing in priority zip codes who were more likely to “not respond” (odds ratio [OR] 1.19, 95% CI 1.12-1.27) than for message “not delivered” in comparison with patients living in nonpriority zip codes. In models that included age, among patients aged 70 years and older, the message was more likely to not be delivered than for there to be patient engagement with the message. Black or African American patients were less likely to be interested rather than not having received the message in comparison to White patients. Asian and Hispanic patients were more likely to not respond rather than not having received the message in comparison to White patients. Patients with a primary care provider were more likely to be interested rather than not having received the message in comparison to patients without a primary care provider.

Next, the preferred communication platform for scheduling an appointment among patients interested in the vaccine was assessed (Table 3). Patients living in priority zip codes were more likely to prefer a phone call (OR 1.43, 95% CI 1.15-1.78) than those living in a nonpriority zip code. These results remained the same with the addition of other independent variables in the models. Preference for a phone call was more likely among patients aged 70-74 years (OR 1.33, 95% CI 1.08-1.64) and those aged 80-84 years (OR 1.82, 95% CI 1.17-2.83) than among those aged 65-69 years, and among Black or African American patients (OR 1.69, 95% CI 1.29-2.21) than among White patients. Regarding the interaction effects, patients living in priority zip codes and those aged 75-79 years were significantly less likely to prefer a phone call (OR 0.40, 95% CI 0.20-0.81) than those aged 65-69 years and living in a priority zip code.

Finally, scheduled visits among patients who expressed an interest in being vaccinated were examined (Table 4). Patients aged 70-74 years were more likely to schedule an appointment (OR 1.38, 95% CI 1.01-1.89) than those aged 65-69 years, and Black or African American patients were more likely to schedule an appointment (OR 2.90, 95% CI 1.72-4.91) than White patients. Interaction variables could not be examined in these models given the small sample size.
Table 2. Odds ratios (ORs) of text status (N=30,826).

<table>
<thead>
<tr>
<th>Text status</th>
<th>Model 1</th>
<th></th>
<th>Model 2</th>
<th></th>
<th>Model 3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR</td>
<td>95% CI</td>
<td>OR</td>
<td>95% CI</td>
<td>OR</td>
<td>95% CI</td>
</tr>
<tr>
<td>Living in a priority zip code</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interested</td>
<td>0.83a</td>
<td>0.75-0.91</td>
<td>0.81a</td>
<td>0.73-0.89</td>
<td>0.90</td>
<td>0.80-0.101</td>
</tr>
<tr>
<td>No response</td>
<td>1.19a</td>
<td>1.12-1.27</td>
<td>1.17a</td>
<td>1.09-1.25</td>
<td>1.08</td>
<td>1.00-1.17</td>
</tr>
<tr>
<td>Not interested</td>
<td>0.48a</td>
<td>0.44-0.53</td>
<td>0.48a</td>
<td>0.43-0.52</td>
<td>0.97</td>
<td>0.86-1.09</td>
</tr>
<tr>
<td>Not delivered</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Age groups (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65-69</td>
<td>—b</td>
<td>—</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>70-74: interested</td>
<td>—</td>
<td>—</td>
<td>0.53a</td>
<td>0.48-0.59</td>
<td>0.53a</td>
<td>0.48-0.59</td>
</tr>
<tr>
<td>70-74: no response</td>
<td>—</td>
<td>—</td>
<td>0.51a</td>
<td>0.47-0.55</td>
<td>0.52a</td>
<td>0.48-0.56</td>
</tr>
<tr>
<td>70-74: not interested</td>
<td>—</td>
<td>—</td>
<td>0.66a</td>
<td>0.60-0.74</td>
<td>0.64a</td>
<td>0.57-0.72</td>
</tr>
<tr>
<td>70-74: not delivered</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>75-79: interested</td>
<td>—</td>
<td>—</td>
<td>0.25a</td>
<td>0.22-0.29</td>
<td>0.24a</td>
<td>0.21-0.28</td>
</tr>
<tr>
<td>75-79: no response</td>
<td>—</td>
<td>—</td>
<td>0.30a</td>
<td>0.28-0.32</td>
<td>0.31a</td>
<td>0.28-0.33</td>
</tr>
<tr>
<td>75-79: not interested</td>
<td>—</td>
<td>—</td>
<td>0.36a</td>
<td>0.32-0.41</td>
<td>0.33a</td>
<td>0.29-0.38</td>
</tr>
<tr>
<td>75-79: not delivered</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>80-84: interested</td>
<td>—</td>
<td>—</td>
<td>0.12a</td>
<td>0.10-0.15</td>
<td>0.12a</td>
<td>0.10-0.15</td>
</tr>
<tr>
<td>80-84: no response</td>
<td>—</td>
<td>—</td>
<td>0.20a</td>
<td>0.18-0.22</td>
<td>0.21a</td>
<td>0.19-0.23</td>
</tr>
<tr>
<td>80-84: not interested</td>
<td>—</td>
<td>—</td>
<td>0.16a</td>
<td>0.14-0.20</td>
<td>0.16a</td>
<td>0.13-0.19</td>
</tr>
<tr>
<td>80-84: not delivered</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>85-89: interested</td>
<td>—</td>
<td>—</td>
<td>0.06a</td>
<td>0.05-0.08</td>
<td>0.06a</td>
<td>0.05-0.08</td>
</tr>
<tr>
<td>85-89: no response</td>
<td>—</td>
<td>—</td>
<td>0.10a</td>
<td>0.09-0.12</td>
<td>0.11a</td>
<td>0.10-0.12</td>
</tr>
<tr>
<td>85-89: not interested</td>
<td>—</td>
<td>—</td>
<td>0.07a</td>
<td>0.06-0.10</td>
<td>0.08a</td>
<td>0.06-0.10</td>
</tr>
<tr>
<td>85-89: not delivered</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>&gt;90: interested</td>
<td>—</td>
<td>—</td>
<td>0.03a</td>
<td>0.02-0.04</td>
<td>0.03a</td>
<td>0.02-0.05</td>
</tr>
<tr>
<td>&gt;90: no response</td>
<td>—</td>
<td>—</td>
<td>0.07a</td>
<td>0.06-0.08</td>
<td>0.08a</td>
<td>0.07-0.09</td>
</tr>
<tr>
<td>&gt;90: not interested</td>
<td>—</td>
<td>—</td>
<td>0.04a</td>
<td>0.03-0.06</td>
<td>0.04a</td>
<td>0.03-0.06</td>
</tr>
<tr>
<td>&gt;90: not delivered</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interested</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1.48a</td>
<td>1.35-1.61</td>
</tr>
<tr>
<td>No response</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.11a</td>
<td>2.00-2.23</td>
</tr>
<tr>
<td>Not interested</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1.36a</td>
<td>1.24-1.49</td>
</tr>
<tr>
<td>Not delivered</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Race and ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Black or African American: interested</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.80a</td>
<td>0.71-0.90</td>
</tr>
<tr>
<td>Black or African American: no response</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1.31a</td>
<td>1.21-1.42</td>
</tr>
<tr>
<td>Text status</td>
<td>Model 1</td>
<td></td>
<td></td>
<td>Model 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------------------------------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td>OR</td>
<td>95% CI</td>
<td>OR</td>
<td>95% CI</td>
<td>OR</td>
<td>95% CI</td>
</tr>
<tr>
<td>Black or African American: not interested</td>
<td>0.24-0.31</td>
<td>0.27&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.24-0.31</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black or African American: not delivered</td>
<td></td>
<td></td>
<td>Reference</td>
<td></td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Asian: interested</td>
<td></td>
<td></td>
<td></td>
<td>1.58</td>
<td>0.96-2.61</td>
<td></td>
</tr>
<tr>
<td>Asian: no response</td>
<td></td>
<td></td>
<td></td>
<td>2.32&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.64-3.38</td>
<td></td>
</tr>
<tr>
<td>Asian: not interested</td>
<td></td>
<td></td>
<td></td>
<td>0.85</td>
<td>0.50-1.43</td>
<td></td>
</tr>
<tr>
<td>Asian: not delivered</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino: interested</td>
<td></td>
<td></td>
<td></td>
<td>1.10</td>
<td>0.75-1.62</td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino: no response</td>
<td></td>
<td></td>
<td></td>
<td>4.56&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3.70-5.61</td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino: not interested</td>
<td></td>
<td></td>
<td></td>
<td>0.59&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.39-0.88</td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino: not delivered</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Other race: interested</td>
<td></td>
<td></td>
<td></td>
<td>1.14</td>
<td>0.97-1.34</td>
<td></td>
</tr>
<tr>
<td>Other race: no response</td>
<td></td>
<td></td>
<td></td>
<td>1.75&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.57-1.95</td>
<td></td>
</tr>
<tr>
<td>Other race: not interested</td>
<td></td>
<td></td>
<td></td>
<td>0.59&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.51-0.70</td>
<td></td>
</tr>
<tr>
<td>Other race: not delivered</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Total encounters: interested</td>
<td></td>
<td></td>
<td></td>
<td>1.00</td>
<td>1.00-1.01</td>
<td></td>
</tr>
<tr>
<td>Total encounters: no response</td>
<td></td>
<td></td>
<td></td>
<td>1.00</td>
<td>1.00-1.00</td>
<td></td>
</tr>
<tr>
<td>Total encounters: no response</td>
<td></td>
<td></td>
<td></td>
<td>1.00</td>
<td>1.00-1.00</td>
<td></td>
</tr>
<tr>
<td>Total encounters: not delivered</td>
<td></td>
<td></td>
<td></td>
<td>Reference</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>primary care provider: interested</td>
<td></td>
<td></td>
<td></td>
<td>1.17&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.04-1.32</td>
<td></td>
</tr>
<tr>
<td>primary care provider: no response</td>
<td></td>
<td></td>
<td></td>
<td>0.75&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.70-0.81</td>
<td></td>
</tr>
<tr>
<td>primary care provider: not interested</td>
<td></td>
<td></td>
<td></td>
<td>1.31&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.16-1.49</td>
<td></td>
</tr>
<tr>
<td>primary care provider: not delivered</td>
<td></td>
<td></td>
<td></td>
<td>Reference</td>
<td>Reference</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Significant at P<.05.

<sup>b</sup>Variable not used in model.
Table 3. Odds ratios (ORs) for the preferred communication platform: phone or email (n=2011).

<table>
<thead>
<tr>
<th>Model</th>
<th>Living in a priority zip code</th>
<th>Age groups (years)</th>
<th>Race and ethnicity</th>
<th>Interaction variables</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR</td>
<td>95% CI</td>
<td>OR</td>
<td>95% CI</td>
</tr>
<tr>
<td>Model 1</td>
<td>1.43^a</td>
<td>1.15-1.78</td>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td>Model 2</td>
<td>1.45^a</td>
<td>1.16-1.81</td>
<td>1.06</td>
<td></td>
</tr>
<tr>
<td>Model 3</td>
<td>1.08-1.64</td>
<td>1.07-1.63</td>
<td>1.32^a</td>
<td></td>
</tr>
<tr>
<td>Model 4</td>
<td>1.24</td>
<td>.93-1.64</td>
<td>1.26</td>
<td></td>
</tr>
<tr>
<td>Model 5</td>
<td>1.17-2.83</td>
<td>1.25-3.04</td>
<td>1.95^a</td>
<td></td>
</tr>
<tr>
<td>Living in a priority zip code and age group 65-69 years</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Living in a priority zip code and age group 70-74 years</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Living in a priority zip code and age group 75-79 years</td>
<td>—</td>
<td>—</td>
<td>1.69^a</td>
<td>1.29-2.21</td>
</tr>
<tr>
<td>Living in a priority zip code and age group 80-84 years</td>
<td>—</td>
<td>—</td>
<td>0.67</td>
<td>0.27-1.68</td>
</tr>
<tr>
<td>Living in a priority zip code and age group &gt;90 years</td>
<td>—</td>
<td>—</td>
<td>1.00</td>
<td>0.99-1.00</td>
</tr>
<tr>
<td>Living in a priority zip code and White</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Living in a priority zip code and Asian</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Living in a priority zip code and Black or African American</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Living in a priority zip code and Hispanic</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Living in a priority zip code and other race</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

^aSignificant at P<.05.

Variable not used in model.
Table 4. Odds ratios (ORs) of scheduled visits (n=2011).

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR</td>
<td>95% CI</td>
<td>OR</td>
</tr>
<tr>
<td>Living in a priority zip code</td>
<td>1.30</td>
<td>0.90-1.87</td>
<td>1.29</td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65-69</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70-74</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
</tr>
<tr>
<td>75-79</td>
<td>1.15</td>
<td>0.74-1.78</td>
<td>1.20</td>
</tr>
<tr>
<td>80-84</td>
<td>0.45</td>
<td>0.18-1.15</td>
<td>0.50</td>
</tr>
<tr>
<td>&gt;90</td>
<td>0.42</td>
<td>0.10-1.78</td>
<td>0.46</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Black or African American</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Asian</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Other race</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Total encounters</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Has a primary care provider</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*a* Variable not used in model. 
*b* Significant at *P* < .05.

**Discussion**

**Principal Findings**

Our findings highlight important considerations for large health systems attempting to use text messaging for effective and efficient vaccination outreach for diverse patient populations. Many text messages were not delivered (12,978/30,826, 42.1%) and of the messages that were delivered, 40% received no response. A small percentage of patients interested in the vaccine (2938/30,826, 9.5%). Among patients who expressed interest in being vaccinated, it was found that patients largely preferred a phone call over email for scheduling their vaccine appointment. Of the patients contacted to schedule an appointment, 70-74-year-old patients were more likely to schedule an appointment than 65-69-year-old patients, and Black or African American patients were more likely to schedule an appointment than White patients.

These results reflect several key challenges. The first challenge was the verification of patient information and ascertaining whether a listed number was a landline or mobile number. Given the large number of text messages not delivered (n=12,978), a mechanism to validate these numbers is needed. In addition, a mechanism to update and clearly designate a number as a mobile number in the electronic health record is critical. Second, based on the selected outreach preference (phone) by those who were successfully contacted, it is critical to leverage non-text outreach methods for effective engagement of some populations. This finding may reflect comfort levels with technology among patients aged 65 years and older related to using a phone or computer to schedule an appointment. As patients had opportunities to be vaccinated elsewhere, it would be imprudent to draw any conclusions about why certain patient groups were more likely to schedule an appointment than others.

**Comparison With Other Studies**

Results from another study that examined a COVID-19 vaccination text message outreach to older patients found that reminder messages and messages that instilled ownership in patients led to increased scheduling of appointments and vaccination rates [10]. The findings from this study reflect how messaging protocols and how messages are written influence patient responsiveness to text message outreach. A study with older patient populations in Italy found that vaccine passports influenced patient receptiveness to being vaccinated, as the vaccination card allowed them to access to public spaces [11]. Policies around vaccination status may have shaped patient decision-making regarding vaccine uptake in the United States as well.

**Implications of Study Findings**

There are important lessons learned from this vaccination effort, which most health care systems undertook with no prior knowledge of how to execute this monumental task. The first one is the importance of accurate and updated patient contact information, particularly as it impacts effective outreach modalities. The second one is identifying patient preferences.
for communication to increase the likelihood of engagement. The third one is the need for interoperability of patient health records to triangulate patient touch points with other health systems and services. This ensures patient health records are up to date, and finite outreach resources are focused on priority groups. The final lesson is establishing strong relationships with neighboring health systems and government agencies for the purpose of coordinating outreach efforts and sharing pertinent patient data with each other. The COVID-19 vaccination campaign is still underway in the United States, and health systems need to be nimble and flexible in reaching out to patients, including nondigital efforts such as provider-patient communication, and partnering with community-based organizations to reach vulnerable patients.

Limitations

There are several strengths and limitations to this study. A strength is the use of real-time patient data, which allowed capture and analysis of text outreach data linked to patient health records. This study provides critical data on digital outreach efforts as part of the COVID-19 vaccination campaign, which has important implications for local, regional, state, and national vaccination efforts. However, there are some limitations. First, 14,419 patients were excluded owing to shared phone numbers. The excluded patients had a similar demographic background as the study sample (Table 1). Second, it was not possible to verify if the patients received a COVID-19 vaccine outside of the study site.

Conclusions

The United States has made significant strides in vaccinating Americans aged 65 years and older through a combination of digital outreach efforts, community-based vaccine clinics, and at-home visits. This study highlights the benefits and challenges of using text messaging outreach methods, specifically the ability to reach large numbers of patients quickly. While the majority of Americans aged 65 years and older have been fully vaccinated (87.1%-92.7%), younger Americans aged 18-39 years are lagging behind in vaccination rates [12,13]. Emerging data have shown disparities by geographic location with lower vaccination rates in rural areas and differences by patient demographics (eg, education level and political beliefs) [14,15]. Guidelines regarding booster vaccines to protect against new variants will require expanded and ongoing outreach efforts to eligible patients. Reaching these populations will require multiple outreach methods (eg, texting, email, phone calls, and community vaccine clinics) designed to address vaccine hesitancy and access issues. These last 2 points necessitate partnering with trusted figures in the community to encourage vaccination (eg, faith-based and community leaders), providers respectfully and empathetically answering patient questions about the vaccine, health care systems and medical institutions building relationships with community members, and making it easy and simple to get vaccinated through expanded vaccination locations with flexible operating hours [4]. Furthermore, sharing of patients’ vaccination statuses among health systems is integral to ensuring that outreach efforts are focused on unvaccinated individuals and individuals eligible for a booster. Coordination among health care systems, partnerships with and input from community leaders and members, and persistence are key elements to increasing COVID-19 vaccine uptake.
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Abstract

Background: Early childhood is a critical period for supporting the development of healthy eating habits, which may affect lifelong health. Childcare services are important settings for promoting early childhood nutrition; however, food provision in childcare frequently does not align with dietary guidelines. Web-based menu planning tools are well suited to support healthy food provision in childcare, although little is known about their use. Research is needed to understand how web-based menu planning tools are used in the childcare setting and how they can effectively support healthy menu planning and food provision for children in childcare.

Objective: We aimed to explore the use of a web-based menu planning tool called FoodChecker, which is available to childcare services in Victoria, Australia. We also aimed to gain insights and perspectives from childcare staff involved in menu planning about their use of the tool to plan healthy menus and guide healthy food provision for children.

Methods: We conducted a qualitative descriptive study using a cross-sectional web-based survey completed by the staff involved in menu planning in childcare services. Thematic analysis was performed using NVivo software. Emergent themes were mapped against constructs of the Technology Acceptance Model regarding perceived usefulness, perceived ease of use, and external variables influencing perceptions and use.

Results: The participants included 30 cooks and 34 directors from 53 childcare services. Participants perceived the web-based menu planning tool as useful for supporting child nutrition and health, improving organizational processes, and aiding the menu planner role. Perceptions regarding ease of use were mixed. External variables influencing perceptions and use included awareness of the tool, perceived need, time, resources, organizational support, and the food budget. Participants made recommendations to improve the tool, particularly the need to integrate functionality to make it easier and faster to use or to include more links to resources to support healthy menu planning.

Conclusions: The web-based menu planning tool was perceived as useful for cooks and directors in childcare services. Areas for improvement were identified; for example, the need for integrated digital features to make the tool easier and faster to use. As the first qualitative study to explore childcare staff experiences with a web-based menu planning tool, these findings inform future research and development of such tools to aid scalable and sustainable support for healthier food provision in the childcare sector.

(JMIR Form Res 2022;6(7):e35553) doi:10.2196/35553
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Introduction

Background

Early childhood (commonly defined as 0-5 years) is a critical period for supporting the development of healthy eating habits that may track into later life [1]. An unhealthy diet during childhood is associated with both undernutrition and overweight and obesity [2]. As such, an unhealthy diet is a risk factor for nutrient deficiencies, impaired growth and development, and adverse chronic disease outcomes that can influence lifelong health [2-4]. Internationally, health [5] and government [6,7] authorities have established dietary guidelines outlining the types and amounts of foods children and adults are recommended to eat to support good health. However, population surveys demonstrate that globally, compliance with dietary guidelines is low across age groups and that children’s diets are suboptimal (e.g., diets low in vegetables and high in energy-dense, nutrient-poor foods are prevalent) [8-11].

Setting-based health promotion, where health is created and lived by people within the settings of their everyday life [12], is widely advocated as evidence-based best practice [13]. Early childhood education and care settings have been identified in systematic reviews as opportune places to promote early childhood nutrition [14,15]. Long day care or center-based care (herein referred to as childcare) is the most common form of early childhood education and care setting in Australia, with almost 800,000 children attending for an average of 30.5 hours (approximately 3 days) per week [16]. Similarly high patterns of childcare attendance are observed across other high-income countries, for example, in European countries [17], the United States [18], and the United Kingdom [19], reflecting changes in family workforce patterns, including increased female participation and shared caring responsibilities [20].

In Australia, half of childcare services operate as private, for-profit organizations, while 35% are private and not-for-profit. The remainder are managed by state or local governments (11%) or nongovernment schools (4%) [21]. Families accessing childcare services are supported by a means-tested national government subsidy, whereby families with lower income are eligible for a greater subsidy amount [22]. However, this does not guarantee affordability for everyone, and access to childcare is unequally distributed across Australia, with regional, remote, and disadvantaged areas more likely to experience low provision or absence of childcare [23].

Childcare services commonly provide meals and snacks for attending children, contributing up to two-thirds of their daily food intake [24]. As such, they have an important opportunity to support early childhood nutrition, and fundamental to this is planning a healthy childcare menu [25]. Recognizing this, leading health [26-28] and childcare [29,30] authorities around the world have established recommendations for healthy menu planning and food provision in the childcare setting. For example, the World Health Organization Commission on Ending Childhood Obesity advocates mandatory childcare nutrition standards [26], and the Australian National Quality Standard [29] requires childcare services to ensure “healthy eating... [is] promoted and appropriate for each child” (Element 2.1.3). However, a broad, international evidence base indicates that childcare menus do not meet dietary guidelines and are suboptimal for both food [25,31-33] and nutrient [34,35] provision.

Several barriers to healthy food provision in childcare have been identified in the literature, including insufficient menu planning tools and support resources, lack of time, and limited nutrition and dietary guideline knowledge [36]. Although limited in number, small randomized controlled trials (RCTs) have shown that some intervention strategies, including menu auditing and feedback [37,38], provision of menu planning resources [37-39], and expert implementation support [37,39], can improve childcare food provision. However, implementation models have traditionally relied on in-person support [40] and ongoing resourcing [41], limiting the scalability and sustainability of intervention strategies to date.

Web-based menu planning tools are emerging as a novel strategy for improving childcare food provision [42,43]. Given that almost all childcare services have access to computers and the internet [44], web-based tools may provide a mechanism for delivering scalable and sustainable menu planning support across the childcare sector, including in geographically dispersed locations. Such tools can be embedded into existing web-based childcare management systems [43] and completed at a time, location, and pace convenient for end users, with modest financial and staff resourcing requirements compared with other mechanisms [15]. Using digitalized systems, web-based menu planning tools can integrate user-engagement features, such as automated calculations of food groups on menus, comparisons with dietary guidelines, provision of instant feedback reports, and direct links to easily accessible and relevant web-based support resources [42,43].

To our knowledge, only two published RCTs have considered the impact of childcare programs that incorporate web-based tools to support healthy menu planning and food provision: (1) a pilot RCT (n=31) of the Go-NAPSACC (Nutrition and Physical Activity Self-Assessment for Child Care) program in the United States [42] and (2) an Australian RCT (n=54) of the feedAustralia menu planning tool in the state of New South Wales [43]. Although both tools were shown to improve healthy food choices on childcare menus, neither resulted in significant increases in menu compliance with sector food provision guidelines [42,43]. Authors from both studies called for future research to identify factors that influence the implementation of web-based menu planning tools in the childcare setting and exploration of strategies to inform their widespread use across the sector [42,43].

The implementation and effectiveness of web-based health promotion tools in achieving public health impact is largely
determined by end-user engagement [45]. In the childcare setting, users of web-based menu planning tools are most likely to be staff members who plan, prepare, and provide food for children—namely childcare cooks and directors [25,46]. However, little is known about how these users engage with web-based menu planning tools to support healthy food provision. From the limited evidence base, user acceptance of such programs is reportedly high, although studies to date have considered feedback from directors only [42,43] or captured only quantitative data [43]. This indicates that existing evidence may not reflect the nuanced perspectives of all stakeholders, including cooks and directors, who are likely to use web-based menu planning programs in practice.

In the Australian state of Victoria, the Victorian government has invested in the development and implementation of a web-based menu planning tool called FoodChecker [47]. Delivered by Nutrition Australia Victorian Division (NAV), FoodChecker is freely available to all Victorian childcare services to support menu alignment with sector dietary recommendations [48]. FoodChecker has been used by a third of Victorian childcare services since its inception in 2017 (NAV Program Manager, personal communication, December 14, 2021). The flow of the FoodChecker website, including the home page, menu data input template, and a sample automated report of menu alignment with dietary guidelines, is shown in Figures 1-3 [47]. The rollout of FoodChecker provides an opportunity to explore the use of web-based menu planning tools for providing equitable, scalable, and sustainable menu planning support in the childcare sector.

**Figure 1.** Screenshot of the FoodChecker homepage showing available services [47].
Figure 2. Screenshot of the FoodChecker menu data input template [47].
Objectives

Despite the potential of web-based menu planning tools to improve childcare food provision, to date, there are no published qualitative studies on the ways menu planning staff have engaged with these tools. The primary aim of this study was to explore the use of the web-based menu planning tool FoodChecker in Victorian childcare services. In particular, we aimed to gain insights and perspectives from menu planning staff members, in their own words, about their use of the web-based tool to plan healthy menus and guide healthy food provision for children in childcare.

Methods

Ethics Approval

This study was part of a broader research project on healthy eating and physical activity in childcare, with ethics approval
from the Deakin University Human Ethics Advisory Group (HEAG-H91_2021). All participants provided voluntary and informed consent to participate and received an Aus $20 (US $13.94) gift card in appreciation of their time.

Design and Setting
A qualitative descriptive study was conducted to explore participants’ perspectives about their use of a web-based menu planning tool in the childcare setting. Although all research team members held nutrition qualifications, they sought to learn from the experience and expertise of the childcare staff. The researchers held an ontological position that embraced subjectivity, focusing on participants’ personal experiences, insights, and opinions as opposed to seeking an absolute truth. The methods and results of this study were reported in accordance with the Standards for Reporting Qualitative Research checklist [49].

A cross-sectional survey of childcare staff members involved in planning childcare menus was conducted between July and September 2021 in Victoria, Australia. The survey explored the use of the web-based menu planning tool FoodChecker. Participant perceptions of FoodChecker were captured using a web-based qualitative survey, a data collection method recognized as beneficial for harnessing nuanced accounts of participant experiences within the qualitative descriptive paradigm [50].

Participants
Childcare services were identified from the Australian Children’s Education and Care Quality Authority National Register [51] in July 2021. Eligible services were required to (1) be located in Victoria, Australia; (2) be open for at least 8 hours each weekday; (3) operate for at least 48 weeks annually; and (4) prepare and provide lunch, morning tea, and afternoon tea for attending children on each weekday. Services that did not provide food for children (eg, where meals were provided by parents) were ineligible because of differing meal planning requirements and because these represent a minority of childcare services in Victoria [52]. As childcare cooks and directors frequently share menu planning responsibilities [25,46], data were collected from both staff groups. A target sample size was not predetermined because of the inductive nature of the investigation and the desire to capture as broad a range of responses as possible from those with experiential expertise in childcare menu planning. Given that there are no published data on the proportion of childcare services in Victoria that provide food to children, the size of the target population was unknown. As such, data collection continued until no further responses were received.

Recruitment
An email invitation was sent to directors of all Victorian childcare services on the Australian Children’s Education and Care Quality Authority National Register in July 2021 (N=1726) with a link to a voluntary self-administered director survey on the secure REDCap (Research Electronic Data Capture; Vanderbilt University) platform [53]. Directors providing consent responded to a screening question (within the director survey) regarding FoodChecker use (yes, no, or unsure). Directors who nominated that FoodChecker was or may have been used at their service were sent a link to a FoodChecker survey, which included individual consent. This could be forwarded to the cook responsible for planning the service’s menu or completed by the director if they were involved in menu planning. One reminder email was sent to directors who did not respond to the initial recruitment email after 2 weeks. To maximize cooks’ participation in the FoodChecker survey, the study was advertised to cooks in September 2021 via a post on a social media webpage commonly accessed by the target population.

Data Collection and Measures
Childcare Service and Participant Characteristics
Similar to previous research within the Australian childcare setting [43], participants reported their childcare service postcode and type of management (private or community), as well as their role in the service, years of employment, educational attainment, and whether they had received nutrition training. Participants also reported whether their service had ever used FoodChecker for menu planning (yes, no, or unsure).

FoodChecker Survey Design
As this is the first study, to the best of our knowledge, focusing on the qualitative exploration of a web-based childcare menu planning tool, a set of questions about FoodChecker use was purpose-designed by the research team. Previous international studies on user experiences with digital health tools have identified the need to capture information in the domains of user attitudes, experiences and expectations, and resultant changes in confidence, learning, and behavior [54,55]. To ensure that the study needs were addressed, additional domains were included to capture information about the frequency and purpose of use of FoodChecker and barriers and enablers influencing use (Table 1).

Topic-based qualitative questions were designed to be open and as succinct, clear, and unambiguous as possible, using the guidance for designing qualitative survey questions provided by Braun et al [50]. To contribute to internal generalizability and to support the interpretation of findings within the qualitative analysis [56], 5 quantitative questions using a nominal (yes or no) scale were added. Questions were then tested for face validity by 7 researchers (including JVK, ACS, PL, and KAB) with expertise in early childhood nutrition, 3 NAV staff members (including MR), 1 user experience design professional, and 1 previous childcare cook, with feedback incorporated into the final survey questions. Readability scores for the final set of FoodChecker questions (n=16 questions; Table 1) were 69.8 on the Flesch Reading Ease Test (desirable range 60-70) and 5.9 on the Flesch-Kincaid Grade Level Test, indicating that the content could likely be understood by a person approaching sixth grade in the United States [57].

The FoodChecker survey included the complete set of FoodChecker questions. Four of these questions were included in the director survey. This approach preempted the expectation that most participants responding to the FoodChecker survey would be cooks but that it was also important to seek insights from directors who often play a role in menu planning [25,46].
For both surveys, the number of questions included was within the range of 4 to 16, which is commonly observed in the literature for qualitative survey analyses focusing on lived experiences [50].

Table 1. Domains and questions in the FoodChecker question seta.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of use</td>
<td>• Q1. How often do you use FoodChecker?</td>
</tr>
<tr>
<td>Purpose of use</td>
<td>• Q2a. Please briefly state why you use or have used FoodCheckerb or</td>
</tr>
<tr>
<td></td>
<td>• Q2b. Please explain why your center does not use FoodChecker for menu planning.b</td>
</tr>
<tr>
<td>User experiences</td>
<td>• Q3. What is the first thing that comes to mind about your experience with using FoodChecker?</td>
</tr>
<tr>
<td>User attitudes</td>
<td>• Q4. What do you like the most about using FoodChecker?</td>
</tr>
<tr>
<td></td>
<td>• Q5. What do you like the least about using FoodChecker?</td>
</tr>
<tr>
<td></td>
<td>• Q6. Do you think that online menu planning tools like FoodChecker are useful for your role? (yes/no) Please tell us why/why not.</td>
</tr>
<tr>
<td></td>
<td>• Q7. Do you think that online menu planning tools like FoodChecker are useful for childcare centers? (yes/no) Please tell us why/why not.b</td>
</tr>
<tr>
<td>Enablers to use</td>
<td>• Q8. Have you accessed any support to help you use FoodChecker?</td>
</tr>
<tr>
<td>Barriers to use</td>
<td>• Q9. What organizational support do you receive (if any) to use FoodChecker?</td>
</tr>
<tr>
<td>Changes in confidence, learning and behavior</td>
<td>• Q10. What challenges do you face (if any) regarding the use of FoodChecker?</td>
</tr>
<tr>
<td></td>
<td>• Q11. What do you think has changed for you or your center as a result of using FoodCheckerb</td>
</tr>
<tr>
<td></td>
<td>• Q12. As a result of using FoodChecker, has your confidence about planning healthy menus improved? (yes/no)</td>
</tr>
<tr>
<td></td>
<td>• Q13. As a result of using FoodChecker, have you learnt something? (yes/no) What have you learnt?</td>
</tr>
<tr>
<td></td>
<td>• Q14. As a result of using FoodChecker, has your center's menu changed? (yes/no) What has changed?</td>
</tr>
<tr>
<td>User expectations</td>
<td>• Q15. If FoodChecker was being updated, is there anything that you would like to see in an “ideal” online menu planning tool?</td>
</tr>
<tr>
<td>Other</td>
<td>• Q16. Is there anything else that you think is important for us to know about FoodChecker?</td>
</tr>
</tbody>
</table>

aAll questions were included in the FoodChecker survey.
bQuestions included in director survey with the additional question, “Who has used FoodChecker in your center?”

Data Analysis

Survey response files were downloaded from REDCap, deidentified, and uploaded to NVivo (version 20; QSR International), a secure web-based data analysis platform [58].

Statistical Analysis

Postcode to remoteness area matching using the Australian Statistical Geography Standard [59] was used to classify each childcare service’s geographic location as metropolitan or regional, based on proximity to a major city. Area-level socioeconomic position (SEP) for each childcare service was determined using the Index of Relative Socioeconomic Advantage and Disadvantage [60]. Each service was allocated a decile score based on its postcode to determine the relative level of advantage and disadvantage (1=greatest disadvantage and 10=greatest advantage) in the local area. Descriptive statistics were generated for the following: (1) childcare service characteristics including location (metropolitan or regional), type of management (private or community), area-level low SEP (score of 1-3), middle SEP (score of 4-7), or high SEP (score of 8-10) and FoodChecker use (yes, no, or unsure); (2) participant characteristics including role (director or cook), years of employment, educational attainment, and nutrition training; and (3) nominal (yes or no) data about FoodChecker usefulness and changes in confidence, learning, and the childcare menu.

Thematic Analysis

The Braun and Clarke [61] approach to inductive thematic analysis was used to explore menu planner perceptions of FoodChecker, as is consistent with the qualitative descriptive methodology [62]. Through an iterative process, an open coding technique was used to assign previously undefined codes to raw data extracts using NVivo. To minimize the risk of bias, a 10% sample of survey response files (n=6) was independently analyzed by 2 researchers (JVK and ACS), each of whom developed a preliminary coding framework. Differences in the coding frameworks were discussed until a consensus was reached. This verification process has been previously used in inductive thematic analysis of qualitative descriptive research [63]. Data extracted from the remaining survey response files were coded by 1 researcher (JVK). The codes were systematically categorized to determine common themes and their trends, patterns, and relationships. Through ongoing iteration and analysis, themes were reviewed and discussed with the research team, refined and named, and then rechecked to
ensure that they accurately reflected coded extracts and raw data.

**Application of Theory**

Constructs of the Technology Acceptance Model (TAM) were used to report themes identified from the inductive analysis related to the degree to which participants perceived *FoodChecker* would be useful and easy to use, and external variables specific to the individual or organization influencing perceptions and use (Figure 4 [64]). The TAM is a validated, widely used, and highly predictive model of information technology use [65], which posits that acceptance of a technology is directed by the degree to which users perceive the system to be useful (or enhance their job performance) and easy to use (or free from effort) [66]. It has been significantly associated with the intention to use a digital menu planning tool in the childcare sector [44].

![Technology Acceptance Model](Figure 4. Technology Acceptance Model (Venkatesh and Davis [64]).)

**Results**

**Participants**

A total of 64 participants (comprising 34 directors and 30 cooks) from 53 childcare services participated in this study (Figure 5);

![Participant Recruitment and Survey Respondents](Figure 5. Childcare service and participant recruitment and survey respondents.)

52% (33/64; n=30 cooks and 3 directors) responded to the *FoodChecker survey*. The remaining participants (31/64, 48% directors) responded to the *director survey only*.

**Childcare Service and Participant Characteristics**

Childcare service and participant characteristics are presented in Table 2. Most services were located in metropolitan areas of Victoria (47/53, 89%) and privately owned (40/53, 75%). Half of the services (n=27) were located in regions classified as high SEP. Furthermore, 60% (32/53) of services reported using *FoodChecker* for menu planning. Most commonly, *FoodChecker* was used monthly or when menus were updated. Most participants had a minimum of certificate- or diploma-level qualification (55/64, 86%). Fewer than half (26/64, 41%) of the participants reported receiving nutrition training.
Table 2. Childcare service and participant characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Childcare service (n=53)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Geographic location</strong></td>
<td></td>
</tr>
<tr>
<td>Metropolitan</td>
<td>47 (89)</td>
</tr>
<tr>
<td>Regional</td>
<td>6 (11)</td>
</tr>
<tr>
<td><strong>Management</strong></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>40 (75)</td>
</tr>
<tr>
<td>Community</td>
<td>13 (25)</td>
</tr>
<tr>
<td><strong>Area-level SEP(^a)</strong></td>
<td></td>
</tr>
<tr>
<td>Low SEP (scores 1-3)</td>
<td>10 (19)</td>
</tr>
<tr>
<td>Middle SEP (scores 4-7)</td>
<td>16 (30)</td>
</tr>
<tr>
<td>High SEP (scores 8-10)</td>
<td>27 (51)</td>
</tr>
<tr>
<td><strong>FoodChecker use</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>21 (40)</td>
</tr>
<tr>
<td>Yes</td>
<td>32 (60)</td>
</tr>
<tr>
<td><strong>Frequency of FoodChecker use (n=32)</strong></td>
<td></td>
</tr>
<tr>
<td>Once-off</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Monthly</td>
<td>8 (25)</td>
</tr>
<tr>
<td>Every 3 months</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Every 6 months</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Whenever I update my menu</td>
<td>8 (25)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (3)</td>
</tr>
<tr>
<td>No response</td>
<td>7 (22)</td>
</tr>
<tr>
<td><strong>Participant (n=64)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Role</strong></td>
<td></td>
</tr>
<tr>
<td>Director</td>
<td>34 (53)</td>
</tr>
<tr>
<td>Cook</td>
<td>30 (47)</td>
</tr>
<tr>
<td><strong>Years of employment</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;1 year</td>
<td>7 (11)</td>
</tr>
<tr>
<td>1-2 years</td>
<td>6 (9)</td>
</tr>
<tr>
<td>2-3 years</td>
<td>10 (16)</td>
</tr>
<tr>
<td>3-4 years</td>
<td>3 (5)</td>
</tr>
<tr>
<td>&gt;4 years</td>
<td>38 (59)</td>
</tr>
<tr>
<td><strong>Educational attainment</strong></td>
<td></td>
</tr>
<tr>
<td>≤Grade 12</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Trade, apprenticeship, diploma, or certificate</td>
<td>34 (53)</td>
</tr>
<tr>
<td>University degree</td>
<td>21 (33)</td>
</tr>
<tr>
<td>No response</td>
<td>6 (9)</td>
</tr>
<tr>
<td><strong>Nutrition training</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>26 (41)</td>
</tr>
<tr>
<td>No</td>
<td>32 (50)</td>
</tr>
<tr>
<td>No response</td>
<td>6 (9)</td>
</tr>
</tbody>
</table>
FoodChecker Usefulness and Changes in Confidence, Learning, and Menus

Participant responses to quantitative questions about FoodChecker are presented in Table 3. A total of 79% (26/33) of participants responded to quantitative questions about FoodChecker. Of these, the majority agreed FoodChecker was useful for their role (22/24, 92%) or childcare services (23/25, 92%). Furthermore, most participants agreed that due to using FoodChecker, their confidence about planning healthy menus had improved (20/26, 77%), they had learned something (17/24, 71%) and that their service’s menu had changed (17/25, 68%).

Table 3. Participant reports of FoodChecker usefulness and changes in confidence, learning, and menus (n=33).

<table>
<thead>
<tr>
<th>Question</th>
<th>Response rate, n (%)</th>
<th>Yes, n (%)</th>
<th>No, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do you think that online menu planning tools like FoodChecker are useful for childcare centers?</td>
<td>25 (76)</td>
<td>23 (92)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Do you think that online menu planning tools like FoodChecker are useful for your role?</td>
<td>24 (73)</td>
<td>22 (92)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>As a result of using FoodChecker, has your confidence about planning healthy menus improved?</td>
<td>26 (79)</td>
<td>20 (77)</td>
<td>6 (23)</td>
</tr>
<tr>
<td>As a result of using FoodChecker, have you learnt something?</td>
<td>24 (73)</td>
<td>17 (71)</td>
<td>7 (29)</td>
</tr>
<tr>
<td>As a result of using FoodChecker, has your center’s menu changed?</td>
<td>25 (76)</td>
<td>17 (68)</td>
<td>8 (32)</td>
</tr>
</tbody>
</table>

Participant responses to the FoodCheckersurvey (30 cooks and 3 directors).

FoodChecker Themes

Overview

From the thematic analysis, 10 common themes were constructed about FoodChecker use, which were reported according to TAM constructs (Table 4).

Table 4. Overview of 10 themes constructed from thematic analysis and organized under constructs of the Technology Acceptance Model (TAM).

<table>
<thead>
<tr>
<th>TAM construct</th>
<th>Theme</th>
</tr>
</thead>
</table>
| Perceived usefulness | • Theme 1: Supporting child nutrition and health  
| | • Theme 2. Improving organizational processes  
| | • Quality improvement and accountability  
| | • Meeting food provision recommendations and standards  
| | • Improving menu planning processes  
| | • Improving menu quality  
| | • Engaging families  
| | • Theme 3. Aiding the menu planner  
| | • Increasing confidence and learning  
| | • Reducing workload  
| | • Theme 4. Ways to improve usefulness  
| Perceived ease of use | • Theme 5: Mixed perceptions about ease of use  
| | • Theme 6: Ways to improve ease of use  
| External variables | • Theme 7: Awareness and perceived need  
| | • Theme 8: Time and resources  
| | • Theme 9: Organizational support  
| | • Theme 10: Food budget  

TAM Construct: Perceived Usefulness

Almost all participants, including directors and cooks, described FoodChecker as useful in their role or for the childcare sector, particularly for supporting child nutrition and health, improving organizational processes, and aiding the menu planner role.

Theme 1: Supporting Child Nutrition and Health

Child health was a priority for directors and cooks, who commonly discussed health motivations when describing the usefulness of FoodChecker in their role. This was demonstrated by one director who explained that the tool “changed the way we think about health” (director-34). Several cooks drew links between using FoodChecker and supporting children’s health. One explained that it helped their service provide “nutritious food to reduce illness” (cook-6) and another specified a “healthy diet has direct benefits to students’ mental health” (cook-13). Another drew a further link to children’s learning, stating that the web-based tool was useful “especially for us: Strong Foundations! Healthy eating and healthy bodies = learning!” (cook-3). Participants acknowledged that food provided at their
service influenced children’s health and discussed using FoodChecker to ensure that menus met children’s nutrition and dietary needs. One cook stated, “it’s a part of the program we use to ensure our children have a balanced, nutritional diet” (cook-8). A director emphasized this was particularly important given “many children receive most of [their] meals/snacks at the service” (director-25).

**Theme 2: Improving Organizational Processes**

The overview of this theme has been described as follows:

1. **Quality improvement and accountability**: quality improvement was important for participants, as evidenced by a director who explained “anything that assists us in continuous improvement has great value” (director-20). Cooks and directors alike described the need for childcare services and staff to be accountable for food provision practices. For example, a director described using FoodChecker to “ensure menu planning is on track and give accountability to the chef” (director-23), while a cook discussed using it “to keep services accountable for what they feed their children. There are still far too many services with terrible budgets and menus that are not well balanced” (cook-24).

2. **Meeting food provision recommendations and standards**: FoodChecker was considered useful for supporting services to meet food provision recommendations. For example, a cook described using the web-based system to ensure “best-practice nutritional guidelines for children are being met in daily menus...and make sure we are meeting all healthy eating standards for children” (cook-3). Another referred to national childcare standards, stating that meeting children’s daily nutrition needs is “required for rating and assessment” (cook-24). In some services, FoodChecker was used to meet food provision benchmarks within government-funded and endorsed health promotion initiatives. Indeed, one director stated, “As a part of the Achievement Program [67], we use FoodChecker to make sure our menus meet the daily intake of required foods and is healthy for all” (director-17).

3. **Improving menu planning processes**: several cooks expressed FoodChecker was valuable for improving menu planning processes. For example, they explained that FoodChecker “makes it easier and quicker to plan the menu” (cook-29) or “helps in the planning of meals, as it serves as a reference for appropriate quantities, number of serves, variety of food from the five food groups, and portion size... [it] also helps in wastage control, budgeting and ordering” (cook-5). FoodChecker was reported to offer further menu planning guidance through links to web-based resources including “healthy ingredient swaps and shopping tips” (cook-15) and ways “to deal with challenges such as allergies and budgeting” (cook-12).

4. **Improving menu quality**: most participants (17/25, 68%) who responded to the question about whether their childcare menu had changed because of using FoodChecker reported that menu changes had occurred owing to using the web-based program (Table 3). When describing these changes, some provided general information, explaining that they felt their menus were better, healthier, or more varied. For example, a director explained “we have a season[al] menu now where before it was a fortnightly menu which didn’t change” (director-17). Others described specific changes, such as adapting portion sizes or food provision (eg, providing more dairy, vegetables or grains, or less fatty, salty, or sweet foods). One cook explained that they had rearranged the menu so it was now “designed and implemented based on the recommendations available on the system” (cook-5). Some respondents also thought that menu changes had resulted in dietary changes, as one cook stated, “we eat and enjoy more nutritional foods” (cook-8).

5. **Engaging families**: for some participants, FoodChecker provided a platform for accessing recipes, information, and guidelines to share with families and support their engagement in menu planning. Indeed, a director explained “children have more input and... parents are asking for a copy of recipes... parents are using the menus at home” (director-17).

**Theme 3: Aiding the Menu Planner**

The overview of this theme is described as follows:

1. **Increasing confidence and learning**: most participants who responded to questions about whether FoodChecker had impacted their confidence and learning reported that using the web-based tool had helped them build confidence in menu planning (20/26, 77%) and learn information relevant to their role (17/24, 71%; Table 3). Several cooks explained that from the web-based system they “learned how to cook” (cook-21) or “how to plan food for the kids” (cook-20). One stated that they “learned a lot of nutrition knowledge, which is very useful” (cook-15).

2. **Reducing workload**: several cooks reported FoodChecker made it “easier and quicker” (cook-8) to plan menus and that using the web-based tool reduced their workload. Some explained “it lightened a lot of work and made me more relaxed” (cook-14) or “it lightens my workload. I’m very satisfied that I can do other things” (cook-16).

**Theme 4: Ways to Improve Usefulness**

Although there was agreement about the usefulness of FoodChecker, the participants described updates that would further improve its value. For example, a cook recommended “Keep improving the tool... Provide us with accreditation evidence (a tick) so that families can see that our menus meet FoodChecker standards” (cook-3). Others suggested that the tool should provide information about food suppliers. Further recommendations were provided regarding additional resources that could be made available through the platform, such as sample menus, ingredient substitutions, nutrition information, allergy resources, and a greater variety of recipes. One cook noted the need for the digital system to ensure confidentiality, stating “I also need to know my recipes are private and won’t be used in any way without my authorization” (cook-24).
TAM Construct: Perceived Ease of Use

Theme 5: Mixed Perceptions About Ease of Use
Perceptions about the ease of use of FoodChecker were mixed. Some participants reported that the tool was “easy to use” (director-23) or noted specific elements such as an “easy checklist to ensure a balanced weekly menu” (cook-3). Conversely, some described the web-based functionality as “not very easy to navigate” (director-13) or “a little too complicated in some ways” (cook-21). One cook stated it was “…too confusing, I needed help…computers are tricky for me… I don’t like to use it” (cook-7).

Theme 6: Ways to Improve Ease of Use
Some participants stated that updates to navigation and functionality within the tool would make it easier to use. One cook, who described FoodChecker to be useful in their role, also stated “I just hope they work on the navigation of the site” (cook-17). Others discussed the need to integrate strategies to reduce data input time, explaining that “data input is quite time-consuming” (cook-5) or suggested the need for functionality to easily fix errors in data input, for example, “not having to start the entire menu over for small incorrect servings” (cook-4).

TAM Construct: External Variables
Participants identified several variables that influenced their perceptions of FoodChecker and their use of the tool.

Theme 7: Awareness and Perceived Need
Some participants had not used FoodChecker because they were unaware of the tool. One cook explained “I didn’t know about it until now. I have registered and will look at it from now on” (cook-2). Others who did not use FoodChecker perceived their service as having adequate processes in place to ensure healthy menu planning. This included the presence of cooks and directors believed to be adequately skilled in healthy menu planning, as well as input from staff, parents, and children. One director explained “we are a small private center with a self-managed system in place that works well” (director-21). Others accessed support from external consultants or used “the alternative [menu planning tool] from feedAustralia” (director-5).

Theme 8: Time and Resources
Time was described as an important factor related to FoodChecker use. Participants commonly stated that inputting menu data into the program was “very time consuming” (director-13). The short turnaround times for planning new menu cycles and the need to reassess menus with each change presented challenges. For example, participants explained that they “normally allow two weeks to complete [a] new season menu” (director-17) and “each time we change a menu, we need to food check again” (cook-3).

Lack of time was a reported barrier to FoodChecker use, as a director explained, “the cook is aware of FoodChecker but is limited on time to use this service” (director-14). For one cook, lack of time was exacerbated by a lack of technological resources, as they explained, “there is no computer or iPad in the kitchen” (cook-24). They further described the challenge of competing priorities within their role, stating they:

Get menu planning time, [b]ut it is also documentation time, cleaning, and food safety plan time. As well as newsletters and posting on story park. So [I] need to prioritize the work and FoodChecker is sometimes last. [Cook-24]

Others reported that dedicated “paid time for menu planning” (cook-4) within their role enabled them to use FoodChecker.

Theme 9: Organizational Support
Cooks reported that management support and leadership facilitated their use of FoodChecker. One cook expressed they received “encouragement, time and practical support from management to use FoodChecker” (cook-3) and another explained, “the director and teachers of our center are very satisfied and give us the greatest support” (cook-15). In some services, using the web-based system was perceived to be a directive from management. Cooks discussed using FoodChecker at the “request of the business to ensure that we meet (and exceed) the nutritional requirements of the children” (cook-5) or that it was “part of our policy...to use FoodChecker” (cook-29).

Theme 10: Food Budget
The food budget was an important factor for cooks, as reported by one participant who stated, “cost control is our biggest headache” (cook-15). While some reported FoodChecker provided links to web-based resources that supported their service with budgeting, others explained that recommendations made by the FoodChecker system presented challenges for the food budget. For example, they explained that when using FoodChecker they were “unable to control costs” (cook-12) or that it was “easy to exceed our budget and buy food materials” (cook-16).

Discussion

Principal Findings
In this novel study, we aimed to explore the use of a web-based menu planning tool for childcare services. Among the first of its kind, the study sought insights and perspectives from childcare cooks and directors, in their own words, about their use of a web-based tool to plan menus and guide food provision for children in childcare. The study found that cooks and directors alike considered the web-based tool to be useful in their roles, although use was influenced by a variety of factors including awareness, perceived need, time, resources, organizational support, and budgetary considerations. Participants made recommendations to improve the web-based tool, including the need to update navigation and functionality, integrate strategies to reduce data input time, and provide more links to relevant web-based resources to support healthy menu planning.

Comparison With Prior Work
To the best of our knowledge, this is the first study to consider insights from both cooks and directors about their use of a web-based childcare menu planning tool, with limited previous...
analyses focusing on acceptance by childcare directors only [42,43]. As such, this study offers an end-user perspective most likely to represent insights from both staff groups involved in menu planning. Participants described a variety of motivations important for menu planning, particularly the need to support children’s health and nutrition, improve food provision and menu planning processes, and aid the menu planner role. Similar motivations have been reported in previous analyses of childcare menu planners [68,69]. However, this is the first study to document the usefulness of a web-based menu planning tool for integrating these motivations into practice.

In this study, directors and cooks emphasized the value of a web-based menu planning tool for both the childcare sector and within their specific role. Comparatively, in limited prior evidence, reports on the perceived value of web-based menu planning tools in childcare settings have been mixed. For instance, while directors have previously reported high intentions to use a web-based menu planning tool and high levels of computer access [44], cooks have reported not using or requiring web-based menu planning tools and having limited computer literacy and access [68]. This discordance could indicate differing needs, levels of computer access, or perceived levels of computer literacy between cooks and directors in childcare settings. Indeed, in this study, one cook reported low levels of digital literacy, and another indicated that a lack of technology in the kitchen was a barrier to using a web-based menu planning tool. These challenges were not reported by the directors.

In this study, the web-based menu planning tool was considered valuable for supporting engagement with families, particularly for sharing menus and recipes. This is important, given that family engagement is widely recommended to increase the impact of childcare-based healthy eating interventions [70]. Most childcare services use web-based platforms to communicate with families [44], indicating the potential to extend the use and reach of web-based menu planning tools to the family and home environment. Indeed, this is demonstrated in the feedAustralia intervention where parents can use a mobile app to view daily food offerings and access sample menus and recipes that they can recreate at home [71].

Despite the consensus about the usefulness of the web-based menu planning tool in this study, there were mixed reports from both directors and cooks about how easy it was to use the tool in practice. It stands to reason that user training may improve ease of use, as reported in the Go-NAPSACC trial [42]. However, the participants in this study did not discuss the need for FoodChecker training but rather the need to update navigation and functionality within the web-based tool to make it easier to use. Given that up to 80% of health technologies have limited success owing to a lack of end-user adoption or sustained use [45], understanding and integrating user preferences within web-based systems is necessary to increase their use and impact [72]. Future developments of web-based childcare menu planning tools should therefore consider strategies to improve user engagement (such as simpler site navigation or functionality to facilitate faster data input), to amplify their adoption, for sustained use over time, and for public health impact. This indicates the importance of directing funding toward the ongoing development of web-based menu planning tools for the childcare sector to meet user expectations, particularly in the current era of rapid technological advancement.

The limited evidence available has demonstrated that, even when the acceptability of a web-based menu planning program in the childcare sector is high, use may still be variable [42,43]. This indicates that factors external to the system itself (e.g., individual or organizational factors) may influence use. Exploration of such factors was novel to this study, with participants reporting that awareness, perceived need, time, management support, and the food budget were important variables relevant to their uptake of the web-based menu planning tool.

Several participants were unaware of the tool and, as such, had not used it. Others who were aware of the tool but did not use it perceived that childcare staff had adequate nutrition knowledge and skills to plan a healthy menu. Given the scope of this study did not include a menu assessment component, it was not possible to triangulate staff perceptions about their knowledge and skills in healthy menu planning and the degree to which childcare menus complied with food provision guidelines. This is an important direction for future research. Despite this, there were multiple instances in which both cooks and directors demonstrated good knowledge of the scientific evidence related to their roles. For example, participants discussed the need to provide optimum nutrition to children who received most of their meals and snacks in childcare or links between healthier eating and children’s health outcomes, as evidenced in the literature [1,24]. Although these examples of accurate nutrition knowledge are reassuring, it cannot be inferred that this knowledge is consistent or accurately translated into menu planning practices, indicating the need for healthy menu planning support in the sector.

Although support in the form of nutrition training has been shown to improve menu quality, such training is not routine [25]. Indeed, less than half of the participants in this study reported having received nutrition training. This is similar to previous studies where childcare staff reported low levels of nutrition training despite their responsibility to plan a healthy menu that meets food provision guidelines [25]. This indicates that there is scope for the design and implementation of interventions, such as web-based menu planning tools that offer accessible, evidence-based guidance that can be integrated into menu planning practices, even in the absence of formal staff nutrition training.

Some participants who stated that they did not use the web-based menu planning tool reported using an external consultant to support healthy menu planning in their service. Such consultancy may increase the financial burden of healthy menu planning, and may not be viable for all childcare services. However, it may also present a sensible approach to ensure accuracy in menu compliance with dietary guideline recommendations, if such support is available at a feasible cost.

Time was an important factor in this study, with mixed perceptions among the participants. Staff members who received dedicated and paid time within their role to use the web-based menu planning tool reported that this facilitated its use.
Moreover, some participants who used the tool reported that it was time saving and reduced their workload. However, as in previous studies [73], most participants did not report receiving paid time for menu planning within their roles. Furthermore, the use of the tool was commonly perceived to be time consuming, even by participants who had never used it before. As such, perceptions about time were a deterrent to initial adoption. This indicates that there is scope to (1) integrate user-engagement features within childcare menu planning systems to improve time efficiency and (2) establish strategies to shift user perceptions about such systems from being time consuming to being time saving. These are important areas for future development, particularly given that childcare staff members are known to be a time-poor population group [36].

In addition to dedicated time, service management support and leadership were reported to facilitate the uptake of the web-based menu planning tool. Interestingly, one cook who did not want to use the program had used it on instruction from their manager to ensure menu compliance with dietary guidelines. This indicates that despite the presence of management support, menu planner resistance may exist and could be a potential barrier to ongoing use of the web-based menu planning tool.

The food budget and cost control were important considerations for participants who described budgeting resources linked to the web-based menu planning tool as useful. However, several cooks reported that specific food recommendations generated by the web-based system exceeded their allocated food budget. This is a novel finding, indicating the need for dietary guidelines and recommendations embedded within such systems to consider food budgets and financial constraints. It may also suggest the need to investigate the capacity of childcare food budgets to adequately provide optimal nutrition for children. There is scope for web-based childcare menu planning systems to integrate strategies to support services in establishing and managing food budgets, which is an area for future research and development.

Although the services in this study were located in areas of varying levels of advantage and disadvantage, half were located in regions classified by postcode as high SEP. This is consistent with data indicating that, in Victoria, there is a higher provision of childcare services in areas experiencing greater levels of advantage [23]. However, as the study achieved a modest sample size, it was not possible to determine whether area-level SEP was associated with the acceptance of the web-based menu planning tool or the degree to which the tool supported healthy food provision in childcare services. Given that area-level disadvantage is associated with poorer diet quality [74], and given that services in low SEP areas were least represented in this study, there is a need for future research to better understand the use of web-based childcare menu planning tools in lower SEP areas.

Strengths and Limitations

The strengths of this study warrant discussion. As this study captured perspectives from cooks and directors, the findings are likely to represent the perspectives of both staff groups involved in menu planning. The study’s qualitative descriptive underpinning provided scope to capture participant-generated data on menu planner experiences in their own words. Insights generated from spontaneous reporting were likely to reflect motivations and perspectives that are most important to users when compared with quantitative analyses using predefined, researcher-generated items and response scales [62]. The use of the validated TAM contributed to the study’s underlying theoretical foundation. In line with emerging methodology-focused evidence, a web-based qualitative survey facilitated data collection from a time-poor and varied, dispersed, and geographically heterogeneous population with the potential to reduce social desirability bias [50]. A further strength of this study was that it analyzed the use of a real-world web-based tool in current practice, to which real-time refinements are possible. As such, the exploration brought together research, reflection, and practical solutions as part of an action research approach.

Given that the FoodChecker tool is only freely available in Victoria, the scope of this study was purposely delimited to Victorian childcare services. A modest study sample was achieved, as observed in previous studies on food provision in childcare settings [68]. Furthermore, given that childcare staff are known to be a time-poor population group, the perspectives of those who have particularly limited time to engage with a web-based menu planning tool, and as such, to participate in this research, may not have been captured. This may impact the ability to generalize the findings to the broader childcare sector. However, as the analysis explored participant perceptions and insights that are subjective by nature, the findings may be indicative of childcare menu planner experiences more broadly. This should be further investigated in larger studies exploring the use of web-based menu planning tools to support healthy food provision in childcare. It was beyond the scope of this study to include a quantitative analysis of the impact of the web-based menu planning tool on menu compliance with dietary guidelines, food provision, or children’s dietary intake. These are important areas for future research.

Conclusions

This novel qualitative descriptive study demonstrates the usefulness of a web-based tool to support healthy menu planning in childcare services. Use of the tool was impacted by its internal functionality as well as external organizational factors. Recommendations were made to improve the web-based menu planning system. Further research is needed to better understand how web-based menu planning tools can improve food provision and children’s consumption in the childcare setting. In particular, studies should investigate and evaluate strategies to improve user engagement with web-based menu planning tools in childcare to increase their adoption, use, and public health impact.
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Abstract

Background: Most efforts to identify caregivers for research use passive approaches such as self-nomination. We describe an approach in which electronic health records (EHRs) can help identify, recruit, and increase diverse representations of family and other unpaid caregivers.

Objective: Few health systems have implemented systematic processes for identifying caregivers. This study aimed to develop and evaluate an EHR-driven process for identifying veterans likely to have unpaid caregivers in a caregiver survey study. We additionally examined whether there were EHR-derived veteran characteristics associated with veterans having unpaid caregivers.

Methods: We selected EHR home- and community-based referrals suggestive of veterans’ need for supportive care from friends or family. We identified veterans with these referrals across the 8 US Department of Veteran Affairs medical centers enrolled in our study. Phone calls to a subset of these veterans confirmed whether they had a caregiver, specifically an unpaid caregiver. We calculated the screening contact rate for unpaid caregivers of veterans using attempted phone screening and for those who completed phone screening. The veteran characteristics from the EHR were compared across referral and screening groups using descriptive statistics, and logistic regression was used to compare the likelihood of having an unpaid caregiver among veterans who completed phone screening.

Results: During the study period, our EHR-driven process identified 12,212 veterans with home- and community-based referrals; 2134 (17.47%) veteran households were called for phone screening. Among the 2134 veterans called, 1367 (64.06%) answered the call, and 813 (38.1%) veterans had a caregiver based on self-report of the veteran, their caregiver, or another person in the household. The unpaid caregiver identification rate was 38.1% and 59.5% among those with an attempted phone screening and completed phone screening, respectively. Veterans had increased odds of having an unpaid caregiver if they were married (adjusted odds ratio [OR] 2.69, 95% CI 1.68-4.34), had respite care (adjusted OR 2.17, 95% CI 1.41-3.41), or had adult day health care (adjusted OR 3.69, 95% CI 1.60-10.00). Veterans with a dementia diagnosis (adjusted OR 1.37, 95% CI 1.00-1.89) or...
Introduction

In the United States, approximately 26.4 million people provide unpaid care to adults aged >50 years [1]. Family and other unpaid caregivers (hereafter called unpaid caregivers) are people who provide volunteer care to a loved one [2]. The care provided by unpaid caregivers is associated with reduced hospital readmissions and increased time at home for patients [3-5]. At the same time, unpaid caregivers are at risk of negative impacts on their physical, social, emotional, and financial well-being. Most unpaid caregivers provide care with little or no training or support [6-11]. Furthermore, unless present for appointments or enrolled in caregiver programs, caregivers are not easily identified within the health systems.

To address the unmet needs of unpaid caregivers, outreach is a critical step. However, there is no systematic method of identifying caregivers for supportive services or research interventions. Prior caregiver research studies relied on caregivers to respond to advertisements or through existing caregiver programs [12-16]. Past approaches may not be ideal for overburdened caregivers, especially for those who are not already involved in these programs, and could result in underwhelming caregiver response and participation. Moreover, passive approaches can decrease representativeness and bias toward caregivers already engaged in these interventions or those already empowered to actively seek help or services [17].

Given the need to improve the representation and systematic identification of unpaid caregivers for caregiving research and supportive services, a systematic, reliable, and proactive process to identify caregivers is needed to increase engagement, expand participation, and reduce sample bias. The electronic health record (EHR) provides an important standardized method of identifying and reaching potential caregivers for research and interventions. The aim of this paper was to evaluate an EHR-driven process used to identify unpaid caregivers for a caregiver survey from the overarching iHI-FIVES study [19].

Methods

This study specifically analyzed caregiver identification through patient EHRs for a caregiver survey from the overarching iHI-FIVES study [19].

Setting

iHI-FIVES was conducted at 8 VA medical centers from April 2018 to October 2020 using a type III hybrid implementation effectiveness stepped-wedge, cluster-randomized trial design as part of the Optimizing Function and Independence Quality Enhancement Research Initiative program. The study evaluated the implementation of an unpaid caregiver program designed to promote the function and independence of veterans through caregiver group training aimed at improving caregiver coping, support seeking, and health system navigation skills [18,20]. Eligible caregivers were friends or family members who assisted a patient at home because of ongoing health problems (eg, helping them get around the house, bathe, or pay bills) [19]. This study focused on the identification of caregivers for a caregiver survey that was administered at all sites to assess secondary outcomes (caregiver burden, depression, and satisfaction with VA care).

Ethics Approval

The iHI-FIVES study was approved by the Durham VA Health Care System institutional review board (02040) and registered at ClinicalTrials.gov (NCT03474380).

EHR-Driven Process

As there is no standardized method in EHRs for identifying patients with unpaid caregivers, we evaluated an EHR-driven process to identify unpaid caregivers and patient characteristics (eg, age, race, ethnicity, sex, and comorbidities) associated with having an unpaid caregiver.

We identified 5 relevant VA home and community-based services as these 5 referral types represent an increased need for care in the veteran’s home and are likely to indicate the presence of caregivers [21]. These 5 referral types included homemaker home health care, home-based primary care, adult day health care, respite care, and veteran-directed care referral (adjusted OR 1.95, 95% CI 0.97-4.20) were also suggestive of an association with having an unpaid caregiver.

Conclusions: The EHR-driven process to identify veterans likely to have unpaid caregivers is systematic and resource intensive. Approximately 60% (813/1367) of veterans who were successfully screened had unpaid caregivers. In the absence of discrete fields in the EHR, our EHR-driven process can be used to identify unpaid caregivers; however, incorporating caregiver identification fields into the EHR would support a more efficient and systematic identification of caregivers.

Trial Registration: ClinicalTrials.gov NCT03474380; https://clinicaltrials.gov/ct2/show/NCT03474380
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veterans to be supervised for daily activities during the weekday. Home-based primary care provides veterans who have difficulty traveling to clinic visits to their illness with primary care, social work, and rehabilitation visits at home. Respite care provides home or nursing home care when a caregiver is unavailable. Veteran-directed care assists veterans in connecting to community care services for daily activities [21].

There is no uniform referral naming convention for these 5 categories of home and community-based services in the VA; therefore, we purposely selected related keywords in the text of EHR referral (eg, %home%, %respi%, %grec%, %adult%, %adhc%, %hhpc%, %vhd hcs%, and %veteran directed%). The study team reviewed referral titles identified by the keywords and then applied exclusionary conditions to the programmed code to weed out inappropriate referrals garnered by the broad search. The culled list of referral titles was also confirmed by clinical experts (physicians and caregiver support coordinators) and VA EHR programmers (Multimedia Appendix 1). Some enrolled sites requested expansion beyond these 5 referral types because of the high likelihood of having an active unpaid caregiver present (eg, skilled home health referrals). We subsequently included all these referrals, as well as one additional (respiratory therapy for chronic obstructive pulmonary disease inpatient home transition program) referral in our EHR-driven process, classifying them as other referrals.

**Screening**

We used the EHR-driven process to identify all veterans in our study window who had these qualifying referral types. The study team identified veteran patients with a qualifying referral by using VA EHR data stored in the VA Corporate Data Warehouse. Patients with referrals to hospice care were excluded [19].

Owing to the limited contact with veterans and an option to opt out, waivers of informed consent and Health Insurance Portability and Accountability Act documentation were approved for research contact with patients in this study. As the study focused on caregivers and institutional review board approval, the study team could directly confirm and seek nonveterans’ participation in the screening process and study. In addition, veterans’ treating clinicians were not involved in the identification process.

Identified veterans were stratified by site, sorted by the earliest qualifying referral date, and selected for recruitment over a 30-month study period. Those with the earliest dates were mailed a recruitment letter with an opt-out telephone number. The letter described that if a family member or friend helps the veteran with their ongoing health problem, they may qualify for a caregiver study. As the goal of the iHI-FIVES caregiver survey study was to enroll and collect baseline surveys for approximately 450 caregiver surveys, the study staff conducted phone screening until caregiver recruitment goals were met at each site.

For the telephone screening, the study staff used the veteran’s phone number and assessed the presence of a caregiver based on information provided by the veteran, the caregiver, or another person(s) who answered the phone if neither the veteran nor the caregiver was available at the time of the call. As it is not always the case that veterans or caregivers recognize the term caregiver or do not identify as having or being a caregiver, the screener was written to identify assistance. Specifically, veterans were asked, “Do you have a family member or friend who helps care for you because of your ongoing health problems (for example, helping you get around the house, bathe, or pay bills)?” If nonveterans answered the phone, a similar screening question was asked, starting with “Does the Veteran...” The screening script distinguished between paid, formally trained caregivers such as home health aides and caregivers who were not paid typically and for whom the veteran had an established personal relationship (eg, friends, family). The script also asked if the veteran did not have a caregiver and whether they needed help with their care.

The study team used 2 call attempts to contact veterans after sending the letter to determine if they had a caregiver. For phone messages, the study team used a general Health Insurance Portability and Accountability Act–compliant script describing a VA research study on friends or family who help care for a veteran and a follow-up phone call attempt. The study team used DatStat Illume (version 6.1) [22] to administer and store phone screens and baseline and 3-month survey data. In the event of a highly distressed caregiver respondent, the study staff was trained in administering a harm protocol.

**EHR Data and Measures**

This study also evaluated whether particular veteran characteristics were associated with veterans having an unpaid caregiver. To examine these questions, we compared four patient groups: (1) patients with a referral to home- and community-based services, (2) patients contacted for a phone screen, (3) patients with a completed phone screen, and (4) patients confirmed through screening to have an unpaid caregiver (we label these groups as boxes A-D in the CONSORT [Consolidated Standards of Reporting Trials] diagram, Figure 1).

The study identified the following patient data from the VA Corporate Data Warehouse: demographics (age, race, ethnicity, marital status, and rural residence), VA health care eligibility (measured by service connection), outpatient International Classification of Diseases–10th Revision (ICD-10) codes in the prior year, chronic health condition risk score measuring expected health care costs compared with the average patient (Nosos [23]), and home- and community-based care referrals. We used ICD-10 codes to group patient comorbidities by Quan Deyo diagnosis categories [24] to identify patients with dementia and calculate the Charlson Comorbidity Index (CCI) [24,25]. We only included dementia, as patients with dementia have known increased caregiver needs [26]. Nosos risk scores were centered around 1, representing the national expected average cost of VA patients. A risk score >1 represents a higher than expected cost for the patient, whereas a score of 3 represents a patient with an expected cost 3 times higher than the average patient [23,27]. VA service connection indicates a medical condition associated with a veteran’s military service, for which the VA completely subsidizes all health care costs [28].
Statistical Analyses

We calculated the screening contact rate based on the study by Slattery et al [29]. In addition, we calculated the unpaid caregiver identification rates. The screening contact rate is the percentage of veterans for whom our study staff was able to talk to a person (veteran, their caregiver, or another person(s)) when we called the veterans’ phone number of record, out of all phone screening calls attempted by research staff (see box B in the CONSORT diagram in Figure 1). The unpaid caregiver identification rate is the number of veterans positively identified to have an unpaid caregiver divided by the denominator of interest (phone screen attempted [box B] and phone screen questions completed [box C]; see the CONSORT diagram in Figure 1).

Descriptive statistics for the veteran characteristics are presented for the 4 subgroups described previously. Descriptive statistics were calculated for dichotomous (sex, ethnicity, rural residence, service connectedness, and dementia by ICD-10 codes), categorical (race, marital status, rural residence, highest level of education, and qualifying referral type), and continuous (age, CCI, and Nosos score) variables. Percentages were calculated for dichotomous and categorical data and means and SDs or medians and IQRs for continuous variables.

Simple logistic regression models were fit to estimate the association (odds ratio [OR] and 95% CI) between having an unpaid caregiver (vs not having one; among veterans with a completed phone screen) for each demographic and clinical variable defined previously. A multivariable logistic model was then fit with the same dependent variable but with all demographic and clinical variables examined independently in the simple models into one model to examine adjusted associations. Complete EHR data were used for the veteran factors in the analyses. The reference groups for the analyses were age (<55 years), sex (female), race (White), ethnicity (not Hispanic), marital status (never married), rural residence (urban), service connected (not service connected), dementia (absence of dementia diagnosis), CCI (score of ≤2), Nosos (score of ≤1), and referral qualification (homemaker home health care). The purpose of these models was to determine whether any veteran demographics, disease burden, health care cost risk scores, or referral types were associated with having an unpaid character with the idea that if such associations exist, they might inform attempts to recruit caregivers into training or research studies.

Analyses were performed using R (version 4.0.3) [30].

Results

Descriptives of Veteran Groups

A total of 12,212 veterans (box A in Figure 1) were identified through the EHR-driven process of 5 home- and community-based service referrals. A subset of veterans (2545/12,212, 20.84%) was sent a letter describing the study,
followed by attempts to call in order of earliest qualifying referral. Only one-fifth were sent letters and screened by phone because of recruitment goals and resource limitations. Of the 2545 veterans who were sent a letter, 2134 (83.94%; box B in Figure 1) had an attempted phone screening. Of the 2545 veterans, no phone call was attempted for 411 (16.15%); 34 of those opted out of the study prior to a phone call attempt. Of the 2134 veterans contacted for phone screening, 1367 (64.06%; box C in Figure 1) veterans were reached, and 767 (35.94%) were unable to be reached. Therefore, the screening contact rate for initial veteran screening for unpaid caregivers was 64.06% (1367/2134).

Of the 1367 veterans who completed the screening questions, 1126 (82.37%) had a caregiver; 813 (59.47%; box D in Figure 1) had an unpaid caregiver, and 180 (13.17%) were paid. We were unable to determine whether 11.81% (133/1126) of caregivers were unpaid or paid. The identification rates of unpaid caregivers were 38.10% (813/2134) and 59.47% (813/1367) among veterans with attempted phone screens and veterans with completed phone screens, respectively.

**Descriptive Comparisons Between Veteran Groups**

The veteran characteristics were similar among the 4 groups, including age, sex, race, urban residence, CCI, and Nosos score. The most common type of referral for veterans across all subgroups of interest was a homemaker home health care referral (Table 1). In addition, as of July 7, 2021, 38 months after the start of the study, one-third (4089/12,212, 33.48%) of the identified veterans had died.
<table>
<thead>
<tr>
<th>Veteran characteristic</th>
<th>Veterans with qualifying referral (box A&lt;sup&gt;a&lt;/sup&gt;; N=12,212)</th>
<th>Veterans with attempted phone screen (box B; n=2134)</th>
<th>Veterans with completed phone screen (box C; n=1367)</th>
<th>Veterans with unpaid caregiver (box D; n=813)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>74.85 (11.95)</td>
<td>74.95 (11.85)</td>
<td>75.52 (11.57)</td>
<td>76.0 (11.9)</td>
</tr>
<tr>
<td>Sex (male), n (%)</td>
<td>11,443 (93.70)</td>
<td>2000 (93.72)</td>
<td>1285 (94.00)</td>
<td>772 (95.0)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.01)</td>
<td>0 (0.00)</td>
<td>0 (0.00)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>8723 (71.42)</td>
<td>1529 (71.65)</td>
<td>986 (72.13)</td>
<td>578 (71.1)</td>
</tr>
<tr>
<td>Black</td>
<td>2080 (17.03)</td>
<td>377 (17.67)</td>
<td>245 (17.92)</td>
<td>151 (18.6)</td>
</tr>
<tr>
<td>Multiple races or other</td>
<td>624 (5.11)</td>
<td>107 (5.01)</td>
<td>63 (4.61)</td>
<td>38 (4.7)</td>
</tr>
<tr>
<td>Missing</td>
<td>785 (6.43)</td>
<td>121 (5.67)</td>
<td>73 (5.34)</td>
<td>46 (5.7)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>400 (3.28)</td>
<td>74 (3.47)</td>
<td>36 (2.63)</td>
<td>25 (3.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>447 (3.66)</td>
<td>71 (3.33)</td>
<td>46 (3.37)</td>
<td>23 (2.8)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>994 (8.14)</td>
<td>176 (8.25)</td>
<td>103 (7.53)</td>
<td>44 (5.4)</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>3297 (27.00)</td>
<td>553 (25.91)</td>
<td>332 (24.29)</td>
<td>157 (19.3)</td>
</tr>
<tr>
<td>Married</td>
<td>6155 (50.40)</td>
<td>1105 (51.78)</td>
<td>741 (54.21)</td>
<td>509 (62.6)</td>
</tr>
<tr>
<td>Widow</td>
<td>1691 (13.85)</td>
<td>290 (13.59)</td>
<td>185 (13.53)</td>
<td>99 (12.2)</td>
</tr>
<tr>
<td>Missing</td>
<td>75 (0.61)</td>
<td>10 (0.47)</td>
<td>6 (0.44)</td>
<td>4 (0.5)</td>
</tr>
<tr>
<td>Urban residence, n (%)</td>
<td>7752 (63.48)</td>
<td>1367 (64.06)</td>
<td>864 (63.20)</td>
<td>512 (63.0)</td>
</tr>
<tr>
<td>Missing</td>
<td>3 (0.02)</td>
<td>1 (0.05)</td>
<td>1 (0.07)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Service connected, n (%)</td>
<td>7050 (57.73)</td>
<td>1253 (58.72)</td>
<td>814 (59.55)</td>
<td>501 (61.6)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.01)</td>
<td>0 (0.00)</td>
<td>0 (0.00)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Dementia, n (%)</td>
<td>2597 (21.27)</td>
<td>485 (22.73)</td>
<td>320 (23.41)</td>
<td>227 (27.9)</td>
</tr>
<tr>
<td>Missing</td>
<td>26 (0.21)</td>
<td>3 (0.14)</td>
<td>2 (0.15)</td>
<td>1 (0.1)</td>
</tr>
<tr>
<td>CCI, median (IQR 25th-75th percentile)</td>
<td>2.00 (1.00-4.00)</td>
<td>2.00 (1.00-4.00)</td>
<td>2.00 (1.00-4.00)</td>
<td>2.0 (1.0-4.0)</td>
</tr>
<tr>
<td>Missing</td>
<td>26 (0.21)</td>
<td>3 (0.14)</td>
<td>2 (0.15)</td>
<td>1 (0.1)</td>
</tr>
<tr>
<td>Nosos, median (IQR 25th-75th percentile)</td>
<td>1.88 (0.89-3.87)</td>
<td>2.06 (0.97-3.99)</td>
<td>2.06 (0.96-3.89)</td>
<td>2.1 (0.9-3.9)</td>
</tr>
<tr>
<td>Missing</td>
<td>129 (1.06)</td>
<td>10 (0.47)</td>
<td>7 (0.51)</td>
<td>5 (0.6)</td>
</tr>
<tr>
<td>Referral, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Homemaker home health care</td>
<td>7699 (63.04)</td>
<td>1368 (64.10)</td>
<td>873 (63.86)</td>
<td>494 (60.8)</td>
</tr>
<tr>
<td>Adult day health care</td>
<td>440 (3.60)</td>
<td>87 (4.08)</td>
<td>51 (3.73)</td>
<td>45 (5.5)</td>
</tr>
<tr>
<td>Home-based primary care</td>
<td>746 (6.11)</td>
<td>111 (5.20)</td>
<td>71 (5.19)</td>
<td>37 (4.6)</td>
</tr>
<tr>
<td>Respite care</td>
<td>929 (7.61)</td>
<td>221 (10.36)</td>
<td>159 (11.63)</td>
<td>122 (15.0)</td>
</tr>
<tr>
<td>Veteran-directed care</td>
<td>358 (2.93)</td>
<td>77 (3.61)</td>
<td>46 (3.37)</td>
<td>35 (4.3)</td>
</tr>
<tr>
<td>Other&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2040 (16.70)</td>
<td>270 (12.65)</td>
<td>167 (12.22)</td>
<td>80 (9.8)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Veterans were identified by first home or community referral placed during the study time frame.

<sup>b</sup>Boxes on the CONSORT (Consolidated Standards of Reporting Trials) diagram (Figure 1).

<sup>c</sup>CCI: Charlson Comorbidity Index.

<sup>d</sup>Some enrolled sites requested the addition of specific referral types (eg, skilled home health, nursing home, and specialty home care) because of the high probability of an unpaid caregiver being present when these referrals occur. We subsequently included all these referrals, as well as one additional (respiratory therapy for chronic obstructive pulmonary disease inpatient home transition program) referral, in our electronic health record–driven process, classifying them as other.
Certain characteristics were different among the groups. Compared with veterans with a qualifying referral (box A in Figure 1) and those contacted for phone screen (box B in Figure 1), veterans who answered phone screening (box C in Figure 1) had higher proportions of veterans who were aged 75 to 84 years (396/1367, 28.97%), married (741/1367, 54.21%), and referred for respite care (159/1367, 11.63%). Veterans with unpaid caregivers (813/12,212, 6.66%; box D in Figure 1) had higher proportions of initial referrals for respite (122/813, 15%), adult day care (45/813, 5.5%), and veteran-directed care (35/813, 4.3%) than those of the other groups.

Modeled Associations Between Veteran Characteristics and Presence of an Unpaid Caregiver

Among veterans for whom screening questions were answered and were without missing data (1261/12,212, 10.22%), the odds of having an unpaid caregiver were higher among married veterans (unadjusted OR 2.90, 95% CI 1.88-4.50) than among unmarried veterans and veterans with dementia (unadjusted OR 2.06, 95% CI 1.55-2.75) than those without dementia. Similarly, the odds of having an unpaid caregiver were higher among veterans referred for respite services (unadjusted OR 2.64, 95% CI 1.76-4.06), adult day health care (unadjusted OR 4.82, 95% CI 2.17-12.80), and veteran-directed care (unadjusted OR 2.07, 95% CI 1.05-4.38) than for veterans referred to homemaker home health care. In addition to dementia diagnosis and veteran-directed care, adjusted ORs for the associations between having an unpaid caregiver and marital status, as well as health care referral type, were similar to the unadjusted results (Table 2).
Table 2. ORs and 95% CIs from simple logistic regression models (unadjusted) and multiple logistic regression models (adjusted) for the association between veterans having unpaid caregivers among veterans with a completed phone screen and without missing data (N=1261) and veteran electronic health record characteristics.

<table>
<thead>
<tr>
<th>Veteran characteristic</th>
<th>Unadjusted</th>
<th>P value</th>
<th>Adjusted</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td></td>
<td>OR (95% CI)</td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;55</td>
<td>1.00 (reference)</td>
<td>N/A</td>
<td>1.00 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>55-64</td>
<td>0.78 (0.41-1.47)</td>
<td>.45</td>
<td>0.71 (0.36-1.37)</td>
<td>.31</td>
</tr>
<tr>
<td>65-74</td>
<td>0.71 (0.40-1.24)</td>
<td>.24</td>
<td>0.56 (0.30-1.01)</td>
<td>.06</td>
</tr>
<tr>
<td>75-84</td>
<td>0.96 (0.54-1.69)</td>
<td>.89</td>
<td>0.66 (0.34-1.23)</td>
<td>.20</td>
</tr>
<tr>
<td>&gt;84</td>
<td>1.17 (0.65-2.08)</td>
<td>.60</td>
<td>0.80 (0.41-1.53)</td>
<td>.50</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.00 (reference)</td>
<td>N/A</td>
<td>1.00 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>1.49 (0.94-2.38)</td>
<td>.09</td>
<td>1.13 (0.68-1.88)</td>
<td>.63</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>1.00 (reference)</td>
<td>N/A</td>
<td>1.00 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.38 (0.68-2.99)</td>
<td>.39</td>
<td>0.87 (0.40-1.97)</td>
<td>.73</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1.00 (reference)</td>
<td>N/A</td>
<td>1.00 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Black</td>
<td>1.14 (0.85-1.53)</td>
<td>.38</td>
<td>1.33 (0.97-1.84)</td>
<td>.08</td>
</tr>
<tr>
<td>Multiple races or other</td>
<td>1.17 (0.69-2.02)</td>
<td>.56</td>
<td>1.18 (0.67-2.10)</td>
<td>.57</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>1.00 (reference)</td>
<td>N/A</td>
<td>1.00 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>1.17 (0.74-1.86)</td>
<td>.50</td>
<td>1.27 (0.79-2.06)</td>
<td>.33</td>
</tr>
<tr>
<td>Married</td>
<td>2.90 (1.88-4.50)</td>
<td>&lt;.001</td>
<td>2.69 (1.68-4.34)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Widow</td>
<td>1.50 (0.91-2.49)</td>
<td>.11</td>
<td>1.43 (0.83-2.49)</td>
<td>.20</td>
</tr>
<tr>
<td>Rural residence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>1.00 (reference)</td>
<td>N/A</td>
<td>1.00 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Rural</td>
<td>1.04 (0.83-1.32)</td>
<td>.72</td>
<td>1.01 (0.78-1.30)</td>
<td>&gt;.95</td>
</tr>
<tr>
<td>Service connection</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not service connected</td>
<td>1.00 (reference)</td>
<td>N/A</td>
<td>1.00 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Service connected</td>
<td>1.20 (0.95-1.50)</td>
<td>.13</td>
<td>1.17 (0.90-1.51)</td>
<td>.24</td>
</tr>
<tr>
<td>Dementia</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No diagnosis of dementia</td>
<td>1.00 (reference)</td>
<td>N/A</td>
<td>1.00 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Dementia diagnosis</td>
<td>2.06 (1.55-2.75)</td>
<td>&lt;.001</td>
<td>1.37 (1.00-1.89)</td>
<td>.06</td>
</tr>
<tr>
<td>Charlson comorbidity index</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤2</td>
<td>1.00 (reference)</td>
<td>N/A</td>
<td>1.00 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>&gt;2</td>
<td>1.08 (0.86-1.35)</td>
<td>.52</td>
<td>1.13 (0.87-1.47)</td>
<td>.35</td>
</tr>
<tr>
<td>Nosos</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤1</td>
<td>1.00 (reference)</td>
<td>N/A</td>
<td>1.00 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>&gt;1 and ≤4</td>
<td>0.87 (0.66-1.14)</td>
<td>.32</td>
<td>0.86 (0.63-1.17)</td>
<td>.33</td>
</tr>
<tr>
<td>≥4</td>
<td>0.91 (0.66-1.25)</td>
<td>.56</td>
<td>1.00 (0.68-1.46)</td>
<td>&gt;.98</td>
</tr>
<tr>
<td>Referral</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Homemaker home health care</td>
<td>1.00 (reference)</td>
<td>N/A</td>
<td>1.00 (reference)</td>
<td>N/A</td>
</tr>
</tbody>
</table>
VA caregiver support and services, the process was resource independent of their participation or nonparticipation in existing patient population that may have an unpaid caregiver. Although selected home- and community-based referrals to define a caregiver field in EHRs [35].

EHRs can be difficult because it is rare to have a discrete medication, and diagnostic data, caregiver identification through standardized fields for patient demographic, laboratory, and diagnostic data, marital status could be a useful target for the identification of caregivers within the VA and potentially in other health systems, with certain caveats. Specifically, marital status alone may not be sufficient to determine the presence of a caregiver as the marital status may be out of date in the EHR and may not be large-scale programs of caregiver support such as seen in VA), potential future improvements to the EHR should consider a discrete caregiver field to improve efficiency in identifying caregivers for research studies and interventions. VA is currently making investments to link caregiver records to veteran EHR records, beginning with those caregivers already engaged in the VA Caregiver Support Program support and services. This will allow the examination of program impacts on the outcomes of the enrolled caregivers and veterans over time.

Importantly, these caregiver EHR fields should be assessed using an activity-based brief screening question based on the types of assistance received in the home because of a patient’s health problems rather than whether a patient has a caregiver. The term caregiver is problematic for many older adults; many patients do not recognize that they have a caregiver, and many family members and friends do not identify themselves as caregivers [36].

This study identified several veteran characteristics associated with having an unpaid caregiver. First, we found that being married was positively associated with a veteran having an unpaid caregiver. Although marital status is rarely a variable in other EHRs or insurance claims (ie, Medicaid or Medicare) data, marital status could be a useful target for the identification of caregivers within the VA and potentially in other health systems, with certain caveats. Specifically, marital status alone may not be sufficient to determine the presence of a caregiver as the marital status may be out of date in the EHR and dependent on individual sites and personnel to update this information.

This study identified several veteran characteristics associated with having an unpaid caregiver. First, we found that being married was positively associated with a veteran having an unpaid caregiver. Although marital status is rarely a variable in other EHRs or insurance claims (ie, Medicaid or Medicare) data, marital status could be a useful target for the identification of caregivers within the VA and potentially in other health systems, with certain caveats. Specifically, marital status alone may not be sufficient to determine the presence of a caregiver as the marital status may be out of date in the EHR and dependent on individual sites and personnel to update this discrete field.

Second, in the unadjusted analysis, veterans with dementia were more likely to have unpaid caregivers. The OR and 95% CI for this association were 1.37 (1.00-1.89) in the adjusted analysis, intensive. To meet the goal of 450 caregiver surveys, 4 research staff members would spend approximately 8 to 16 hours every week during active data collection screening veterans or caregivers; screening approximately one-fifth of the identified EHR referral population resulted in the reaching of survey goals.

Therefore, although the EHR-driven process is a helpful approach to identifying caregivers not already directly linked to services in a health care system (and to be clear, most health systems do not have large-scale programs of caregiver support such as seen in VA), potential future improvements to the EHR should consider a discrete caregiver field to improve efficiency in identifying caregivers for research studies and interventions. VA is currently making investments to link caregiver records to veteran EHR records, beginning with those caregivers already engaged in the VA Caregiver Support Program support and services. This will allow the examination of program impacts on the outcomes of the enrolled caregivers and veterans over time.

Importantly, these caregiver EHR fields should be assessed using an activity-based brief screening question based on the types of assistance received in the home because of a patient’s health problems rather than whether a patient has a caregiver. The term caregiver is problematic for many older adults; many patients do not recognize that they have a caregiver, and many family members and friends do not identify themselves as caregivers [36].

This study identified several veteran characteristics associated with having an unpaid caregiver. First, we found that being married was positively associated with a veteran having an unpaid caregiver. Although marital status is rarely a variable in other EHRs or insurance claims (ie, Medicaid or Medicare) data, marital status could be a useful target for the identification of caregivers within the VA and potentially in other health systems, with certain caveats. Specifically, marital status alone may not be sufficient to determine the presence of a caregiver as the marital status may be out of date in the EHR and dependent on individual sites and personnel to update this discrete field.

Second, in the unadjusted analysis, veterans with dementia were more likely to have unpaid caregivers. The OR and 95% CI for this association were 1.37 (1.00-1.89) in the adjusted analysis.

Discussion

Principal Findings

We describe an approach to systematically identify family and other unpaid caregivers in a caregiver study using the VA EHR. This EHR process was effective in identifying caregivers through EHR home- and community-based referrals.

We identified >12,000 veterans with relevant home- and community-based referrals. We called >2000 veterans for screening. Among the 1367 veterans who answered the phone screening, 813 (59.47%) had a family or other unpaid caregivers. Through the EHR-driven process, we found that veteran characteristics were similar among all 4 identified groups (veterans with qualifying referrals, attempted phone screening, completed phone screen, and unpaid caregivers); some notable exceptions included marital status, dementia, and referral type. Veterans with unpaid caregivers were more likely to be married and have a referral for adult day health care or respite care. Although not statistically significant in the adjusted analysis, dementia diagnosis and veteran-directed care referral were also suggestive of an association with having an unpaid caregiver.

Comparison With Prior Work

This study is unique in that there are currently few replicable or standardized EHR methods for identifying veterans with unpaid caregivers. Using the EHR to identify veterans with unpaid caregivers can uniquely position the VA to identify caregivers independent of their participation or nonparticipation in existing VA caregiver support and services, the process was resource intensive. To meet the goal of 450 caregiver surveys, 4 research staff members would spend approximately 8 to 16 hours every week during active data collection screening veterans or caregivers; screening approximately one-fifth of the identified EHR referral population resulted in the reaching of survey goals.

Therefore, although the EHR-driven process is a helpful approach to identifying caregivers not already directly linked to services in a health care system (and to be clear, most health systems do not have large-scale programs of caregiver support such as seen in VA), potential future improvements to the EHR should consider a discrete caregiver field to improve efficiency in identifying caregivers for research studies and interventions. VA is currently making investments to link caregiver records to veteran EHR records, beginning with those caregivers already engaged in the VA Caregiver Support Program support and services. This will allow the examination of program impacts on the outcomes of the enrolled caregivers and veterans over time.

Importantly, these caregiver EHR fields should be assessed using an activity-based brief screening question based on the types of assistance received in the home because of a patient’s health problems rather than whether a patient has a caregiver. The term caregiver is problematic for many older adults; many patients do not recognize that they have a caregiver, and many family members and friends do not identify themselves as caregivers [36].

This study identified several veteran characteristics associated with having an unpaid caregiver. First, we found that being married was positively associated with a veteran having an unpaid caregiver. Although marital status is rarely a variable in other EHRs or insurance claims (ie, Medicaid or Medicare) data, marital status could be a useful target for the identification of caregivers within the VA and potentially in other health systems, with certain caveats. Specifically, marital status alone may not be sufficient to determine the presence of a caregiver as the marital status may be out of date in the EHR and dependent on individual sites and personnel to update this discrete field.

Second, in the unadjusted analysis, veterans with dementia were more likely to have unpaid caregivers. The OR and 95% CI for this association were 1.37 (1.00-1.89) in the adjusted analysis.

### Table: Veteran characteristic Unadjusted\(^a\) OR (95% CI) \(P\) value Adjusted\(^d\) OR (95% CI) \(P\) value

<table>
<thead>
<tr>
<th>Veteran characteristic</th>
<th>Unadjusted(^a) OR (95% CI)</th>
<th>(P) value</th>
<th>Adjusted(^d) OR (95% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult day health care</td>
<td>4.82 (2.17-12.80)</td>
<td>&lt;.001</td>
<td>3.69 (1.60-10.00)</td>
<td>.005</td>
</tr>
<tr>
<td>Home-based primary care</td>
<td>0.83 (0.50-1.39)</td>
<td>.48</td>
<td>0.87 (0.51-1.47)</td>
<td>.60</td>
</tr>
<tr>
<td>Respite care</td>
<td>2.64 (1.76-4.06)</td>
<td>&lt;.001</td>
<td>2.17 (1.41-3.41)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Veteran-directed care</td>
<td>2.07 (1.05-4.38)</td>
<td>.04</td>
<td>1.95 (0.97-4.20)</td>
<td>.07</td>
</tr>
<tr>
<td>Other</td>
<td>0.69 (0.49-0.97)</td>
<td>.03</td>
<td>0.77 (0.54-1.10)</td>
<td>0.15</td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio.
\(^b\)A complete case analysis was used, and veterans with missing data (n=106) were excluded from this analysis.
\(^c\)Unadjusted ORs from a simple logistic regression model, including a single electronic health record characteristic as an independent variable.
\(^d\)Adjusted ORs from multiple logistic regression models, including all electronic health record characteristics.

\(^e\)N/A: not applicable.
suggesting a moderate and likely clinically meaningful association. A dementia diagnosis is more likely to be in the medical record and may identify additional unpaid caregivers in the absence of information about the home care network in the EHR.

Third, focusing on homemaker home health care, respite care referrals, and veteran-directed care may also identify unpaid caregivers. Although most (494/813, 60.8%) of veterans with an unpaid caregiver had a homemaker home health care referral, veterans with respite, adult day health care, and veteran-directed care referrals were more likely to have an unpaid caregiver (122/813, 15%; 45/813, 5.5%; and 35/813, 4.3%, respectively) than veterans identified by the initial EHR pool (929/12,212, 7.61%; 440/12,212, 3.60%; and 358/12,212, 2.93%, respectively). This is likely because respite care, adult day health care, and veteran-directed care programs are specifically designed to assist unpaid caregivers who need time separate from the veterans [37,38]. As such, depending on the purpose of the study, future VA EHR-driven approaches may want to narrow the types of home- and community-based services from which to recruit unpaid caregivers, focusing on respite care, adult day health care, and veteran-directed care.

Strengths and Limitations
A strength of this study is the creation of a systematic approach to screening a large number of veterans across multiple VA sites in the United States. Compared with a prior study at a VA medical center where 89% of patients referred to home- and community-based services reported having an unpaid caregiver, the systematic approach taken here at multiple sites with more geographic representation found that 59.47% (813/1367) of veterans had an unpaid caregiver [39]. Moreover, the percentage of unpaid caregivers may be larger, as we were unable to determine the caregiver status for 16.39% (224/1367) of the patients screened. Using geographically diverse sites, this study provides a more generalizable estimate using EHR-based, home- and community-based referrals to identify unpaid caregivers.

There are several limitations to consider. First, this analysis was limited to examining the associations between veteran characteristics and the presence of unpaid caregivers. We did not have caregiver information for veterans who were not screened or who had unpaid caregiver characteristics. Second, the generalizability of this study outside the VA health system may be limited, as this study uses VA home- and community-based referrals that may not be available in non-VA settings. Despite this limitation, this was a multisite study, and veterans identified in the EHR were from VAs of various sizes in both urban and rural settings across many regions of the United States. Although the application of this process to identify caregivers may be limited to VA, the process described in this study may be applicable to many VA settings across the country looking to identify caregivers for research studies or for caregiver interventions. Other health care systems in the private sector with a unified EHR system that uses home- and community-based referrals could also use our approach to identify unpaid caregivers.

Finally, because of the resource-intensive process, we screened one-fifth of the veterans identified in the EHR-driven process. Even so, >1000 veterans answered phone screenings for unpaid caregivers. Even if the exact count of unpaid caregivers among all veterans identified is unattainable, a large number of veterans were successfully screened, and there was similarity in veteran characteristics across veterans with a qualifying referral and phone screen; therefore, our results may suggest a similar percentage of unpaid caregivers among veterans who were not contacted for the study.

Conclusions
We present a systematic process for the identification of unpaid caregivers using veteran referrals and additional EHR factors for a caregiver survey study. Using this EHR-driven process, we were able to positively identify the presence of unpaid caregivers for approximately 60% (813/1367) of veterans whose households responded to phone screening calls. In the setting of a resource-intensive process, additional research is needed to increase the efficiency and effectiveness of caregiver identification efforts in EHRs for caregiver interventions and research. Potential future steps may include the incorporation of a discrete caregiver field into the EHR. This type of field would not only improve the efficiency of identifying caregivers within the EHR but also the clinical care for patients in recognizing and including the primary caregiver in the health care team.
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Abstract

Background: Acute blood glucose (BG) decompensations (hypoglycemia and hyperglycemia) represent a frequent and significant risk for inpatients and adversely affect patient outcomes and safety. The increasing need for BG management in inpatients poses a high demand on clinical staff and health care systems in addition.

Objective: This study aimed to generate a broadly applicable multiclass classification model for predicting BG decompensation events from patients’ electronic health records to indicate where adjustments in patient monitoring and therapeutic interventions are required. This should allow for taking proactive measures before BG levels are derailed.

Methods: A retrospective cohort study was conducted on patients who were hospitalized at a tertiary hospital in Bern, Switzerland. Using patient details and routine data from electronic health records, a multiclass prediction model for BG decompensation events (<3.9 mmol/L [hypoglycemia] or >10, >13.9, or >16.7 mmol/L [representing different degrees of hyperglycemia]) was generated based on a second-level ensemble of gradient-boosted binary trees.

Results: A total of 63,579 hospital admissions of 38,250 patients were included in this study. The multiclass prediction model reached specificities of 93.7%, 98.9%, and 93.9% and sensitivities of 67.1%, 59%, and 63.6% for the main categories of interest, which were nondecompensated cases, hypoglycemia, or hyperglycemia, respectively. The median prediction horizon was 7 hours and 4 hours for hypoglycemia and hyperglycemia, respectively.

Conclusions: Electronic health records have the potential to reliably predict all types of BG decompensation. Readily available patient details and routine laboratory data can support the decisions for proactive interventions and thus help to reduce the detrimental health effects of hypoglycemia and hyperglycemia.

(JMIR Form Res 2022;6(7):e36176) doi:10.2196/36176
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Introduction

Blood Glucose Decompensations Are Associated With Poor Outcomes in Inpatients

Diabetes is one of the most common lifestyle diseases worldwide (affecting approximately 537 million people in 2021), particularly among older adults (aged >65 years), with numbers on the rise [1,2]. Consequently, the number of inpatients with diabetes is also increasing, with currently approximately every sixth hospital bed being used by patients with diabetes [3,4].

The hallmark of diabetes is loss of control over blood glucose (BG) levels. Failure to maintain BG levels within the ranges normally set by functional glucose homeostasis in nondiabetic people manifests as hyper- and hypoglycemia, where BG levels decompensate, that is, exceed or fall below a critical threshold, respectively.

Both hypoglycemia and hyperglycemia have been associated with numerous complications in inpatients. This includes an increased length of stay [5], diabetic ketoacidosis or hyperglycemic hyperosmolar state in the case of hyperglycemia [6], increased risk of infection [7,8], admission to intensive care units (ICUs) [9], and an overall increase in mortality [10-12]. The association between hypoglycemia and hyperglycemia and poor outcomes in inpatients who are critically and noncritically ill calls for a rigorous inpatient management approach toward reducing dysglycemia [13,14].

Challenges of Inpatient Dysglycemia Management

The environment of inpatients (ie, a hospital setting) is usually well-controlled; nevertheless, the maintenance of BG levels in a normoglycemic range is demanding. It is complicated by the fragile health status of the inpatient, stress (including postoperative stress), prolonged fasting, changes in diet and meal timings, and inadequate dosing of or changes in the type of antidiabetic drugs administered to name a few main troubles [14,15]. Standard diabetes therapy using adjusted subcutaneous insulin injections (sliding-scale insulin) combined with insufficient glucose monitoring is another issue and a potential risk factor for hypoglycemia [16], aggravated by the frequent shortage of nursing staff in hospitals.

The combination of continuous glucose monitoring (CGM) systems and subcutaneous insulin pumps with automated insulin delivery (closed-loop) systems is a recent promising development [17-19], which may reduce the workload of clinical staff in addition to benefiting patients.

Prediction of BG Decompensation

An alternative approach to continuous BG measurements is the prediction of BG decompensation [20]. To date, studies have primarily assessed the prediction of hypoglycemia [20] based on, for instance, laboratory data [21,22] or data from electrocardiograms [23], or they required subcutaneous glucose readings from CGM systems [24].

Aim of This Study

This study investigated whether readily available standard laboratory results and patient information could be used to reliably predict both hypoglycemia and hyperglycemia in inpatients with a clinically relevant prediction horizon.

Methods

Patient Cohort

The data set contained anonymized hospital admission data collected during the routine management of adult (aged ≥18 years) inpatients of the 6 hospitals of the Insel-Gruppe (Bern, Switzerland) from January 1, 2014, to December 5, 2019. Data were retrieved as is; that is, no extra data were collected for this retrospective cohort study. Data of patients whose BG levels had been assessed at least once were included if they met ≥1 of the following inclusion criteria:

- Diagnosis of diabetes or diabetes-related syndromes (codes as specified in the 10th revision of the International Statistical Classification of Diseases and Related Health Problems of the World Health Organization [25]), including E10 to E14, E16, E66 to E68, G59, G63, H28, H36, K77.8, K85, M14.2, N08.3, O24, R73, and R81
- Administration of an antidiabetic drug falling into code category A10 (or subcategories thereof) of the Anatomical Therapeutic Chemical Classification System

Extreme BG levels regardless of any formal diagnosis of diabetes, including a BG level of <4.0 or ≥11.1 mmol/L measured at any time, a fasting venous BG level of ≥7.0 mmol/L, a 2-hour value of ≥11.1 mmol/L during an oral glucose tolerance test, or an HbA1c value of ≥8.0 mmol/mol (International Federation of Clinical Chemistry) or ≥6.5% (Diabetes Control and Complications Trial and National Glycohemoglobin Standardization Program)

The rationale behind these 3 inclusion criteria was to include a broad range of patients with potential indications of dysglycemia. The fact that BG level tests belong to the routine panel of laboratory tests in inpatients further helped reduce potential cohort bias. The unfiltered inclusion of all patients’ BG measurement data was not possible because of the limitations set by the Swiss Human Research Act.

In total, the patient cohort comprised 38,250 patients (n=16,842, 44.03% women and n=21,408, 55.97% men) who had undergone 63,579 hospital admissions (cases), during which at least 1 laboratory analysis of 52 parameters was performed (Multimedia Appendix 1).

Definition of Dysglycemia

The types of BG decompensation are defined by BG levels of <3.9 mmol/L (<70 mg/dL; hypoglycemia) [26] or >10, >13.9, or >16.7 mmol/L (representing different degrees of hyperglycemia; >180, >250, and >300 mg/dL, respectively) [26,27]. A second level of hypoglycemia (BG <3.0 mmol/L [<54 mg/dL]) [26] was not considered specifically as both BG levels of <3.0 or <3.9 mmol/L, may lead to an “altered mental and/or physical status requiring assistance” [26]; that is, a BG
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level that is <3.9 mmol/L may already pose a significant risk for a patient.

BG level intervals were assigned category numbers of 0 to 4, with category 0 representing cases not showing BG decompensation (Table 1). These categories were selected on the basis of clinical relevance, intuition in interpretation, and clinicians’ decision-making and were aligned with clinical practice guidelines [26,27].

Table 1. Category assignment of blood glucose decompensation types.

<table>
<thead>
<tr>
<th>Blood glucose level interval (mmol/L)</th>
<th>Category</th>
<th>Decompensation type</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥3.9 to ≤10</td>
<td>0</td>
<td>Nondecompensated</td>
</tr>
<tr>
<td>&lt;3.9</td>
<td>1</td>
<td>Hypoglycemia (level 1)</td>
</tr>
<tr>
<td>&gt;10 to ≤13.9</td>
<td>2</td>
<td>Mild hyperglycemia</td>
</tr>
<tr>
<td>&gt;13.9 to ≤16.7</td>
<td>3</td>
<td>Moderate hyperglycemia</td>
</tr>
<tr>
<td>&gt;16.7</td>
<td>4</td>
<td>Severe hyperglycemia</td>
</tr>
</tbody>
</table>

Data Preprocessing

Before use, the data sets were cleaned and preprocessed to remove erroneous entries and unreasonable, unlikely, or even impossible values.

For patient variables, values outside the following (reasonable) limits were set to “N/A” (whereas all other values of the respective patient were retained) as they are most likely the result of errors during data input: ages 18 to 130 years, body height 100 to 250 cm, and weight 25 to 400 kg. For laboratory measurements, negative values were removed (apart from the measurements of base excess, which allowed negative results). Values generally incompatible with human life were published only for a relatively small number of analytes [28], and measurements outside the following limits were excluded on the basis of such published limits for chloride (<65 or >138 mmol/L) [29], plasma pH (<6.8 or >7.8) [30,31], potassium (<1.3 or >9.0 mmol/L) [29], and sodium (<100 or >191 mmol/L) [29].

Other putative outliers were identified using the Isolation Forest algorithm [32] (implemented in the Python sklearn.ensemble.IsolationForest module; version 0.21.3) and were flagged. These binary outlier flags were used as additional variables to label potentially severe cases.

Predictors and Outcomes

Decompensation events corresponding to the different decompensation categories specified in Table 1 were identified in the data for each admission case. If an event corresponding to a decompensation category was present, all data collected before the decompensation event (look-back window; see Figure 1 for a fictive case with [Figure 1A] and without [Figure 1B] a decompensation event) were used to form derived variables for each laboratory analyte (descriptive statistics: mean, SD, IQR, total range, recent trend, most extreme and most recent value, and analysis count). These derived variables are supposed to reflect the current overall status of a patient, mimicking a physician’s assessment of the information present in a patient’s health record. Only the first decompensation event was considered for each category. If a decompensation event was detected with the first measurements of a case, it was not considered at all in the corresponding decompensation categories. If no decompensation event of a specific category occurred within a case, the data collected at all its time points were used to create the derived variables (Figure 1B). The time span from the last piece of data of at least 1 predictor variable in the electronic health record (EHR) before the decompensation event of interest was considered the prediction horizon for the respective category (Figure 1A).

Analyte statistics were subsequently combined with patient demographics (age, sex, weight, height, language, and civil status), information on the previous and current administration of antidiabetic drugs, previous incidents of BG decompensation, history of diagnoses, and stay in ICU (complete variable list is provided in Multimedia Appendix 2). The data points were hashed, duplicates were removed, and a final data table was generated for the development and evaluation of the prediction models.
Prediction Models and Second-Level Ensemble

Binary prediction models were set up to distinguish clinically relevant combinations of decompensation categories (Figure 2). To this end, decision tree–based classification models using extreme gradient boosting (XGBoost; XGBoost package [33]; version 1.0.0.2) were trained. XGBoost models do not make any assumptions about the distribution of the data and can deal with incomplete data sets. This is particularly useful for clinical data where the time points and types of analyses are specific for each individual patient. XGBoost uses a sparsity-aware split-finding algorithm that assigns a default direction to each node [33]. If a feature value is missing, the default direction along the corresponding node is taken [33,34].
Figure 2. Binary models detecting clinically relevant combinations of blood glucose decompensation types.

The data of cases falling into several categories were used to train each of the relevant prediction models. For each binary model, cases that did not meet the respective decompensation criterion were used as controls. The resulting categorizations may be puzzling for the human observer at first glance; for example, a binary hypoglycemia model using the data of a hyperglycemic case as control.

The model parameters were optimized over a wide parameter space using a stochastic grid search approach covering 2000 to 4000 parameter combinations. Data were split 70/30; that is, 70% of the cases were used for iterative training and the withheld 30% for model testing.

To counter the imbalance in the data sets, each sample was assigned a weight corresponding to the inverse frequency of its class during model training.

The best models with respect to precision (positive predictive value), sensitivity (recall), area under the curve of the receiver operating characteristic curve (AUC ROC), and informedness were retained. The importance of each variable (feature importance), which is a score indicating how influential each variable was during the construction of the tree ensemble, was determined during model training [33]. The selection of variables in advance was not required for the XGBoost models. Feature importance was calculated for each separate decision tree and node as the amount by which splitting on that particular node reduces the loss function, weighted by the number of leaf assignments to which the node contributes. Therefore, features affecting more decisions and decisions with higher significance will have higher relative importance. For the final assignment, the importance was averaged across the entire ensemble for each variable [33,35].

Subsequently, multiple binary models were assembled into a second-level ensemble to build a multiclass classifier. The composition of this second-level ensemble was optimized for average precision using a genetic algorithm [36,37], as the number of possibilities for combining binary models into an ensemble grows exponentially.

Each multiclass is described by a (theoretical) combination of predictions of all binary classifiers (class-specific bit strings, ie, ideal results). For multiclass classification, a case-specific bit string for the votes of all binary classifiers of the second-level ensemble was created. The label of the ideal class-specific bit string with the minimal Hamming distance to the predicted case-specific bit string was chosen as the predicted case label.

In the case of a tie between ≥2 classes, they were prioritized according to clinical relevance (severity): hypoglycemia>severe hyperglycemia>moderate hyperglycemia>nondecompensated case>mild hyperglycemia. Mild hyperglycemia was assigned the lowest priority to reduce false alarms.

Ethics Approval
This study was approved by the Bernese cantonal ethics committee (Kantonale Ethikkommission, KEK) and registered with the Business Administration System for Ethics Committees of the canton of Bern (KEK/NZE file number: Req-2018-00335).

Results
Patient Cohort Characteristics
For this study, we analyzed clinical data from 38,250 inpatients who had undergone 63,579 hospital admissions between January 1, 2014, and December 5, 2019, during which at least 1 laboratory analysis was performed. Of the 38,250 patients, 16,842 (44.03%) were women (age: mean 62.6, SD 19.6 years), and 21,408 (55.97%) were men (age: mean 65.9, SD 14.4 years). Specific details for the different categories of dysglycemia (based on clinical relevance; compare with the Methods section) are summarized in Table 2.
Table 2. Patient cohort characteristics at baseline.

<table>
<thead>
<tr>
<th>Category</th>
<th>0: nondecompensated</th>
<th>1: hypoglycemia</th>
<th>2: mild hyperglycemia</th>
<th>3: moderate hyperglycemia</th>
<th>4: severe hyperglycemia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of cases</td>
<td>24,330</td>
<td>8164</td>
<td>26,788</td>
<td>10,419</td>
<td>8484</td>
</tr>
<tr>
<td>Prevalence per admission, %</td>
<td>38.3</td>
<td>12.8</td>
<td>42.1</td>
<td>16.4</td>
<td>13.3</td>
</tr>
</tbody>
</table>

**Gender, n (%)**

<table>
<thead>
<tr>
<th>Gender</th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>10,820 (44.5)</td>
<td>13,510 (55.5)</td>
</tr>
<tr>
<td>Prevalence per admission, %</td>
<td>3911 (47.9)</td>
<td>4253 (52.1)</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>69 (56-78)</td>
<td>65 (48-75)</td>
</tr>
<tr>
<td>Height (cm), median (IQR)</td>
<td>169 (163-175)</td>
<td>168 (162-175)</td>
</tr>
<tr>
<td>Weight (kg), median (IQR)</td>
<td>81.9 (69.5-96.5)</td>
<td>71.0 (60.3-83.4)</td>
</tr>
<tr>
<td>BMI, median (IQR)</td>
<td>28.4 (24.7-33.4)</td>
<td>25.0 (21.7-29.0)</td>
</tr>
<tr>
<td>Cases in the ICU, n (%)</td>
<td>1381 (5.7)</td>
<td>2062 (25.3)</td>
</tr>
<tr>
<td>Length of stay (days), median (IQR)</td>
<td>3.8 (1.9-7.6)</td>
<td>7.6 (3.6-14.8)</td>
</tr>
<tr>
<td>Previous diagnosis of diabetes, n (%)</td>
<td>9529 (39.2)</td>
<td>2449 (30)</td>
</tr>
<tr>
<td>Antidiabetic drugs (administered before hospital admission), n (%)</td>
<td>8046 (33.1)</td>
<td>1975 (24.2)</td>
</tr>
<tr>
<td>Previous BG(^d) decompensation, n (%)</td>
<td>6801 (28)</td>
<td>4238 (51.9)</td>
</tr>
<tr>
<td>Decompensation level (mM), median (IQR)</td>
<td>N/A(^d)</td>
<td>3.6 (3.2-3.7)</td>
</tr>
<tr>
<td>Time point of decompensation (hours; time after hospital admission), median (IQR)</td>
<td>N/A(^d)</td>
<td>34 (4-115)</td>
</tr>
</tbody>
</table>

\(^a\)Numbers sum up beyond the total number of hospital admissions (63,579), as cases occasionally fell into multiple categories if different decompensation events occurred within a case (Figure 3).  
\(^b\)ICU: intensive care unit.  
\(^c\)BG: blood glucose.  
\(^d\)N/A: not applicable.

Men represented approximately two-thirds of the patients showing a hyperglycemic decompensation event (Table 2), whereas nondecompensated and hypoglycemic cases mirrored the overall gender distribution of the cohort.

The patients showing hypoglycemia included significantly younger patients compared with other categories, and similarly, patients presenting with hypoglycemia were less obese (ANOVA [type II] using subjects as blocking factors, followed by the Games-Howell post hoc test 95% confidence level; \(P < .001\)). The likelihood that patients with some form of BG decompensation were admitted to the ICU increased approximately 5-fold.

An overview of the baseline characteristics of the patient cohort is provided in Table 2.

In a subset of cases, the patients showed multiple episodes or categories of decompensation events during admission (Figure 3). This included opposing decompensation types (hypo- and hyperglycemia) during the same admission in approximately 10.16% (3987/39,249) of decompensated cases. The inclusion criteria of the cohort favored a high prevalence of decompensation events (eg, patients with a formal diagnosis of diabetes or diabetes-associated comorbidities); hence, the prevalence of cases without any kind of BG decompensation was appreciably low (Table 2).
**Multiclass Classifier Performance**

Several binary models were assembled into a second-level ensemble to create a multiclass classifier. For \( k \) classes, a minimum of \( \log_2 k \) binary classifiers are required to represent all classes, (ie, a minimum of 3 classifiers for 5 classes). Adding additional binary classifiers (beyond \( \log_2 k \)) is, in principle, redundant; however, additional bits can act as error-correcting codes (eg, the study by Berger [38]).

As the number of potential ensembles built from binary models grows exponentially, their composition was optimized using a genetic algorithm [36,37], assessing different combinations of the best binary models with respect to precision, sensitivity (recall), AUC ROC, and informedness. Average precision served as a readout (fitness value) during the optimization process.

The multiclass classifier ensemble with the best performance comprised binary model types A, B, G, H, and I (compare Figure 2; ie, of models trained to recognize all types of decompensations, only hypoglycemia, hypoglycemia and severe hyperglycemia, all types of hyperglycemia, and moderate and severe hyperglycemia, respectively). The mean AUC ROCs of the contributing binary models were 0.925 (SD 0.001), 0.960 (SD 0.002), 0.867 (SD 0.002), 0.914 (SD 0.001), and 0.863 (SD 0.003), respectively (5-fold cross-validation).

An overview of the true decompensation categories versus the model predictions (confusion matrix) is shown in Figure 4. Our multiclass classifier correctly predicted nondecompensated, hypoglycemic, and hyperglycemic cases in 93.66% (28,042/29,941), 58.99% (1093/1853), and 63.56% (6240/9817) of cases, respectively, in relation to the true category.

The performance metrics for each class are summarized in Table 3. All types of dysglycemia were predicted reasonably but somewhat conservatively.
Table 3. Performance of multiclass classifier by class (5-fold cross-validation).

<table>
<thead>
<tr>
<th>Performance metric</th>
<th>Performance (%)</th>
<th>Hypoglycemia</th>
<th>Hyperglycemia</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensitivity</td>
<td>67.1 (2.3)</td>
<td>59.0 (5.7)</td>
<td>63.6 (1.1)</td>
</tr>
<tr>
<td>Specificity</td>
<td>93.7 (0.9)</td>
<td>98.8 (0.5)</td>
<td>93.9 (0.6)</td>
</tr>
<tr>
<td>Precision</td>
<td>80.6 (1.9)</td>
<td>71.8 (8.6)</td>
<td>76.3 (1.6)</td>
</tr>
<tr>
<td>Balanced accuracy</td>
<td>80.4 (0.7)</td>
<td>78.9 (2.6)</td>
<td>78.7 (0.4)</td>
</tr>
</tbody>
</table>

When the different types of hyperglycemia were considered separately, mild, moderate, and severe hyperglycemia were correctly predicted in 46.69% (2411/5164), 31.22% (797/2553), and 36.87% (774/2099) of the cases in relation to the true category, respectively (Figure 5). For each type of hyperglycemia (mild, moderate, and severe), an additional 20% to 30% of the classifications fell into other categories of hyperglycemia, meaning that the overall state of hyperglycemia was detected in those cases as well.

![Figure 5. Classification by multiclass classifier (confusion matrix; percentages relative to true class; case numbers in parentheses).](https://formative.jmir.org/2022/7/e36176)

Nondecompensated cases or cases showing hypoglycemia and severe hyperglycemia were predicted reasonably, albeit fairly conservatively, with lower sensitivity. The correct distinction between hyperglycemia types was more challenging. From a clinical perspective, this is understandable as these cases form a continuum. Nevertheless, a warning of any kind of hyperglycemia makes no difference in terms of the measures taken; hence, a classification of hyperglycemia was assumed to be sufficient, as long as this is indeed the underlying condition.

The median look-back window was 4.4 (IQR 1.8-9) days, 1.9 (IQR 0.4-5.7) days, 1.0 (IQR 0.3-2.4) days, 1.5 (IQR 0.6-3.7) days, and 1.8 (IQR 0.7-4.4) days for control class, hypoglycemia, and mild, moderate, and severe hyperglycemia, respectively. The median prediction horizon was 7 (IQR 3-15) hours for hypoglycemia and 4 (IQR 3-7, 3-6, and 3-6 for mild, moderate, and severe hyperglycemia, respectively) hours for all hyperglycemia types. In a clinical setting, such a prediction horizon would allow sufficient time for proactive interventions before BG decompensation occurs.

If the multiclass classifier is converted (reduced) to a binary classifier, it correctly predicts 67.12% (7833/11,670) of decompensated and 93.66% (28,042/29,941) of nondecompensated cases, corresponding to sensitivity (recall) and specificity (selectivity), respectively. In terms of precision (positive predictive value) and balanced accuracy, the model achieved 80.5% and 80.5%, respectively.

Notably, across all predictions, a relatively small set of variables had a comparably large impact on the individual binary models constituting the multiclass classifier (Figure 6). Although the contributions of the variables (feature importance; see the Methods section for details) varied slightly across models, they all pointed in the same direction. A set of 12 variables encompassed the 10 most important variables for all 5 binary models. Not unexpectedly, quantitative readouts of glucose measurements had the highest importance; however, soft variables, such as information on recent decompensation events or time since admission, were also critical.
Discussion

Principal Findings

In this study, we set up a prediction model for hypo- and hyperglycemia from routine inpatient clinical data. We used anonymized EHRs of 63,579 hospital admissions of 38,250 patients between January 2014 and December 2019 to derive variables from measurements of common laboratory analytes, as well as patient information, drug administration, and diagnosis history. The data were characterized by a high degree of missingness, particularly for many of the variables originating from less common laboratory tests. To address this issue, we created a second-level ensemble comprising binary decision tree models that could deal with incomplete data. With respect to the overall main categories of interest (nondecompensated cases and hypo- or hyperglycemia), our classifier achieved 93.7% (28,042/29,941), 59% (1093/1853), and 63.6% (6240/9817) correct predictions, respectively. When converted to a binary classifier, it reached correct classification rates of 93.7% (28,042/29,941) and 67.1% (7833/11,670) for decompensated and nondecompensated cases, respectively. The median prediction horizon was 7 and 4 hours for hypo- and hyperglycemia, respectively.

Strengths and Limitations

In our modeling approach, the variables were derived rather than directly taken from the EHRs. This increases the effort in an applied clinical setting as the variables need to be updated when new measurements are added to a patient’s EHR. This concerns both the summary statistics of each analyte and variables related to patient history (eg, application of antidiabetic drugs or previous decompensation events), which may change during hospitalization. However, an automatic update from clinical data warehouses should solve this issue. The ultimate aim should be to allow integration into a real-time alert system.

Data were not specifically collected for our retrospective study; hence, our data set may show a potential bias in terms of the timing of blood sampling; for example, hours during the day with higher staffing levels or before meals may be somewhat overrepresented. Hypoglycemia, in particular, may occur at night or in the early morning hours when no measurements are performed. Despite this potential bias in the training data, our model featured a promising prediction horizon. With 7 and 4 hours for hypo- and hyperglycemia, respectively, it provided sufficient time to initiate measures and prevent BG decompensation and its adverse effects. The difference between hypo- and hyperglycemia may be explained by more deliberate monitoring of BG levels in potential hypoglycemic patients by clinical staff.

The main strength of our model’s performance lies in the distinction between the extreme ends of the decompensation scale (nondecompensated cases, hypoglycemia, and severe hyperglycemia). However, the discrimination rate of different

Figure 6. Variable importance (population level) of binary models comprising the multiclass classifier (top 10 shown). ADD: antidiabetic drug; all: all types of; decomp: decompensation; hyper: hyperglycemia; hypo: hypoglycemia.
types of hyperglycemia, was rather moderate, particularly the rate of correct classification of moderate hyperglycemia (31.2%). In part, this may be because the categorization of different types of hyperglycemia, and the overall distinction into 5 categories in our model, had a clinical relevance rather than a computational one. Different types of hyperglycemia are defined by clinical practice guidelines [26,27] and form a continuum in the daily routine.

This does not affect the model’s usefulness drastically when taking into account the intention behind a model like ours, namely serving as decision support for adjustments of patient monitoring or therapeutic strategies (not triggering any treatment such as administration of insulin or glucose). Regarding the potential consequences of misclassification for a patient, mix-ups of hyperglycemia types are clinically irrelevant, and similarly, confusion of hypoglycemia and hyperglycemia has no drastic consequences—they would all trigger a BG test by clinical staff. False positives cause an extra workload for clinical staff but are also noncritical for a patient and occurred at a low rate (6.3%). False-negative predictions are more problematic as they may possibly result in the noninitiation of a BG test or countermeasures for BG decompensation. The false-negative rate of our model (32.9%) is suboptimal, meaning that it classifies too conservatively and misses too many decompensated cases. However, in light of these cases being missed completely without decision support, this is a step in the right direction.

Despite having a common denominator—diabetes or diabetes-related comorbidities—patients in our cohort were diagnosed with various primary and secondary diagnoses. Consequently, a plethora of different analyses have been conducted, with some tests done routinely; for example, the assessment of blood count, and other, more specific ones, were missing in most cases, such as analyses related to iron metabolism. Our prediction model, a second-level ensemble using derived variables, deals well with this sparse data (shown in the Methods section), in contrast to other popular methods such as logistic regression, support vector machines, and neural networks, which require complete data sets.

Akin to other studies [22], the patient cohort underlying our model features a certain bias toward patients with potential indications of dysglycemia (see the Methods section). However, this is not necessarily disadvantageous. A cohort without preselection may lead to trivial models calling for the (nondecompensated) group with an overwhelming frequency, yielding a low overall classification error but limited clinical utility [39]. The actual performance, clinical applicability, and performance for specific patient subgroups (e.g., dysglycemia risk patients) must be assessed in broader follow-up studies, as for every model.

Notably, our model uses routine clinical data from standard laboratory tests and patient information, all of which are readily available in hospital settings. This is beneficial as these variables—assuming a proper in-house information flow—are available for free, both in terms of cost (no additional testing required) and effort (once the information is entered). However, such data collected during routine management usually do not feature fixed sampling times or a common set of analyses, which complicates alignment between cases. Given the absence of periodicity in the data, our approach was to mimic a physician’s intuitive assessment of the information present across a patient’s health record (e.g., average and extreme values, trends, and most recent values) rather than individual data points.

This could ensure broad applicability, for example, in contrast to models based on expensive specialized tests [22] or even data from sensor implants [24]. Without a doubt, CGM devices offering frequent subcutaneous glucose measurements are ideal for a narrow set of patients, such as those with type 1 diabetes. However, their wider use in the general context of inpatients is neither practical nor cost-effective. In times of tight budgets for health care systems, the frugality of a model relying only on pre-existing data is of additional value. Our model does not require data sampled at specific time points; it takes whatever data are available. The identification of high-risk patients at no extra cost may lead to a reduction in workload for clinical staff and less frequent blood sampling for average patients. Overalerting should be taken into account as well—it would reduce the benefit of correct predictions; hence, the rather conservative nature of our multiclass classifier may actually not be such a drawback. A model is always an approximation of reality and should serve its purpose in the first place (“All models are wrong but some are useful.” [40]).

Comparison With Prior Work

An increasing number of prediction studies are using the growing amount of patient data available in EHRs (for review, see the studies by Woldaregay et al [20], Roca et al [41], and Torkamani et al [42]). Diabetes is a popular and promising target of prediction studies [20] because of both its high prevalence in an aging population and the associated economic burden. The growing number of inpatients with deficiencies in controlling their BG levels calls for a refinement of the existing inexpert dysglycemia management [12-14,43].

Models for predicting a single type of BG decompensation as diabetes-associated complications have been established previously, mainly for hypoglycemia [20-22,44,45]. Few studies only have been published for hyperglycemic events [20].

To the best of our knowledge, this is the first general multiclass prediction model for BG decompensation to date (ie, both hypoglycemia and hyperglycemia). A multiclass model offers the advantage of overcoming the vagueness associated with a binary model in a setting of >2 classes. For example, the prediction of nonhypoglycemic by a hypoglycemia model is ambiguous as the affected patient could be nondecompensated or hyperglycemic, where the latter would require action by the patient or clinical staff. A multiclass model such as ours resolves this conflict by differentiating between nondecompensated and multiple types of decompensated cases.

Notably, our model performed reasonably well when reverted to a binary model. Although it may be counterintuitive to first build a multiclass classifier and then revert it to a binary classifier, this approach takes advantage of the fact that ensembles tend to outperform individual models [46] and can benefit from error correction [38].
Future Directions
In the next step, it would be interesting to assess the multiclass classifier in a follow-up retrospective cohort study for validation purposes using an independent data set. Optimizing the sensitivity and reducing the false-negative rate should be an additional focus to make the model more applicable for clinical use. Further down the road, the incorporation of the model into an alert system or even actionable artificial intelligence [17-19] could be tested. This would allow the evaluation of its real-time effectiveness, ideally leading to a reduction in the incidence of BG decompensations in inpatients.

Conclusions
Our multiclass prediction model based on derived variables can classify both hypo- and hyperglycemia with reasonable sensitivity.

Given the serious adverse health effects of hypo- and hyperglycemia and the associated poor outcome of BG decompensation in inpatients, it is important to prevent dysglycemia whenever possible. Prediction models such as ours may support clinicians in inpatient management by proactively pointing out the necessity for adjustment of patient monitoring or therapeutic strategies. Therefore, this study may serve as a step toward a real-time alarm system and actionable artificial intelligence, which may aid in reducing BG decomposition in inpatients.
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Abstract

Background: University students are susceptible to excessive stress. A web-based stress management intervention holds promise to improve stress but is still at a novel stage in Indonesia.

Objective: The aim of this paper was to report the feasibility of the intervention we developed—Rileks—among university students in Indonesia in terms of acceptability and usability, and to propose recommendations for future improvements.

Methods: A single-group pretest and posttest design was used. Participants with scores of 15 or higher on the stress subscale of the 42-item Depression Anxiety Stress Scales were given access to the intervention (N=68). The main outcome measures were the 8-item Client Satisfaction Questionnaire (CSQ-8) score, the System Usability Scale (SUS) score, and intervention uptake. Participants’ experience in each session was evaluated using closed- and open-ended questions for future improvements. Descriptive statistics were used to examine primary outcome and qualitative session evaluations. Participants’ responses to each topic of the open questions were summarized.

Results: The intervention was evaluated as being satisfactory (CSQ-8 mean score 21.89, SD 8.72; range 8-32). However, the intervention’s usability was still below expectation (SUS mean score 62.8, SD 14.74; range 0-100). The core modules were completed by 10 out of 68 participants (15%), and the study dropout rate was 63% (43/68) at postassessment. In general, the module content was rated positively, with some notes for improvement covering content and technical aspects.

Conclusions: This study indicates that Rileks is potentially feasible for Indonesian university students. In order to be optimally applied in such a context and before scaling up web-based interventions in Indonesia, in general, further development and refinement are needed.
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Introduction

Globally, an increasing number of university students experience stress [1-3]. To a certain extent, stress can be advantageous in stimulating human thriving [4]. However, ongoing high levels of stress may lead to negative outcomes, such as psychological distress, anxiety, depression, physical illness, substance abuse, and impaired work-related and academic performance [4-6]. The prevalence varies across studies and among countries, but overall, studies suggest that 20% to 25% of university students around the globe from various fields of study [7] suffer from psychological distress [3]. However, most of them do not receive support in reducing their high stress levels [5,8]. This is due to various reasons, including fear of stigma for seeking help for mental health problems [5] and limited availability of skilled mental health professionals within universities [5,9]. This has also been reported by university students in Indonesia [10], despite considerable need for psychological support (eg, two-thirds of Indonesian nursing and medical students experience moderate to severe levels of stress) [11,12].

Web-based interventions may overcome some of the issues related to this treatment gap. They may provide an accessible and potentially less stigmatizing alternative compared with face-to-face treatment, because clients can use web-based interventions privately [13,14]. Studies have shown that a web-based intervention can be a stand-alone intervention or can be an adjunct in a psychological intervention, which is known as a blended strategy [15,16]. A blended strategy offers some benefits, such as increasing an intervention’s acceptability [17], lowering dropout rates, and increasing the clinician’s efficiency [16]. However, implementing a blended strategy requires an adequate infrastructure and a mental health system that promotes the use of telemental health. In Indonesia, where an internet- or web-based intervention is still a novel approach and mental health service is still limited, a blended strategy might require more time to develop. Thus, as an initial step, we focused on a web-based intervention, as this would be more suitable for the current circumstances in Indonesia. Web-based interventions could be especially suitable for a university student population [18], since younger, well-educated individuals already tend to seek information and help for emotional and mental health problems through the internet [19-21]. A meta-analysis reported that web-based and computer-delivered stress management interventions can effectively diminish university students’ stress, with an effect size of 0.73 (95% CI –1.27 to –0.19, P<.008) [22]. A web-based stress management intervention culturally adapted for Indonesian university students might be feasible because of the increasing availability of the internet in Indonesia [23]; consequently, there would be greater internet access at their universities and, to a lesser extent, at home.

Several web-based stress management interventions for university students have been developed in high-income countries [22]. GET.ON Stress has been investigated in several randomized controlled trials [24-26], is based on the transactional model by Lazarus and Folkman [27], and consists of problem-focused and emotion-focused coping strategies. It was originally developed for German employees, has been adapted for German-speaking university students, and has been renamed StudiCare Stress [28]. As part of this project, the GET.ON Stress intervention was culturally adapted to the Indonesian context, using the integrative cultural adaptation model by Barrera et al [29] as a guideline. The first two steps of the adaptation process, which have been previously reported [30], have led to the Rileks intervention; Rileks means relax, and means calm in the Indonesian language.

Due to the novelty of this kind of intervention in Indonesia, instead of a pilot study, a feasibility study was conducted as the third step with an emphasis on the process of developing, implementing, and assessing preliminary responses of participants to the new intervention [31,32]. Furthermore, a feasibility study helps to evaluate components (ie, participant recruitment, accuracy of the intervention protocol, and ability to execute the new intervention) necessary for the next large-scale study [33,34]. This paper reports on the third step of the model by Barrera et al [29], which is the feasibility study of the preliminary version of Rileks.

The primary aim of this study was to investigate the feasibility of Rileks among university students in Indonesia in terms of acceptability, usability, and intervention uptake. The secondary aim was to investigate stress, anxiety, and depression reduction and improvement of quality of life, as well as to generate feedback for further refinement of Rileks.

Methods

Participants and Sample Size

Inclusion criteria were for participants to have scored ≥15 (ie, low stress level) or higher on the 42-item Depression Anxiety Stress Scales (DASS-42) [32], to be enrolled in a university in Indonesia, to be 19 years of age or older, to have access to the internet, and to be able to speak Bahasa Indonesia fluently. Participants were recruited between October 10 and 19, 2018. Information about our study and website was disseminated through social media platforms, such as Facebook, Instagram, and WhatsApp groups, and through presentations by the principal investigator (DJ) at events at two universities in Indonesia: YARSI University and the Indonesian State College of Accountancy.

A formal calculation of sample size used for effectivenes trials is not suitable for a feasibility study [35]. In our study, we intended to include at least 50 participants, with a saturation of 75 participants to ensure sufficiently reliable estimates of our main study parameters. We based this estimate on a systematic study analyzing sample sizes in pilot and feasibility studies in the United Kingdom, which reported a median of 36 participants for a feasibility study sample size [35].
Study Design and Procedure
A single-group pretest and posttest design was used. Interested university students who signed up on our website subsequently received a link to the screening measurement, the DASS-42 stress scale. Eligible university students then had to submit their signed electronic informed consent form before completing the baseline measurements (ie, pretest). All included participants received login credentials for the intervention, and only those who logged in received posttreatment measurements (ie, posttest) 10 weeks after the pretest. A duration of 10 weeks was chosen as the postmeasurement time point, as we considered this to be sufficient time for participants to complete the intervention. All measures were self-reported and administered online.

Ethics Approval
The study was reviewed and approved by the Indonesian ethics committee at YARSI University (project No. 193/KEP-UY/BIA/VIII/2017).

Intervention
Rileks consists of six sessions and an optional booster session provided 4 weeks after intervention completion. The first session comprises psychoeducational information about stress, based on the emotion-focused and problem-focused coping strategies by Lazarus and Folkman [27]. The second session comprises the six-step problem-solving method based on problem-solving therapy [36,37]. In the second session, participants work on their problem-solving skills by applying the method to their individual problem. In sessions 3 to 5, participants are introduced to emotional regulation techniques based on affect regulation training [37,38]. The techniques include muscle and breathing relaxation, acceptance and tolerance of emotions, and self-support in difficult situations. These techniques are explained one by one in each session, respectively. In the last session, participants are asked to reassess their goals for the training and to identify their personal warning signs for stress. Furthermore, participants are asked to write a letter to themselves about how they imagined their life would be after applying the methods and techniques they had been taught. In addition, a booster session may be given as an option to evaluate the letter they had written to themselves in the last session, reassess their goals, and make plans to continue applying what they had learned from Rileks.

Each session contains general information, examples related to the exercises, exercises guided by electronic coaches (e-coaches), quizzes, slideshows encompassing explanations related to stress management methods and techniques, audio files, and downloadable material, which were all presented on a secure platform. Access to the platform was given to the participants based on their email addresses and self-designated passwords. Participants were advised to log in once or twice per week. A reminder was sent to the participants if they did not log in within 7 days. Within 48 hours after completion of each session, four trained psychologists acting as e-coaches gave personalized written feedback on the exercises. The e-coaches followed guidelines about the feedback process that are defined according to the standardized manual on feedback writing for the intervention.

Primary Outcome Measures
Acceptability was measured by assessing clients’ satisfaction with Rileks using the translated version of the 8-item Client Satisfaction Questionnaire (CSQ-8) [39-41]. The scale consists of eight questions answered using 4-point Likert scales (scored from 1 to 4), with total scores ranging from 8 (“great dissatisfaction”) to 32 (“great satisfaction”). We set an average score of above 20 (20 is the median total score) as the criterion for acceptable satisfaction. The CSQ-8 has good reliability, as it has been reported to have a Cronbach α of .92 [42].

The Indonesian version of the System Usability Scale (SUS) [43] was used to assess the usability of Rileks in terms of user friendliness [44,45]. The scale comprises 10 statements scored on a 5-point Likert scale, ranging from 1 (“strongly disagree”) to 5 (“strongly agree”). The total scores were then transformed into a scale with scores ranging from 0 to 100, with higher scores representing higher usability. A score of 70 or more was considered adequate as a feasibility criterion [45]. The Cronbach α of the Indonesian version has been reported as .84 [43], which indicates good reliability. Both the CSQ-8 and the SUS were only administered at postintervention.

Intervention uptake was measured by assessing the number of participants who completed the core online sessions (ie, sessions 1 to 5), where participants learn the basic principles of problem solving and emotion regulation. The criterion for acceptable adherence was set at 60% or more participants who completed the core sessions [30]. The 60% threshold was based on previous meta-analyses on adherence to internet-based cognitive behavioral therapy (CBT) for depression, which found that 65.1% of participants completed the entire internet-based CBT sessions [46].

Secondary Outcome Measures
The severities of stress, anxiety, and depression were measured using the Indonesian version of the DASS-42 [47]. The scale consists of 42 items divided into three subscales—depression, anxiety, and stress—where each subscale contains 14 items ranging from 0 to 3 and a higher score indicates a greater degree of severity [48]. The Indonesian version of the DASS-42 shows excellent overall reliability, with a Cronbach α of .95, and high internal consistency in the separate depression, anxiety, and stress subscales (α=.91, .85, and .88, respectively) [47].

Quality of life was measured by the Indonesian version of the brief version of the World Health Organization Quality of Life instrument (WHOQOL-BREF) [49]. It consists of two items that measure overall quality of life and general health, and 24 items that measure how the respondent felt in the last 2 weeks across four domains: physical health, psychological health, social relationships, and environmental health [49,50]. Among the Indonesian population, the WHOQOL-BREF has been reported as having internal consistencies, or Cronbach α values, of .41 to .77 in the four domains, respectively [51], and reliability with intraclass correlation coefficients of 0.70 to 0.79 in the four domains, respectively [49]. The DASS-42 and the WHOQOL-BREF were assessed both at pretest and posttest.
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Other Measurements

Demographic variables were collected to describe the characteristics of the study population. Cultural-related aspects of the Rileks modules were evaluated within the aspects of language, case examples, and visual presentation. With regard to language use, we asked whether the participants could understand the words in each session. To evaluate case examples and visual presentation, the participants were asked whether the case examples and pictures used in the sessions represented the Indonesian university student context. Participants’ experience with e-coaches was evaluated using six questions concerning participants’ satisfaction with contact with their e-coaches. Some of the questions were adapted from another study that assessed participants’ satisfaction with online therapeutic contact [52]. A selection of responses was provided for each question. An open question asked for participants’ recommendations for future improvement of the e-coaches.

Furthermore, by the end of each session on the intervention platform, participants gave an evaluation about their experience in each session. The participants assessed general aspects of each session (eg, usefulness, easiness, and time needed to complete the module) using a Likert scale ranging from 1 (eg, “very useful” or “very easy”) to 5 (eg, “not useful at all” or “very difficult”). They also assessed specific aspects of the sessions (eg, the structure of the module) using a Likert scale ranging from 1 (“positive judgement”) to 7 (“negative judgement”) and answered some open questions (eg, “What did you like and not like about this session?” and “How might you have benefitted from it?”).

Statistical Analyses

Descriptive statistics were used to examine primary outcomes, demographic data, and session evaluations. Participants’ satisfaction, using the CSQ-8, and system usability, using the SUS, as feasibility parameters were summarized using means and SDs. Intervention uptake was summarized with frequency of participants who logged in or completed each session. Differences in demographic characteristics between participants who logged in and those who did not were tested using a chi-square test in terms of sex, level of education, field of study, and university location. Independent-sample t tests were used to assess differences in mean age, DASS-42 scores, and WHOQOL-BREF scores.

Secondary outcomes were analyzed using 2-tailed paired-samples t tests with a level of significance of P=.05. A normality test at each time point was conducted beforehand, using the Shapiro-Wilk test. As the distributions significantly differed from normal (P<.05), a sensitivity analysis using nonparametric tests (eg, the Wilcoxon signed-rank test) was conducted. Furthermore, within-group effect sizes (Cohen d) were calculated. SPSS software (version 26; IBM Corp) was used for the analysis.

In order to understand the participants’ experience and provide recommendations relevant to future refinement, participants’ responses to the open questions for each topic were summarized by categorizing responses with similar themes. Categorization was done by the principal investigator (DJ) and one of the Indonesian team members as a second rater. The summary was finalized by consensus between the two.

Results

Enrollment and Participant Characteristics

A total of 191 university students registered and completed the screening on the study website. Most of the participants (n=169, 88.5%) learned about the study through social media (eg, Facebook, Instagram, and WhatsApp groups). A small proportion (n=22, 11.5%) were informed through presentations by the principal investigator (DJ) at two universities. Of the 191 registered university students, 40 (20.9%) scored lower than 15 on the DASS-42 stress scale, which can be considered as normal stress, and 151 (79.1%) were eligible for inclusion. See Figure 1 for study flowchart.

Baseline questionnaires were completed by 121 out of 151 (80.1%) participants. The majority were female (n=103, 85.1%), had a bachelor’s degree (n=94, 77.7%) in social and behavioral sciences (n=83, 68.6%), and studied on the island of Java (n=79, 65.3%). The average DASS-42 stress score at baseline was 23.11 (SD 5.8), indicating moderate stress. One-third of the participants (n=41, 33.9%) fell into the severe stress category (ie, score 26-33). Those who logged in mostly studied in Java and scored lower on psychological quality of life compared to those who did not log in. See Table 1 for all participants’ characteristics at baseline.
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Figure 1. Study flowchart.

**Screening**
- Registered and completed screening questions and DASS-42 stress scale (n=191)
  - Excluded (DASS-42 stress score <15) (n=40)

**Enrollment**
- Sent link to baseline measurement and informed consent (n=151)
  - Dropped out (n=30):
    - No response to emailed link (n=28)
    - Withdrawn (n=1)
    - Email problem (n=1)

**Baseline**
- Recorded baseline and informed consent (n=121)

**Intervention**
- Logged in (N=68)

**Postassessment (10 weeks after baseline)**
- Sent postassessment link to participants who logged in (n=68)
  - No response to postassessment link (unknown reasons) (n=43)
- Recorded postassessment responses (n=25)
Table 1. Characteristics of participants at baseline and comparisons between those who did not log in and those who did.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Baseline (n=121)</th>
<th>Participants who did not log in (n=53)</th>
<th>Participants who logged in (N=68)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>19-42</td>
<td>19-39</td>
<td>19-42</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>24.03 (4.61)</td>
<td>24.7 (4.41)</td>
<td>23.56 (3.55)</td>
<td>.12</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.49</td>
</tr>
<tr>
<td>Female</td>
<td>103 (85.1)</td>
<td>44 (83.0)</td>
<td>59 (86.8)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>17 (14.0)</td>
<td>9 (17.0)</td>
<td>8 (11.8)</td>
<td></td>
</tr>
<tr>
<td>Did not fill out</td>
<td>1 (0.8)</td>
<td>0 (0)</td>
<td>1 (1.5)</td>
<td></td>
</tr>
<tr>
<td>Level of education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.24</td>
</tr>
<tr>
<td>Bachelor’s degree and equivalent</td>
<td>94 (77.7)</td>
<td>46 (86.8)</td>
<td>48 (70.6)</td>
<td></td>
</tr>
<tr>
<td>Master’s degree</td>
<td>18 (14.9)</td>
<td>5 (9.4)</td>
<td>13 (19.1)</td>
<td></td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>3 (2.5)</td>
<td>1 (1.9)</td>
<td>2 (2.9)</td>
<td></td>
</tr>
<tr>
<td>Did not fill out</td>
<td>6 (5.0)</td>
<td>1 (1.9)</td>
<td>5 (7.4)</td>
<td></td>
</tr>
<tr>
<td>Field of study, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.29</td>
</tr>
<tr>
<td>Social and behavioral science</td>
<td>83 (68.6)</td>
<td>30 (56.6)</td>
<td>53 (77.9)</td>
<td></td>
</tr>
<tr>
<td>Business and administration</td>
<td>12 (9.9)</td>
<td>9 (17.0)</td>
<td>2 (2.9)</td>
<td></td>
</tr>
<tr>
<td>Languages</td>
<td>6 (5.0)</td>
<td>4 (7.5)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Humanities</td>
<td>0 (0)</td>
<td>3 (5.7)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>20 (16.5)</td>
<td>7 (13.2)</td>
<td>13 (19.1)</td>
<td></td>
</tr>
<tr>
<td>University location, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Java</td>
<td>79 (65.3)</td>
<td>30 (56.6)</td>
<td>49 (72.1)</td>
<td></td>
</tr>
<tr>
<td>Sumatra</td>
<td>20 (16.5)</td>
<td>10 (18.9)</td>
<td>10 (14.7)</td>
<td></td>
</tr>
<tr>
<td>Kalimantan or Borneo</td>
<td>8 (6.6)</td>
<td>2 (3.7)</td>
<td>6 (8.8)</td>
<td></td>
</tr>
<tr>
<td>Sulawesi</td>
<td>10 (8.3)</td>
<td>8 (15.1)</td>
<td>2 (2.9)</td>
<td></td>
</tr>
<tr>
<td>East Nusa Tenggara</td>
<td>2 (1.7)</td>
<td>2 (3.8)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>2 (1.7)</td>
<td>1 (1.9)</td>
<td>1 (1.5)</td>
<td></td>
</tr>
<tr>
<td>DASS-42&lt;sup&gt;c&lt;/sup&gt; subscale score, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>14.88 (8.70)</td>
<td>13.37 (8.21)</td>
<td>16.16 (8.90)</td>
<td>.92</td>
</tr>
<tr>
<td>Anxiety</td>
<td>15.54 (6.72)</td>
<td>15.54 (6.92)</td>
<td>15.58 (6.24)</td>
<td>.99</td>
</tr>
<tr>
<td>Stress</td>
<td>23.11 (5.80)</td>
<td>22.89 (5.91)</td>
<td>23.28 (5.53)</td>
<td>.71</td>
</tr>
<tr>
<td>Stress level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.24</td>
</tr>
<tr>
<td>Mild</td>
<td>36 (29.8)</td>
<td>16 (30.2)</td>
<td>20 (29.4)</td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>40 (33.1)</td>
<td>16 (30.2)</td>
<td>24 (35.3)</td>
<td></td>
</tr>
<tr>
<td>Severe</td>
<td>41 (33.9)</td>
<td>20 (37.7)</td>
<td>21 (30.9)</td>
<td></td>
</tr>
<tr>
<td>Extremely severe</td>
<td>4 (3.3)</td>
<td>1 (1.9)</td>
<td>3 (4.4)</td>
<td></td>
</tr>
<tr>
<td>WHOQOL-BREF&lt;sup&gt;d&lt;/sup&gt; domain score, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical health</td>
<td>41.83 (7.49)</td>
<td>42.15 (7.23)</td>
<td>41.56 (7.82)</td>
<td>.56</td>
</tr>
<tr>
<td>Psychological health</td>
<td>47.90 (14.29)</td>
<td>51 (14.07)</td>
<td>45.34 (13.98)</td>
<td>.02</td>
</tr>
<tr>
<td>Social relationship</td>
<td>49.04 (19.29)</td>
<td>48.69 (20.65)</td>
<td>49.33 (18.39)</td>
<td>.43</td>
</tr>
<tr>
<td>Environmental health</td>
<td>53.91 (11.67)</td>
<td>53.71 (11.97)</td>
<td>54.07 (11.61)</td>
<td>.98</td>
</tr>
<tr>
<td>Overall quality of life</td>
<td>2.98 (0.87)</td>
<td>3.08 (0.88)</td>
<td>2.91 (0.86)</td>
<td>.29</td>
</tr>
</tbody>
</table>
| Overall health                         | 2.90 (0.89)      | 3.04 (0.79)                           | 2.79 (0.97)                      | .15                 

<sup>a</sup>P value for comparisons between those who did not log in and those who did.

<sup>b</sup>N/A: Not applicable due to different sample sizes.

<sup>c</sup>DASS-42: Depression, Anxiety, and Stress Scale.

<sup>d</sup>WHOQOL-BREF: World Health Organization Quality of Life Assessment.
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**Primary Outcomes**

A total of 10 weeks after the pretest, posttreatment questionnaires were sent to the 68 participants who had logged in. Questionnaires were completed by 25 participants; thus, the study dropout rate was 63% (43/68). The CSQ-8 mean score was 21.89 (SD 8.72), which met our acceptable satisfaction criterion of a mean score of above 20. Table 2 provides the mean scores of the CSQ-8 items.

**Table 2.** Scores for all items of the 8-item Client Satisfaction Questionnaire for Rileks (n=25).

<table>
<thead>
<tr>
<th>Item</th>
<th>Score, mean (SD)²</th>
</tr>
</thead>
<tbody>
<tr>
<td>How would you rate the quality of service you have received from Rileks?</td>
<td>3.20 (0.71)</td>
</tr>
<tr>
<td>Did you get the kind of service you wanted?</td>
<td>2.92 (0.70)</td>
</tr>
<tr>
<td>To what extent has Rileks met your needs?</td>
<td>2.72 (0.61)</td>
</tr>
<tr>
<td>If a friend were in need of similar help, would you recommend Rileks to him or her?</td>
<td>3.24 (0.59)</td>
</tr>
<tr>
<td>How satisfied are you with the amount of messages you have received from Rileks?</td>
<td>3.16 (0.55)</td>
</tr>
<tr>
<td>Has Rileks helped you to deal more effectively with your problems?</td>
<td>3.28 (0.74)</td>
</tr>
<tr>
<td>In an overall general sense, how satisfied are you with the help you have received from Rileks?</td>
<td>2.96 (0.73)</td>
</tr>
<tr>
<td>If you were to seek help again, would you use Rileks again?</td>
<td>3.04 (0.68)</td>
</tr>
</tbody>
</table>

²Items were rated on a 4-point Likert scale, ranging from 1 to 4, where higher scores indicate increased satisfaction.

The SUS mean score was 62.80 (SD 14.74), with the lowest score for the learnability item (Table 3). With regard to intervention uptake, all 121 enrolled participants received log-in credentials for Rileks by email. Of those participants who enrolled, 68 (56.2%) logged in. These 68 participants did not differ from those who never logged in (n=53, 43.8%) on any of the baseline characteristics, with the exception of university location (²26=21.2, P=.04) and psychological quality of life (t113=2.14, P=.02; Table 1). Of the 68 participants who logged in, the core sessions were completed by 10 (15%) participants. This number is below our acceptable uptake criterion of 60%. Reasons for nonadherence were mostly unknown because those participants could not be reached. The known reasons for nonadherence or withdrawal included time management problems, rare use of email so they missed notifications, unexpected events (eg, internship to a remote village with limited internet coverage), and technical problems, such as unfamiliarity with the log-in system. Table 4 outlines the number of completed sessions in Rileks.

**Table 3.** Scores for all items of the System Usability Scale for Rileks (n=25).

<table>
<thead>
<tr>
<th>Item</th>
<th>Score, mean (SD)²</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think that I would like to use Rileks frequently.</td>
<td>3.48 (0.82)</td>
</tr>
<tr>
<td>I found Rileks unnecessarily complex.</td>
<td>3.40 (1.04)</td>
</tr>
<tr>
<td>I thought Rileks was easy to use.</td>
<td>3.56 (0.96)</td>
</tr>
<tr>
<td>I think that I would need the support of a technical person to be able to use Rileks.</td>
<td>3.88 (1.01)</td>
</tr>
<tr>
<td>I found that the various functions in Rileks were well integrated.</td>
<td>3.72 (0.89)</td>
</tr>
<tr>
<td>I thought there was too much inconsistency in Rileks.</td>
<td>3.56 (0.77)</td>
</tr>
<tr>
<td>I would imagine that most people would learn to use Rileks very quickly.</td>
<td>3.88 (0.73)</td>
</tr>
<tr>
<td>I found Rileks very cumbersome to use.</td>
<td>3.44 (1.01)</td>
</tr>
<tr>
<td>I felt very confident using Rileks.</td>
<td>3.32 (0.85)</td>
</tr>
<tr>
<td>I needed to learn a lot of things before I could get going with Rileks.</td>
<td>2.88 (1.27)</td>
</tr>
</tbody>
</table>

²Items were rated on a 5-point Likert scale, ranging from 1 to 5, where higher scores indicate increased usability.

The scores for this item were reversed.
Table 4. Rileks sessions completed by participants.

<table>
<thead>
<tr>
<th>Step</th>
<th>Participants (N=68), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logged in</td>
<td>68 (100)</td>
</tr>
<tr>
<td>Completed module 1</td>
<td>40 (59)</td>
</tr>
<tr>
<td>Completed module 2</td>
<td>26 (38)</td>
</tr>
<tr>
<td>Completed module 3</td>
<td>16 (24)</td>
</tr>
<tr>
<td>Completed module 4</td>
<td>12 (18)</td>
</tr>
<tr>
<td>Completed module 5</td>
<td>10 (15)</td>
</tr>
<tr>
<td>Completed all 6 modules</td>
<td>9 (13)</td>
</tr>
</tbody>
</table>

Secondary Outcomes

At posttest, out of 25 participants who completed the CSQ-8 and the SUS, the DASS-42 stress scale and the WHOQOL-BREF were completed by 23 (92%) participants, consisting of the core session completers and noncompleters. At posttest, participants reported significantly lower levels of stress (mean –10.04, 95% CI 5.36-14.72), depression (mean –6.85, 95% CI 1.37-12.32), and anxiety (mean –6.45, 95% CI 1.56-11.34), with a high effect size on stress and moderate effect sizes on anxiety and depression. Participants also reported significantly improved quality of life in terms of physical health (mean –21.25, 95% CI –29.05 to –13.44), psychological health (mean –12.50, 95% CI –20.25 to –4.75), overall quality of life (mean –0.55, 95% CI –0.96 to –0.13), and overall health (mean –0.70, 95% CI –1.31 to –0.09). However, we did not find significant differences in the social relationship and environmental health aspects of quality of life (Table 5). Wilcoxon signed-rank tests for nonparametric distributions yielded the same results.

Table 5. DASS-42 and WHOQOL-BREF scores at baseline and posttreatment (n=23).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Baseline score, mean (SD)</th>
<th>Postassessment score, mean (SD)</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DASS-42</strong>&lt;sup&gt;a&lt;/sup&gt; subscales</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stress</td>
<td>24.74 (6.33)</td>
<td>14.70 (11.41)</td>
<td>&lt;.001</td>
<td>0.93</td>
</tr>
<tr>
<td>Anxiety</td>
<td>17.95 (8.35)</td>
<td>11.50 (8.34)</td>
<td>.01</td>
<td>0.62</td>
</tr>
<tr>
<td>Depression</td>
<td>17.10 (10.74)</td>
<td>10.25 (11.39)</td>
<td>.02</td>
<td>0.58</td>
</tr>
<tr>
<td><strong>WHOQOL-BREF</strong>&lt;sup&gt;b&lt;/sup&gt; domains</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical health</td>
<td>42.30 (8.28)</td>
<td>63.55 (13.95)</td>
<td>&lt;.001</td>
<td>1.25</td>
</tr>
<tr>
<td>Psychological health</td>
<td>43.85 (17.74)</td>
<td>56.35 (20.14)</td>
<td>.003</td>
<td>0.78</td>
</tr>
<tr>
<td>Social relationship</td>
<td>49.40 (17.99)</td>
<td>54.35 (19.64)</td>
<td>.45</td>
<td>0.19</td>
</tr>
<tr>
<td>Environmental health</td>
<td>54.55 (13.32)</td>
<td>50.60 (15.14)</td>
<td>.13</td>
<td>0.41</td>
</tr>
<tr>
<td>Overall quality of life</td>
<td>2.70 (1.08)</td>
<td>3.25 (1.07)</td>
<td>.01</td>
<td>0.62</td>
</tr>
<tr>
<td>Overall health</td>
<td>2.70 (1.03)</td>
<td>3.40 (0.94)</td>
<td>.03</td>
<td>0.54</td>
</tr>
</tbody>
</table>

<sup>a</sup>DASS-42: 42-item Depression Anxiety Stress Scales; scores range from 0 to 42 for each subscale, where a higher score indicates increased severity.  
<sup>b</sup>WHOQOL-BREF: brief version of the World Health Organization Quality of Life instrument. Scores range from 1 to 5 for each item in each domain; the total score for each domain was then transformed linearly to a scale ranging from 0 to 100, where a higher score indicates increased quality of life.

Feedback for Future Refinement

Module and Session Evaluation

In general, participants rated the individual modules positively (Table 6). The response summary of the open questions (Multimedia Appendix 1) indicated that, in general, participants were in favor of the clear examples given in the modules and the case examples, to which they felt they could relate. Furthermore, participants suggested that the module content had provided them with new and comprehensive information as well as exercises that could help them manage their stress in terms of recognition, being more reflective and accepting of oneself, learning how to examine problems, and thinking of positive activities that could help them manage their stress. Moreover, Rileks was considered to be a medium where participants were able to express their problems openly without feeling ashamed.

Participants also mentioned things they did not like, mostly technical problems, such as unfamiliarity with the system, poor audio quality, and some files being too large to download, as well as some repeated questions and confusion about how to do the exercises, despite the given examples.
Suggestions for improvements included the following: adding interactive functions for communication with the e-coach or other professionals to get direct help, such as live chat, especially in parts where participants need to remember and deal with negative events they had; making the intervention simpler and shorter; adding links to music and video guidance, especially for relaxation; providing downloadable materials; and developing a better display for those accessing Rileks from a mobile phone.

**Cultural and Technical Aspects**

At posttest, all participants (n=23) could understand the language used in the Rileks modules, including idioms and metaphors. Most participants (n=20, 87%) thought that Rileks used suitable media, such as audio guidance for relaxation or a slide show to explain theory. Case examples in Rileks were considered to represent the Indonesian university student context (n=22, 96%). Furthermore, one participant suggested adding a case example that speaks for university students who come from a family with a low economic background.

**e-Coach Evaluation**

Of the 23 participants at posttest, 13 (57%) said they missed face-to-face communication and 7 (30%) had hoped for more support. The quality of support was generally considered positive. The e-coach support helped participants gain insight into managing their problems and go through the modules with confidence and motivation. Moreover, the presence of e-coaches made them feel understood and less lonely.

Open questions about suggestions for future refinement were responded to by 22 (96%) participants. Suggestions for refinement from the open questions can be summarized as follows. Firstly, the feedback process could be more interactive and personal (n=3, 13%). Participants hoped that they would be able to ask further questions by replying to the feedback they had received. Secondly, some participants suggested the use of a medium other than email to deliver feedback (e.g., using chat; n=2, 9%). Thirdly, they would like the possibility of maintaining a future connection with the e-coaches for further counseling after the intervention had ended (n=2, 9%). Lastly, there was a suggestion to combine offline and online treatment to meet the needs of a participant who felt that they could not fully express themselves to the e-coach through written text (n=1, 4%).

### Discussion

**Principal Findings**

The main aim of this study was to evaluate the feasibility of Rileks as part of an adaptation process of a web-based stress management intervention among university students in Indonesia. Rileks was reported as being acceptable, even though its usability and intervention uptake were still below our expected criteria levels. Study findings showed that participants’ stress level and quality of life improved at posttest. The intervention was appreciated by participants in terms of content usefulness, easiness to complete, comprehensibility, suitability for the Indonesian university student context, and the quality of e-coach support, with more e-coach interaction being desired.

**Primary Outcomes**

Rileks was rated as generally satisfactory, which indicates that the intervention was acceptable. The most satisfying aspect of Rileks as perceived by the participants was that the intervention helped them deal with their problems effectively and that they would recommend it to their friends. With regard to usability, Rileks received a lower than expected threshold score, with the learnability aspect as a main challenge. As reported, participants needed to learn and become familiar with a number of new technical aspects related to the system before they could engage with the intervention. We considered this to be due to the fact that a web-based intervention was relatively new in Indonesia, hence, participants did not have much prior experience in using such an intervention, which may have affected their perception of its usability [53]. Another possible explanation is that the user interface of the system is not user friendly enough. Even though learnability was a challenge, participants felt positive about being able to learn it in a relatively short period of time.

Usability issues were also found in internet-delivered mental health treatments in developed countries [54]. While usability is an essential part of system development, assessing usability of a web-based intervention system is still challenging. As usability is closely connected with interaction design, we are challenged with human-computer interaction issues that are still poorly understood. Furthermore, studies also revealed the need for a guideline for testing the usability of internet-delivered treatment systems [54] and a standardized usability questionnaire for such interventions [55].

---

**Table 6. Module evaluation.**

<table>
<thead>
<tr>
<th>Evaluation criteria</th>
<th>Module 1 (n=40)</th>
<th>Module 2 (n=26)</th>
<th>Module 3 (n=16)</th>
<th>Module 4 (n=12)</th>
<th>Module 5 (n=10)</th>
<th>Module 6 (n=9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>General usefulness</td>
<td>Useful</td>
<td>Useful</td>
<td>Useful</td>
<td>Very useful</td>
<td>Useful</td>
<td>Very useful</td>
</tr>
<tr>
<td>Easy to complete</td>
<td>Easy</td>
<td>Easy</td>
<td>Easy</td>
<td>Easy</td>
<td>Easy</td>
<td>Very easy</td>
</tr>
<tr>
<td>How long did it take? (minutes)</td>
<td>30-60</td>
<td>30-60</td>
<td>30-60</td>
<td>30-60</td>
<td>60-90</td>
<td>30-60</td>
</tr>
<tr>
<td>Clarity</td>
<td>Undecided</td>
<td>Clear</td>
<td>Clear</td>
<td>Clear</td>
<td>Clear</td>
<td>Very clear</td>
</tr>
<tr>
<td>Subject usefulness</td>
<td>Undecided</td>
<td>Useful</td>
<td>Useful</td>
<td>Useful</td>
<td>Useful</td>
<td>Very useful</td>
</tr>
<tr>
<td>Pleasantness</td>
<td>Undecided</td>
<td>Pleasant</td>
<td>Undecided</td>
<td>Pleasant</td>
<td>Pleasant</td>
<td>Very pleasant</td>
</tr>
<tr>
<td>Comprehensibility</td>
<td>Undecided</td>
<td>Comprehensible</td>
<td>Comprehensible</td>
<td>Comprehensible</td>
<td>Comprehensible</td>
<td>Very comprehensible</td>
</tr>
</tbody>
</table>

---
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The study findings revealed that the uptake of the intervention’s core modules was below our criterion level. However, the number of participants who completed the core modules in our study still fell within the range of the reported number of module completers in a systematic review on computerized CBT (12%-100%) [56]. Moreover, a systematic review reported that only 30% of patients adhered to treatment until the third session of face-to-face interventions [57], making an uptake of 24% for module 3 sufficient, considering that computerized CBT is more likely to have a lower adherence rate [56]. Thus, we consider that Rileks still has potential, even though it did not yet meet the uptake criterion level.

Compared to the GET.ON Stress and StudiCare Stress interventions, Rileks’ adherence rate of 15% for its core modules still falls behind. Studies of the GET.ON Stress intervention revealed an adherence rate range of 41.9% to 71.8% for its modules [24-26,58,59]. While the StudiCare Stress adherence rate was reported to be high, on average, the participants completed 74.7% of the intervention [60]. The findings seem in line with participants’ overall satisfaction with the intervention. Based on the CSQ-8, the StudiCare Stress intervention had a very high satisfaction rate [60], and the GET.ON Stress intervention had high to very high satisfaction rates in its studies [24-26]. Rileks itself had an acceptable overall satisfaction level. Participants perceived that the intervention had helped them to deal more effectively with their problems, but they still considered Rileks to be suboptimal in meeting their needs or to be the kind of service they wanted.

A few reported reasons for nonadherence included time management issues (eg, being too busy), having competing activities, and technical problems, such as unfamiliarity with the log-in system. This is supported by a systematic review that argued that unfamiliarity with computers or the internet and feeling too busy to complete treatment may contribute to dropout from internet-based treatment [61,62]. Other reasons for intervention dropout in our study were that participants missed notifications because they seldom used or checked their email. This implies the need for future studies to use means other than email to send reminders to participants in order to boost intervention uptake, such as personal messages via preferred platforms (eg, instant chat messaging). Furthermore, problems with internet connections in rural areas were also experienced, which indicate that other forms of communication or channels, such as a mobile phone apps, may also be explored as potential options, as the use of mobile apps does not always require constant internet connectivity.

Furthermore, nearly 50% of participants dropped out by the end of module 1, which was the largest number of dropouts compared to other modules. Among all modules, module 1 also received the most “undecided” responses in the evaluation categories of clarity, subcontent usefulness, pleasantness, and comprehensibility. This result may be due to several possibilities. One possibility is that those who dropped out after module 1 were interested in and curious about the intervention at first, but found out that a module-based intervention was not suitable for them after finishing module 1. Another possibility is that participants’ experience was suboptimal during module 1 due to a delivery method of psychoeducational content that was less than ideal for university students. This is in line with a systematic review that reported that young people tend to perceive educational material as unengaging, which caused dropout [63]. Further investigation on how to deliver psychoeducational material in engaging ways for university students in Indonesia is needed for future refinement.

Interestingly, it was found that stress severity level was associated with adherence, as those who logged in and engaged tended to have higher stress levels and significantly poorer psychological quality of life compared to those who did not log in. This is supported by other studies that confirmed that participants with less severe problems and difficulties may be less motivated and are subsequently more likely to drop out of internet-based treatment [61,64].

Secondary Outcomes

Participants’ stress levels at the posttreatment assessment were significantly lower than at the pretreatment assessment. In addition, the levels of anxiety and depression were also significantly lower among participants at postintervention. This finding is in line with a previous meta-analysis that reported that face-to-face and internet-based interventions do reduce stress levels as well as symptoms of anxiety and depression among university students [22,65,66]. Furthermore, participants’ overall quality of life as well as their health and psychological quality of life were better at posttreatment compared with pretreatment. Our study findings may give initial implications for the clinical impact of Rileks, but should be interpreted with caution due to our study design and small sample size.

Future Web-Based Intervention Studies and Rileks Refinements

Our findings demonstrate that web-based intervention studies targeting university students in Indonesia may be feasible. We reached 191 potential participants from several islands in Indonesia in 10 days, with 80.1% (121/151) of invited participants giving their consent and filling in baseline questionnaires. This indicates that university students in Indonesia were interested in our study. The use of the internet, social media, and particularly WhatsApp groups play an important role in the process of reaching targeted potential participants. These strategies allowed us to reach potential participants from many different cities, islands, and fields of study with relatively little effort. Furthermore, taking part in activities involving the target group was also useful in disseminating information on the study. Such activities allowed face-to-face interaction between the principal investigator (DJ) and the target group, where the principal investigator could give information on stress and our study, thus increasing university students’ awareness of stress and the credibility of our study. However, our study had a relatively high dropout rate (63%), which is commonly found in other internet-based interventions [56]. It is unfortunate that we did not have sufficient data to explain the reasons for dropout due to the unresponsiveness of our participants. This may be because we approached the participants who dropped out via email, which was not the most convenient medium for them. Thus, for future studies, we recommend using other ways to approach study participants.
Participants’ feedback for improving future versions of Rileks related to both content (eg, scope of case examples and wording) and technical aspects (eg, suggesting a medium other than email to send notifications and a better display on the mobile phone version). Involvement of relevant stakeholders in the process of refining the content and technical aspects would be valuable for the purpose of achieving an optimal form of Rileks. One highlight of our findings was the request for the availability of interactive communication with the e-coach. This suggested that even though university students in Indonesia are open to the use of internet-based interventions, face-to-face or interactive communication is still preferred. This outcome is in line with other research that suggests that face-to-face interaction is still considered an essential and significant element of mental health services [64,67,68]. According to the latter study, Indonesian people in general would still prefer face-to-face contact, especially when they can access it nearby. This condition may make the use of a web-based intervention to overcome the mental health gap in Indonesia seem challenging. One alternative is to use lay counselors (eg, psychology students trained as e-coaches). Furthermore, reaching out and involving local community health centers to support interventions may be a possible means for future dissemination and implementation of web-based interventions in Indonesia [69]. Another alternative is using a blended strategy by combining modules and instant chat or video conference for more interactive communication between the client and the e-coach.

Our findings indicate that a web-based psychological intervention such as Rileks is acceptable among Indonesian university students and has the potential benefit of clinical effectiveness. Thus, it may provide a good opportunity for university students to have psychological support when there is a mental health service gap within universities and stigma for seeking mental health care. A refinement incorporating all input from participants to overcome challenges of usability and dropout rates is needed. In order to incorporate all input related to the content, technical aspects, and e-coach support into the intervention, involvement and collaboration of relevant stakeholders will be very important (eg, university students, clinicians, lay counselors, software developers, and user interface and user experience experts). Input from participants that we highlight from this study is their desire to have more interactive e-coach support. Further study should make sure that the amount and type of e-coach support that is needed throughout the intervention is provided (eg, chat, video call, email, time of support, and duration). Another shortcoming that we need to tackle is optimizing participants’ experience while they are going through the modules, especially the psychoeducational module. Future studies may experiment to find the most engaging way to deliver psychoeducational content to university students in Indonesia.

Strengths and Limitations

To the best of our knowledge, Rileks is the first web-based intervention to provide stress management in the Indonesian university student context. Furthermore, it is among the first web-based psychological interventions being culturally adapted from Western culture to Asian culture. In addition, other than quantitative assessment, our study also considered qualitative data from open questions to give more insight into participants’ experience in working with the Rileks modules and system, including e-coaches. However, our study also has a number of limitations. The dropout rate from the enrollment stage to postassessment was relatively high. The data obtained at the postassessment only came from 37% of the participants who were logged in to the intervention and, thus, did not equally represent all participants. Furthermore, 85.1% of the participants were female and, thus, not likely to represent the real university student population, which consists of 56.1% female students and 43.9% male students [70].

Conclusions

Rileks shows potential feasibility for Indonesian university students. However, our findings also underscore the need for further development of this kind of intervention in order to optimize the experience for Indonesian university students. Further refinements are needed regarding content and technical aspects. Despite the potential of web-based interventions and telemental health, in general, to minimize the mental health gap among the Indonesian population, our study implies that more work needs to be done before we can scale up this kind of intervention in Indonesia. In sum, the intervention has potential, but it needs refinement before it can be optimally applied in this setting.
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Abstract

Background: Many researchers have aimed to develop chronic health surveillance systems to assist in public health decision-making. Several digital health solutions created lack the ability to explain their decisions and actions to human users.

Objective: This study sought to (1) expand our existing Urban Population Health Observatory (UPHO) system by incorporating a semantics layer; (2) cohesively employ machine learning and semantic/logical inference to provide measurable evidence and detect pathways leading to undesirable health outcomes; (3) provide clinical use case scenarios and design case studies to identify socioenvironmental determinants of health associated with the prevalence of obesity, and (4) design a dashboard that demonstrates the use of UPHO in the context of obesity surveillance using the provided scenarios.

Methods: The system design includes a knowledge graph generation component that provides contextual knowledge from relevant domains of interest. This system leverages semantics using concepts, properties, and axioms from existing ontologies. In addition, we used the publicly available US Centers for Disease Control and Prevention 500 Cities data set to perform multivariate analysis. A cohesive approach that employs machine learning and semantic/logical inference reveals pathways leading to diseases.

Results: In this study, we present 2 clinical case scenarios and a proof-of-concept prototype design of a dashboard that provides warnings, recommendations, and explanations and demonstrates the use of UPHO in the context of obesity surveillance, treatment, and prevention. While exploring the case scenarios using a support vector regression machine learning model, we found that poverty, lack of physical activity, education, and unemployment were the most important predictive variables that contribute to obesity in Memphis, TN.

Conclusions: The application of UPHO could help reduce health disparities and improve urban population health. The expanded UPHO feature incorporates an additional level of interpretable knowledge to enhance physicians, researchers, and health officials' informed decision-making at both patient and community levels.
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Introduction

Background
Enhanced health surveillance systems for chronic disease support could mitigate factors that contribute to the incline of morbidity and mortality of diseases such as obesity. Obesity is linked to increased overall mortality and has reached pandemic proportions, being responsible for approximately 2.8 million deaths annually [1,2]. Obesity represents an excessive and abnormal accumulation of body fat, which leads to adverse health effects that impose a health and financial toll on individuals and society [2]. More than half of the US population has at least one chronic condition, and 27% are living with multimorbidity [3]. These conditions cause more than 1.7 million deaths per year in the United States, where obesity is associated with the top leading causes of death (eg, diabetes, heart disease, stroke, and cancer) [4].

Neighborhood factors such as socioenvironmental determinants of health (SDoH) significantly contribute to these statistics [5-8]. Implementation of an intelligent health surveillance platform that incorporates SDoH can improve preparedness, prevention, and management of this obesity pandemic by assisting in the implementation of effective treatment and interventions.

Health surveillance involves the “ongoing systematic collection, analysis, and interpretation of data essential to the planning, implementation, and evaluation of public health practice, closely integrated with the timely dissemination of these data to those who need to know” [9]. Researchers have aimed to develop chronic health surveillance systems to assist in chronic health decision-making [10-16]. The World Health Organization (WHO) developed a conceptual framework for an Urban Public Health Observatory (UPHO) comprised of 3 domains: mission, governance, and knowledge and intelligence, the latter of which incorporates a data management component [17]. This framework from WHO therefore provides a strategic model for health surveillance.

Many current digital health solutions and electronic health record (EHR) systems lack the ability to incorporate machine learning algorithms into their decision-making process, and even if they do, the algorithms used do not have appropriate capabilities to explain the suggested decisions and actions to human users [18]. Machine learning approaches, so-called black-box statistics, should be trustworthy, transparent, interpretable, and explainable when making decisions in the clinical or health science setting [18-20]. A system’s explanation constitutes its interpretability [18,20-22]. Explainable AI (XAI) increases the intelligence delivered to the user by providing explanations, thereby enhancing the interpretability of outcomes and findings. Researcher efforts have been shifting toward applying algorithms that can aid in explaining the results of machine learning models. For instance, the SHAP (Shapley Additive Explanations) analysis [23] is an approach that assigns each model feature an importance score for making a particular prediction. Compared to traditional feature importance analyses, the novelty of SHAP lies in its ability to assess importance at the individual patient level. In this paper, we propose a novel approach to explainability that uses knowledge graphs as a semantic infrastructure explainable by design and enriches those graphs with results from machine learning algorithms as metrics and scores. The semantic causal relationships on the graph provide contextual knowledge around a population, and the metrics support those relationships, which provides 2 levels of evidence: knowledge level and statistical level.

We implement a UPHO platform as a knowledge-based surveillance system that provides better insight to improve decision-making by incorporating SDoH and providing XAI and interpretability functions [24]. Our UPHO consists of 3 layers: data, analytics, and application. In this work, we refine the initial design by incorporating data management, knowledge, and intelligence domains (Figure 1) that are in alignment with the conceptual model by WHO and a focus on the semantics layer.
Objectives

The objectives of this article are to (1) expand UPHO by incorporating a semantics layer, (2) cohesively employ machine learning and semantic/logical inference to provide measurable evidence and detect pathways that lead to undesirable health outcomes, (3) provide clinical case scenarios and design case studies on identifying SDoH associated with obesity prevalence, and (4) provide a dashboard design that demonstrates the use of UPHO in the context of obesity, using the provided case scenario.

Methods

UPHO Expansion

Figure 1 shows the expansion of the UPHO to incorporate the semantics layer. In the following section, we provide a detailed description of the UPHO platform expansion design.

Data Management Domain

The data management domain comprises the data layer. The UPHO collects population-level health and SDoH data and
individual-level clinical and demographic data from EHRs through regional registries.

**Data Layer**

To obtain population-level health data, we used the US Centers for Control and Prevention (CDC) 500 Cities Behavior Risk Factors Surveillance System, which includes data regarding chronic diseases and their behavioral risk factors [25]. These variables are model-based estimates of crude prevalence among adults aged 18 years in 2018. We extracted variables pertaining to obesity, lack of physical activity, lack of insurance, and diabetes mellitus at the census tract level.

We extracted population-level SDoH variables that pertain to food insecurity, transportation, and socioeconomic stability at zip code, census tract, census block, and census block group levels from the US Census Bureau 2018 American Community Survey [26] and the US Department of Agriculture Research Atlas [27].

**Knowledge and Intelligence Domain**

**Analytics Layer**

The analytics layer pulls raw data from different sources in the data layer and analyzes it to classify it, predict new relations, conduct spatial pattern detection, and calculate new metrics. The analytics layer also performs feature engineering by deriving new metrics and using them to enrich the original data sets.

**Semantics Layer**

The stages of the UPHO semantics layer are shown in Figure 2. In the knowledge representation and axiomatization stages, we use semantic web technologies to develop several domain and application ontologies from relevant domains of interest to provide necessary contextual knowledge. Ontologies are systematic representations of knowledge that can be used to integrate and analyze large amounts of heterogeneous data, thereby allowing classification of knowledge [28]. In those ontologies, we define concept hierarchies and rule axioms by using existing domain knowledge, such as the WHO/CDC guidelines, and federal and local sources. We develop new ontologies by reusing several existing domain ontologies. For this study, we adopted concepts, properties, and axioms from 5 different ontologies that we used in our prior work [29-32], specifically (1) disease ontology (DO) [31] (eg, obesity, diabetes); (2) the Childhood Obesity Prevention (Knowledge) Enterprise (COPE) ontology [29] that defines SDoH concepts such as socioeconomic issues (eg, food deserts, income) and behavioral issues (eg, lack of physical activity, purchasing preference); (3) geographical information system ontology (GISO) [32] (eg, zip code, census tract); (4) health indicators ontology (HIO) [32]; and (5) the adverse childhood experiences (ACEs) ontology (ACESO), which defines concepts related to ACEs, health outcomes (eg, mental and physical health), interventions, and SDoH, including axioms that define issues like lack of transportation (eg, limited access to a vehicle and limited access to public transit) and food and how they affect routine follow-up activities (eg, missing medical appointments) [30].

We start our semantic analysis using concepts defined in our ontologies and web services to align concepts to actual data resources, allowing us to construct a population knowledge graph structure that abides by an ontology and contains both data and concepts [33]. We enrich that knowledge graph using a logical reasoner that uses facts derived from existing knowledge, new knowledge extracted from the analytics layer, and the generic rule axioms defined in the domain ontologies that trigger specific actions under certain conditions.

**Figure 2.** Urban Population Health Observatory semantic layer framework.
**Explainable AI**

An effective explainable system accounts for the target user group (e.g., physician, researcher). Knowledge of the end user is very important for the delivery of decisions, recommendations, and actions. Each analytics and semantics layer contains an explainability component that can be leveraged in the uppermost health applications layer. To maintain features such as data integration, XAI, and interpretability, we must achieve interoperability by using semantics and ontologies. Explanations adaptable to the user can decrease errors in interpretation by enhancing the interpretability of outcomes and findings.

**Application Domain**

The UPHO platform can be used as a basis to develop several applications, some of which we have already developed, including dashboards [24], mobile health (mHealth) apps [34], digital assistants, and recommender systems [35]. In this article, we leverage the UPHO to implement a dashboard for real-time surveillance. By accessing dynamic knowledge discovered through the UPHO, the dashboard can provide real-time early warnings that are based both on content and context. The platform is accessible to policymakers, physicians, researchers, public health officials, and the public.

**Clinical Scenarios**

The following sections present 2 clinical case scenarios that focus on a physician and a researcher as users to demonstrate the methodology used in the knowledge and intelligence domain layers and the corresponding dashboard design in the application.

**Analytics Layer: Machine Learning Model Development**

We trained a machine learning–based support vector regression (SVR) machine model [36,37]. We linked CDC 500 Cities population-level obesity and behavior data [25] to the population-level social DoH [26,27] data set at the census tract level in Memphis, TN. We analyzed 8 features and used a Spearman rank test to assess the positive or negative relationship between each feature. We used a variance inflation factor (VIF) to detect multicollinearity between features. To examine patient neighborhood-level exposure, we used SHAP analysis. Table 1 shows the summary statistics for features considered for this study. We trained our support vector model on the 85% of randomly selected training data and tested the model on the 15% of remaining data to ensure the generalizability of the model, and we applied the linear kernel function. We scaled our data to have a mean of zero and standard deviation of one. We applied the grid search optimization method to seek optimal hyperparameters to improve model performance using the Caret package in R software (R Foundation for Statistical Computing) [38]. In addition, to avoid overfitting 5-fold cross-validation was applied to the training data set. We used root mean square error (RMSE) and $R^2$ to evaluate the performance of the model.

### Table 1. Summary statistics for obesity and related risk factors in Memphis, TN, census tract (n=178 census tracts).

<table>
<thead>
<tr>
<th>Features</th>
<th>Operationalization</th>
<th>Original, mean (SD)</th>
<th>Training, mean (SD)</th>
<th>Test, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obesity</td>
<td>Model-based estimate for crude prevalence of obesity among adults aged ≥18 years, 2018</td>
<td>37.50 (7.84)</td>
<td>37.42 (7.54)</td>
<td>37.97 (6.95)</td>
</tr>
<tr>
<td>Low access to supermarket</td>
<td>Count of low income population more than half mile from a supermarket in the census tract</td>
<td>1382.20 (108.37)</td>
<td>1345.68 (967.83)</td>
<td>1616.17 (1120.23)</td>
</tr>
<tr>
<td>Black</td>
<td>Percentage of population that is Black or African American</td>
<td>63.17 (32.70)</td>
<td>62.22 (33.04)</td>
<td>63.72 (31.88)</td>
</tr>
<tr>
<td>Poverty</td>
<td>Percentage of population living below the federal poverty line</td>
<td>28.65 (16.28)</td>
<td>28.27 (16.18)</td>
<td>31.06 (17.06)</td>
</tr>
<tr>
<td>Unemployment</td>
<td>Percentage of unemployed population</td>
<td>15.73 (9.31)</td>
<td>15.97 (9.67)</td>
<td>14.16 (6.52)</td>
</tr>
<tr>
<td>High school diploma</td>
<td>Percentage of population 25 years or older without high school diploma</td>
<td>10.38 (6.59)</td>
<td>10.23 (6.70)</td>
<td>11.35 (5.89)</td>
</tr>
<tr>
<td>Lack of physical activity</td>
<td>Model-based estimate for crude prevalence of lack of physical activity among adults aged ≥18 years, 2018</td>
<td>36.16 (9.80)</td>
<td>35.97 (9.79)</td>
<td>37.34 (9.99)</td>
</tr>
<tr>
<td>Crime</td>
<td>Crime rate per thousand people</td>
<td>350.20 (126.26)</td>
<td>160.99 (337.65)</td>
<td>111.93 (80.40)</td>
</tr>
<tr>
<td>Lack of access to insurance</td>
<td>Model-based estimate for crude prevalence of lack of insurance among adults aged ≥18 years, 2018</td>
<td>20.21 (6.78)</td>
<td>20.10 (6.81)</td>
<td>20.88 (6.67)</td>
</tr>
</tbody>
</table>
Semantics Layer: Knowledge Graph Generation

We followed the following ordered steps to generate the semantics layer knowledge graph from concepts defined in our domain ontologies.

1. We use concepts, relations, and axioms from domain ontologies to construct a preliminary population knowledge graph. For our scenario, we start by adding a dummy node that represents either a patient or a population (Figure 3). We begin connecting that node to concepts like disease, risk factors, physical characteristics, etc. For example, obesity falls into the disease type represented by the isA relation in Figure 3, where isA reflects a subtype. For instance, SDoH isA RiskFactr, and lackOfTransportation is an SDoH subtype. These different hierarchies are encoded in the ACESO ontology. We also add a prefix before each type to reflect the namespace where that concept is defined (eg, the term DO:Disease reflects that the concept disease is defined in the DO). Relations can also reflect the properties of a node. For example, a patient livesIn 38127, which isA zip code, and that zip code has 8 census tracts of the type CensusTract, defined in the GISO ontology.

2. We populate the generated graph structure with evidence from the data layer. For instance, our data set contains a variable that shows the prevalence of obesity as a percentage metric in specific neighborhoods. We use that information to add edges to our graph that link obesity (as a disease) to prevalence (as a metric).

3. We further enrich and refine the initial graph by performing knowledge engineering using the logical reasoner (Figure 2) and feature engineering using the results from the analytics layer. The logical reasoner uses a set of rule axioms to perform logical inference on concepts already existing in the graph. For instance, our COPE ontology encodes epidemiological causal axioms that link SDoH to negative health outcomes. Textbox 1 shows how we encode the generic axioms R1-R3. When we combine those generic rule axioms with facts about a specific census tract, we can infer all the risk factors associated with living in that census tract, eg, knowing the facts F1 can tell us that the population living in that area may be exposed to risk factors that lead to obesity.

4. After performing the logical inference on the initial graph structure, we incorporate new nodes and edges in the graph corresponding to new concepts (eg, the lackOfPhysicalActivity concept from the COPE ontology) or new relations (eg, isExposedTo). The knowledge graph refinement is an iterative process, so we can repeat step 2 until we reach a stable state of the graph after which we can populate the graph with more evidence from our engineered data that we pull from the analytics layer. For that purpose, we use the population-level data about SDoH risk factors collected from US Census, CDC, and USDA. For instance, to capture the lack of physical activity we use the CDC 500 Cities data set. The machine learning analysis performed by the analytics layer provides edges that pertain to prediction (eg, isPredictorOf, Figure 3). The final knowledge graph is shown in Figure 3, which provides a generic view of all possible assumptions we can make about this patient or population.

5. To gather the most important information from this graph, a user can trace a specific pathway based on both logical inference and machine learning results. The red arrows in Figure 3 reflect the pathway in our scenario.
Figure 3. Knowledge graph that links concepts defined in domain ontologies (eg, GISO: CensusTract) to data resources stored in databases (eg, percentage Black population) or those derived from the analytics layer. The upper part of the figure shows the nodes and edges produced through semantic inference during the knowledge engineering phase. The lower part of the figure shows the nodes and edges added through ML analysis during the feature engineering phase. GISO: geographical information system ontology; HIO: health indicators ontology; ACESO: adverse childhood experiences ontology; COPE: Childhood Obesity Prevention (Knowledge) Enterprise; DO: disease ontology.

Textbox 1. Encoding axioms as general rules, initial facts, or new facts derived from feature engineering or logical reasoning.

Generic rule axioms
- COPE:lackOfPhysicalActivity leadsTo DO:Obesity (R1)
- %ObesityPrevalence:Metric isHealthIndicatorFor DO:Obesity (R2)
- Obesity:Disease isRiskFactorOf Diabetes:Disease (R3)

Facts
- individual:Patient livesIn “10300”:CensusTract (F1)
- “10300”:CensusTract has “49”:%PopWLackOfPhysicalActivity (F2)
- “10300”:CensusTract has “21”:%PopNoHighSchoolDiploma (F3)
- “10300”:CensusTract has “60”:%UnderPovertyLine (F4)
- “10300”:CensusTract has “46”:%ObesityPrevalence (F5)

Feature engineered through multivariate analysis
- %PopWLackOfPhysicalActivity:Metric isPredictorOf ObesityPrevalence:Metric [using F2-F5] (F6)

Logical reasoning
- individual:Patient isExposedTo LackPhysicalActivity:PhysicalCharacteristic [using F1 and F2] (F7)
- individual:Patient shouldBeScreenedFor Diabetes:Disease [using R1, R2, R3, F6, F7]
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Results

Machine Learning Analysis

The significant Spearman rank coefficient and VIF of the 7 features included in this study are shown in Table 2. Any feature exhibiting a VIF of greater than 10 was removed. For the SVR model results, we obtained an RMSE of 0.312 for the training set and 0.203 for the test set, while the $R^2$ for the training set was 0.91 and that for the testing data set was 0.95. Since the model provides similar results for training and test data sets, the proposed model does not overfit. The SVR feature importance results range on a scale of 0 to 100, and the greater the score, the more important the feature (Table 3). We found that the percentage of the population lacking physical activity, percentage of population below poverty level, percentage of population without high school diploma, percentage of population unemployed, and percentage of Black population were the most important variables when predicting obesity prevalence in Memphis, TN.

Figure 4 shows SHAP’s value plot of feature contribution at the patient neighborhood level (census tract: 10300), which indicates the most important features such as the percentage of the population that lack physical activity and the percentage of population below the poverty level, from the point of view of the prediction of obesity prevalence in the patient neighborhood. The lack of physical activity and poverty had the largest positive (increased) contributions to obesity prevalence. On the other hand, the population of low income and more than a half-mile from the supermarket showed a negative (decreased) contribution but was the least important variable when predicting the patient neighborhood obesity prevalence. The knowledge extracted from our analysis will be used to detect the obesity prevalence pathways, which are defined by the top 5 most important features.

Table 2. Spearman rank coefficient and variance inflation factor for each feature.

<table>
<thead>
<tr>
<th>Features</th>
<th>Spearman rank coefficient</th>
<th>VIF$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low access to supermarket</td>
<td>0.37</td>
<td>1.70</td>
</tr>
<tr>
<td>Black</td>
<td>0.77</td>
<td>2.80</td>
</tr>
<tr>
<td>Poverty</td>
<td>0.83</td>
<td>3.66</td>
</tr>
<tr>
<td>Unemployment</td>
<td>0.73</td>
<td>3.02</td>
</tr>
<tr>
<td>No high school diploma</td>
<td>0.81</td>
<td>3.55</td>
</tr>
<tr>
<td>Lack of physical activity</td>
<td>0.92</td>
<td>8.82</td>
</tr>
<tr>
<td>Crime</td>
<td>0.37</td>
<td>1.68</td>
</tr>
</tbody>
</table>

$^a$VIF: variance inflation factor.

Table 3. Support vector regression data set–level feature importance score.

<table>
<thead>
<tr>
<th>Features</th>
<th>SVR$^a$ feature importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low access to supermarket</td>
<td>4.39</td>
</tr>
<tr>
<td>Black</td>
<td>68.20</td>
</tr>
<tr>
<td>Poverty</td>
<td>78.60</td>
</tr>
<tr>
<td>Unemployment</td>
<td>70.16</td>
</tr>
<tr>
<td>No high school diploma</td>
<td>73.41</td>
</tr>
<tr>
<td>Lack of physical activity</td>
<td>100</td>
</tr>
<tr>
<td>Crime</td>
<td>0</td>
</tr>
</tbody>
</table>

$^a$SVR: support vector regression.
**UPHO: Dashboard Design**

**Use Case Scenarios**

In this section, we describe the semantics feature provided by UPHO through a proof-of-concept prototype that will display the different features of the expanded system by implementing the clinical scenarios described in the previous section.

First, the user will sign into the UPHO platform dashboard, which will determine their specific role and establish the proper access permissions. The user will make the selections from the following menu items:

- **S1.** Select an outcome of interest (eg, obesity prevalence, cancer,)
- **S2.** Select analytics aim
- **S3.** Select level of analysis and enter address/location (patient’s address [patient-level], city, county, or state [population-level])
- **S4.** Select geographical level of granularity (eg, zip code, census tract)
- **S5.** Select SDoH domain-specific risk factors

After making these selections, the system will present on-demand explanations of risk level calculations, based on the selected level of geographic granularity.

**Scenario 1**

The physician selects “obesity prevalence” as the outcome of interest (S1), and “causal pathway analysis” (S2) as the analytics aim, “patient-level” as the level of interest (entering patient’s address, S3), and “census tract” as the geographical level of granularity (S4). The system provides risk-level calculations and descriptive statistics based on the census tract of the patient’s address. The physician also has the option to select a particular SDoH of interest in S5, in which case the system will highlight these nodes in the graph. Finally, the user selects “Explore” to generate the results and a corresponding knowledge graph. These results are tailored to the user’s interest in patient-level analysis and provide an explanatory overview of the analysis results (Figure 5A). The system also allows the user to hover over pathways and nodes to explore explanatory knowledge (Figure 5B, 5C) and offers a summary of recommendations and knowledge (Figure 5D).
Figure 5. The dashboard of the Urban Population Health Observatory displays a physician user interested in obesity prevalence in her patient’s neighborhood with an overview of analysis results (A), explanations displayed when user hovers over a particular pathway (B), knowledge displayed when user hovers over a particular node (C), and summary of recommendations and knowledge (D). ACESO: adverse childhood experiences ontology; GISO: geographical information system ontology; DO: disease ontology; HIO: health indicators ontology.

Scenario 2
Here the researcher has access to more features. The researcher explores the causal pathway analysis aim in a population-level analysis and enters Memphis, TN, as a location of interest at the census tract–level (S1-S3), as shown in Figure 6, and the system provides risk-level calculations for the city of Memphis, TN. The researcher also has access to regression plots (Figure 6, A), which reflect the selection in S5. In section B, the system reports the results from the SVR machine model and provides explanations for each feature included in the model (Figure 6, B). In section C, the explanation pane presents a knowledge graph showing results tailored to the user’s interest in population-level analysis (Figure 6, C). The researcher can also hover over pathways and nodes for knowledge (Figure 6, C, a, b, and c), like the physician in scenario 1. The system also offers the researcher a summary of recommendations and knowledge (Figure 6, C, d).
**Explanations**

The graph part of the dashboard can serve as a tool for researchers and physicians to semantically explain the recommendations that we made about a specific patient or population. The current version of the graph provides 2 different visual cues, as follows.

- **Tracing pathways on the graph provides visual cues.** The red arrows in Figure 3 show the edges that are part of a causal pathway that leads from risk factors to negative health outcomes for the specific patient, zip code, or census tract. While this path is specific to the selected patient or population, it can be used as a generic metapath. For example, Individual livesIn CensusTract → representsA Neighborhood → hasPhysicalCharacteristic → RiskFactorFor Disease. Depending on the level of sophistication desired, the user can trace paths on the graph and click on certain nodes or edges to obtain more insights, including statistically derived evidence or semantically inferred knowledge. They can also track the sources of that knowledge including the ontologies used.

- **Clicking on a node or edge on the graph displays analysis results or knowledge.** The user can hover over a certain edge (eg, lackOfPhysicalActivity isPredictorOf ObesityPrevalence; Figure 5B) to obtain an explanation of the data that show lackOfPhysical activity in the patient’s census tract leads to an increase in the prevalence of obesity. Similarly, the user can hover over a metric node (eg, percentage of the population below the poverty line, Figure 5C) to explain that this patient lives in a neighborhood in which nearly 61% of the population lives below the poverty line, compared to the average in their city, county, or state.

UPHO’s metrics can be implemented into the backend of EHR systems (eg, Epic), and the results of those metrics can be rendered on the EHR interface in the form of risk scores on dashboards with severity indicators based on thresholds. Physicians can examine these metrics at the population level or individual patient level. UPHO can alternatively be used in a standalone approach by allowing a physician to extract more details about a single patient by providing the patient’s address or a population of patients by providing their city, state, or...
county. The input is coded to a geographical level of granularity that can be aligned with the population-level data to gain insights into the patient’s environment.

**Discussion**

**Principal Findings**

Previous studies provided evidence that socially disadvantaged communities are disproportionately affected by chronic diseases such as obesity [5-8], which is a risk factor for developing diabetes, heart disease, and cancer. The significance of UPHO lies in its ability to provide a multifaceted surveillance system design that serves as an apparatus for actualizing effective interventions, addressing concerns in health disparities, providing awareness to the public, and equipping health officials with a surveillance system that will improve population health decision-making and planning [24]. Using the semantics layer, the UPHO platform provides contextual knowledge by reusing several ontologies focusing on public health (e.g., diseases, transportation, geography).

The incorporation of semantics provides the user with an additional layer of explainability and interpretability, which could decrease errors in intervention or treatment due to misinterpretation or misunderstanding. The semantics layer can also use ontologies to overcome the challenge of scattered data sources, thereby assisting in the achievement of interoperability, which will be used to maintain features such as data integration, XAI, and interpretability. We apply logical reasoners to extract and supply knowledge despite limited data.

Similar chronic disease surveillance systems [10-16] have offered approaches to assist in the efforts of improving chronic disease surveillance. Several published systems do not incorporate SDoH data [10-14]. One did not provide an implementation of the systematic framework [16] and several of them did not include XAI as a feature.

We followed the conceptual framework for UPHOs [17] and sought to improve the quality of disease surveillance by incorporating advances in AI and Big Data, including interactive dashboard design, explainability, data integration, and interoperability, and incorporation of multimodal SDoH data. Developing a multidimensional scalable surveillance system to monitor and detect trends and deliver rapid early warnings and recommendations could assist health officials, physicians, and researchers in mitigating a health crisis such as the ongoing COVID-19 pandemic [24].

**Limitations**

One of the major limitations of UPHO is that it collects population data so that neighborhood or population assumptions are made for an individual in a clinical setting. For instance, individuals or patients who live in a particular population or neighborhood might not have the same characteristics as other individuals residing in the same neighborhood or population. However, our platform provides an end-to-end approach to examining the environment one resides and incorporates information that is important for the implementation of effective interventions for a given disease.

The future work will be focusing on the further development of the UPHO platform, so it can enable timely, insight-driven decisions and inform immediate or long-term health policy responses [15] to current and future public health crises.

**Conclusions**

This study leveraged semantic technology and presented a proof-of-concept prototype design for our knowledge-based surveillance system, UPHO, which aims to reduce health disparities and improve population health. The expanded feature incorporates another level of interpretable knowledge needed to inform physicians, researchers, and health officials’ decision-making process at the community level. Incorporating XAI helps with the explainability and interpretability of the relevant data, information, and knowledge. Users who are not equipped with domain knowledge could extract common sense knowledge from a system that incorporates XAI [35]. We as humans need a clear visualization and understanding of relationships between parameters in a system to make informed decisions. The lack of understandability and explainability in the health care and public health domains often leads to poor transparency, lack of accountability, and ultimately lower quality of care and biased health policies [39]. Thus, the incorporation of semantics and XAI can improve fairness, accountability, transparency, and trust in health care and public health.
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Abstract

Background: Adolescents’ consumption of healthy foods is suboptimal in low- and middle-income countries. Adolescents’ fondness for games and social media and the increasing access to smartphones make apps suitable for collecting dietary data and influencing their food choices. Little is known about how adolescents use phones to track and shape their food choices.

Objective: This study aimed to examine the acceptability, usability, and likability of a mobile phone app prototype developed to collect dietary data using artificial intelligence–based image recognition of foods, provide feedback, and motivate users to make healthier food choices. The findings were used to improve the design of the app.

Methods: A total of 4 focus group discussions (n=32 girls, aged 15-17 years) were conducted in Vietnam. Qualitative data were collected and analyzed by grouping ideas into common themes based on content analysis and ground theory.

Results: Adolescents accepted most of the individual- and team-based dietary goals presented in the app prototype to help them make healthier food choices. They deemed the overall app wireframes, interface, and graphic design as acceptable, likable, and usable but suggested the following modifications: tailored feedback based on users’ medical history, anthropometric characteristics, and fitness goals; new language on dietary goals; provision of information about each of the food group dietary goals; wider camera frame to fit the whole family food tray, as meals are shared in Vietnam; possibility of digitally separating food consumption on shared meals; and more appealing graphic design, including unique badge designs for each food group. Participants also liked the app’s feedback on food choices in the form of badges, notifications, and statistics. A new version of the app was designed incorporating adolescent’s feedback to improve its acceptability, usability, and likability.

Conclusions: A phone app prototype designed to track food choice and help adolescent girls from low- and middle-income countries make healthier food choices was found to be acceptable, likable, and usable. Further research is needed to examine the feasibility of using this technology at scale.
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Introduction

Background

The consumption of healthy foods and nutrients is suboptimal worldwide, particularly in low- and middle-income countries. Although the daily intake of unhealthy foods (such as red and processed meats and sugar-sweetened beverages) exceeds the optimal consumption level, the daily intake of healthy foods (such as fruits, vegetables, grains, nuts, seeds, and fiber) is far below the recommended levels globally [1]. The importance of diets rich in fruits, vegetables, and whole grains should not be underestimated [2]. Plant-based diets prevent cancers [3] and cardiovascular diseases [4], and the consumption of fruits and vegetables has been associated with increased happiness, life satisfaction, and psychological well-being [5-7]. In contrast, sugar-sweetened beverage consumption is associated with increased adiposity, long-term weight gain, and a higher risk of diabetes [8-11]. The population of Southeast Asia has a low consumption of grains, legumes, fruits, vegetables, nuts, and seeds and a high consumption of processed meat, sugar-sweetened beverages, trans fats, and sodium [1]. Adolescents in this region have especially low consumption of fruits and vegetables [12].

Interventions intended to improve adolescents’ knowledge of nutrition and health behaviors can take advantage of new technology to self-monitor diets with feedback on performance [13,14]. Young people are early adopters of mobile phone apps, games, and social media and are highly influenced by peer norms [13,15,16]. Mobile phones and computers are now widely used by adolescents from countries with all income levels [17-19]. The implementation of nutrition interventions based on apps holds great potential to improve the dietary quality of this population, but its impact is yet to be demonstrated [17].

Prior Work

Vietnam is a country in nutrition transition, with great changes in food supply, food prices, household expenditure, diet, and nutrition outcomes [20]. We previously reviewed the apps available in the Vietnamese market that could serve as tools for nutrition interventions [18]. Most of the apps found focused on tracking and changing food choices with the ultimate goal of losing weight [18]. Food consumption is usually tracked by searching for and selecting each food and beverage separately from a dropdown menu and their portion sizes [18]. This was considered so time consuming that even adolescents from Vietnam interested in changing their diets stopped using these apps [18]. There is a lack of free, user-friendly apps that focused on changing dietary quality [18]. We also conducted a literature review for detailed descriptions of eHealth and mobile health technologies used in nutrition interventions [18]. Intervention studies to promote healthy diets in adolescence often ignore techniques to keep participants engaged, leading to low participation and high drop-offs [18]. Adherence to these interventions is poorly reported in the literature [18].

Research Objectives

Our goal was to develop a new app with artificial intelligence (AI) technology to recognize images of foods that can be used to track and influence the quality of food choices of adolescent girls in Vietnam using gamified nudges. Previous apps based on image recognition of foods have successfully estimated the carbohydrate content of meals with higher accuracy than individuals, predicted glycemic dynamics, and helped improve diabetes self-management [21-23]. First, we prepared a food database and an image library by (1) developing a food inventory with priority foods; (2) preparing, cooking, and taking graduated pictures of foods; and (3) annotating pictures and linking them to the food database. Second, we used annotated pictures to train a semantic segmentation model to recognize foods and estimate portion sizes (details of the AI model development are under review elsewhere). Third, we developed the Food Recognition Assistance and Nudging Insights (FRANI) app, which included (1) conducting formative research (2 rounds of focus group discussions [FGDs]) with users to develop its interface; (2) validating the image recognition AI technology against the 2 gold standard forms of dietary data collection: 24-hour recalls and weigh food records; and (3) integrating the validated AI technology with the user interface. The app was developed by engineers from our team.

This study aimed to examine the acceptability, usability, and likability of the FRANI prototype. Our three specific objectives were to obtain qualitative inputs on (1) the acceptability of its daily individual- and team-based dietary goals to motivate healthier food choices, (2) the usability and likability of the image capturing feature and the likability of the feedback to users (badges, notifications, and statistics), and (3) to use the inputs of participants to improve the user interface design and functionality. We hypothesized that FRANI would be acceptable, usable, and likable.

Methods

Study Design, Participants, and Setting

We conducted 2 rounds of FGDs with 32 adolescent girls aged 15 to 17 years in Thai Nguyen, Vietnam. The first round of FGDs was aimed at developing the FRANI prototype, and the second aim was to understand its acceptability, usability, and likability and make changes so as to improve its dietary goals, camera, and feedback (badges, notifications, and statistics). We purposely selected an urban public high school because of its good relationship with the research team. All 12th graders were excluded, because they would graduate within a few months from the recruitment period, which could undermine follow-up studies. A total of 2 classes from each of the remaining 2 grades (10th and 11th) were randomly selected, and 8 (25%) girls were randomly selected from each of the 4 classes.

They were approached by the school teachers and divided into 4 FGDs with 8 participants, each according to their school year and specialization (social science and language vs natural and...
biological sciences). Two of the girls initially selected did not participate because their parents thought that the study would take time and interfere with their studies. A total of 2 additional adolescents were randomly selected and replaced those who refused to participate. Randomization led to a sample of participants that varied in scholastic performance and socioeconomic characteristics as described in Table 1. The study design and reporting of findings were based on content analysis, ground theory, and the consolidated criteria for reporting qualitative research, which includes a 32-item checklist for interviews and FGDs [24].
Table 1. Characteristics of focus group participants (N=32).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parents</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Parent’s level of education</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Mother</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>9 (25)</td>
</tr>
<tr>
<td>High school</td>
<td>18 (50)</td>
</tr>
<tr>
<td>College</td>
<td>8 (22)</td>
</tr>
<tr>
<td>Postgraduate (master’s or PhD)</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Father</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>16 (45)</td>
</tr>
<tr>
<td>High school</td>
<td>15 (41)</td>
</tr>
<tr>
<td>College</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Postgraduate (master’s or PhD)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Parents’ occupation</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Mother</strong></td>
<td></td>
</tr>
<tr>
<td>Farmer</td>
<td>6 (16)</td>
</tr>
<tr>
<td>Blue-collar worker</td>
<td>6 (16)</td>
</tr>
<tr>
<td>White-collar worker</td>
<td>8 (22)</td>
</tr>
<tr>
<td>Unskilled worker</td>
<td>13 (37)</td>
</tr>
<tr>
<td>Stay-at-home parent</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (6)</td>
</tr>
<tr>
<td><strong>Father</strong></td>
<td></td>
</tr>
<tr>
<td>Farmer</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Blue-collar worker</td>
<td>7 (21)</td>
</tr>
<tr>
<td>White-collar worker</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Unskilled worker</td>
<td>15 (41)</td>
</tr>
<tr>
<td>Stay-at-home parent</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (10)</td>
</tr>
<tr>
<td><strong>Household and participants</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Household with assets</strong></td>
<td></td>
</tr>
<tr>
<td>Television</td>
<td>36 (100)</td>
</tr>
<tr>
<td>Computer</td>
<td>25 (69)</td>
</tr>
<tr>
<td>Refrigerator or freezer</td>
<td>36 (100)</td>
</tr>
<tr>
<td>Air conditioners</td>
<td>21 (59)</td>
</tr>
<tr>
<td>Washing machine</td>
<td>32 (88)</td>
</tr>
<tr>
<td>Gas cooker or stove</td>
<td>36 (100)</td>
</tr>
<tr>
<td>Water heater</td>
<td>33 (91)</td>
</tr>
<tr>
<td>Electric bicycle</td>
<td>21 (59)</td>
</tr>
<tr>
<td>Motorcycle</td>
<td>36 (100)</td>
</tr>
<tr>
<td>Car</td>
<td>10 (28)</td>
</tr>
<tr>
<td><strong>Participants with excellent school performance</strong></td>
<td></td>
</tr>
<tr>
<td>Math</td>
<td>10 (28)</td>
</tr>
<tr>
<td>Physics</td>
<td>12 (32)</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Participants, n (%)</td>
</tr>
<tr>
<td>--------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Chemistry</td>
<td>13 (36)</td>
</tr>
<tr>
<td>Biology</td>
<td>21 (59)</td>
</tr>
<tr>
<td>Literature</td>
<td>5 (13)</td>
</tr>
<tr>
<td>History</td>
<td>20 (55)</td>
</tr>
<tr>
<td>Geography</td>
<td>13 (37)</td>
</tr>
<tr>
<td>Foreign language</td>
<td>3 (7)</td>
</tr>
<tr>
<td>Overall</td>
<td>8 (23)</td>
</tr>
</tbody>
</table>

*Excellent school performance was defined as an average grade of ≥ 9 out of 10.*

**Research Team, Data Collection, and Analysis**

A total of 2 researchers designed a semistructured questionnaire based on an analysis of the content of themes that emerged from previous FGDs [18]. The questionnaire was pilot-tested and changed according to the feedback of the pilot participants. FGDs were then facilitated in Vietnamese by a female senior researcher with a PhD degree and experience in qualitative methods from the National Institute of Nutrition of Vietnam. Moreover, 2 female researchers from the Preventive Medicine Department of the Thai Nguyen University of Pharmacy and Medicine assisted in taking notes, recording the audio, and keeping the time. The researchers did not know the participants before the FGDs. Each FGD took approximately 2 hours, and all interviews were completed in November 2020. Another researcher coded the data.

The researchers presented the wireframes of the FRANI prototype (Figures 1A-1I, Multimedia Appendix 1) along with short instructions to guide the participants to explore the core functionality of their project-provided smartphones. Participants were guided to choose individual-based dietary goals and discussed the acceptability of each goal option. These goals for 3 food groups (vegetables, whole grains, and proteins) were selected from the lists described in Textbox 1. After selecting goals, participants took and uploaded pictures of foods using the camera tool in the FRANI prototype and then received feedback from the FRANI prototype. The facilitator asked questions on acceptability, usability, and likability, as described in Textbox 2. The FGDs were conducted in the school participants’ study.

All FGDs were tape recorded and transcribed nonverbatim. Field notes and interviewers’ observations were also incorporated into transcripts. Transcribed data from the early interviews were reviewed and discussed by the team to identify gaps in data exploration, which could be further investigated during subsequent interviews. No new information was generated in the fourth FGD, suggesting theoretical saturation.

Patterns within and across FGDs were reviewed and organized into the most important common themes using NVivo (version 11; QSR International) software [25]. These themes were acceptability of FRANI prototype’s individual- and team-based dietary goals; usability and likability of the FRANI prototype’s camera; likability of the feedback, including badges, notifications, and statistics; and likability of the graphic design. Transcripts did not return to the participants for comments and corrections, and interviews with the same group were not repeated. Each FGD lasted approximately 2 hours.
Figure 1. Examples of the Food Recognition Assistance and Nudging Insights wireframes presented for focus groups participants. (A) Home screen, which represents the individual- and team-based scores. The denominators were mistakenly presented in the focus group discussions (FGDs) as 8 and 15 instead of 10 and 14 signifying the food groups for the Dietary Diversity Score (DDS) and subgroups Sustainable Healthy Diet Score (SHDS), respectively. (B) All food groups for which participants could choose goals during the FGDs. (C) All possible goals for vegetables. (D) Camera frame. (E) Confirmation screen with a golden badge for completing 3 goals. (F) Activity screen in which participants can react to what other users posted. (G) Team-based badge. (H) Progress bars for team-based goals (bottom of home screen [A]). (I) Summary of daily statistics. The wireframes presented in the FGDs were written in Vietnamese.
Textbox 1. List of the Food Recognition Assistance and Nudging Insights (FRANI) individual-based dietary goals that were shown to participants and discussed during the focus group discussions. The FRANI includes other food groups, but only those mentioned in this textbox were discussed with the participants.

<table>
<thead>
<tr>
<th>Vegetables</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Start the day with vegetables</td>
</tr>
<tr>
<td>• Snack with vegetables</td>
</tr>
<tr>
<td>• Have a vegetable with dinner</td>
</tr>
<tr>
<td>• Have a vegetable with lunch</td>
</tr>
<tr>
<td>• Eat some vegetables today</td>
</tr>
<tr>
<td>• Have a dark green vegetable</td>
</tr>
<tr>
<td>• Have a salad with 3 different vegetables</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Proteins</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Start the day with proteins</td>
</tr>
<tr>
<td>• Snack with proteins</td>
</tr>
<tr>
<td>• Have proteins with dinner</td>
</tr>
<tr>
<td>• Have proteins with lunch</td>
</tr>
<tr>
<td>• Eat some protein today</td>
</tr>
<tr>
<td>• Vary your protein routine with beans and peas</td>
</tr>
<tr>
<td>• Have a protein food with another food group</td>
</tr>
<tr>
<td>• Bake, roast, or grill a protein food</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Whole grains</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Start the day with whole grain</td>
</tr>
<tr>
<td>• Snack with whole grain</td>
</tr>
<tr>
<td>• Have whole grain with dinner</td>
</tr>
<tr>
<td>• Have whole grain with lunch</td>
</tr>
<tr>
<td>• Eat some whole grain today</td>
</tr>
<tr>
<td>• Try a new whole grain</td>
</tr>
<tr>
<td>• Have whole grain with another food group</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>JMIR FORMATIVE RESEARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>C Braga et al</td>
</tr>
</tbody>
</table>
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### textbox 2. Questions asked during the focus group discussions.

<table>
<thead>
<tr>
<th><strong>Acceptability</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>What do you think about the dietary goals?</td>
</tr>
<tr>
<td>What do you think about the process of setting dietary goals?</td>
</tr>
<tr>
<td>How does having goals related to food groups help you achieve your personal goals (eg, getting in shape or being healthier)?</td>
</tr>
<tr>
<td>How do you like having team-based goals?</td>
</tr>
<tr>
<td>What do you think about the team-based goals?</td>
</tr>
<tr>
<td>Would you change or improve the way the team-based goals are presented on the home screen?</td>
</tr>
<tr>
<td>On the activity feed, how do you like seeing the combined progress of your team (“A total of 22% of your team has met the goal…”)?</td>
</tr>
<tr>
<td>Do you like how much information can be shared on the activity feed?</td>
</tr>
<tr>
<td>How does FRANI compare with other apps you already used to improve your habits in general, and what you eat specifically?</td>
</tr>
<tr>
<td>How was FRANI’s information relevant for you to understand the basic principles of a healthy diet?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Likability and usability</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>How do you like the tool for taking pictures of your meals?</td>
</tr>
<tr>
<td>How would you change or improve the design of the confirmation screens (the immediate feedback after taking the photo)?</td>
</tr>
<tr>
<td>How do you like the way the feedback on what you ate was provided?</td>
</tr>
<tr>
<td>In general, how do you like the idea of receiving feedback each time right after you logged food?</td>
</tr>
<tr>
<td>How do you like the idea of receiving medals (badges) each time you reach a goal?</td>
</tr>
<tr>
<td>How do you like the design of the medals (badges)?</td>
</tr>
<tr>
<td>How do you like the idea of having daily statistics about what you eat?</td>
</tr>
<tr>
<td>How do you like the way the 3 different scores are presented on the statistics screen?</td>
</tr>
<tr>
<td>Is the progress bar clear?</td>
</tr>
<tr>
<td>Should the layout of that screen be changed or improved?</td>
</tr>
<tr>
<td>Do you like using the app? Why?</td>
</tr>
<tr>
<td>What features do you like best? Why?</td>
</tr>
<tr>
<td>What features do you like least? Why?</td>
</tr>
<tr>
<td>What kind of problems do you see with using the app as it’s currently designed?</td>
</tr>
<tr>
<td>What other features do you miss in this app?</td>
</tr>
<tr>
<td>What kind of benefits do you see resulting from using this app?</td>
</tr>
<tr>
<td>What kind of problems do you see resulting from using this app?</td>
</tr>
</tbody>
</table>

### Ethics Approval

Methods and materials for the FGDs were approved by the institutional review boards of the International Food Policy Research Institute (protocol code 00007490) and Thai Nguyen National Hospital (protocol code 274/ĐĐĐ-BVTWTN). All participants assented to participate, and their parents consented to their participation. The participants were paid $50,000 Vietnamese dongs (US $2.14). All procedures were performed in accordance with the Declaration of Helsinki.

### Results

#### Acceptability of the Individual-Based Goals

#### Acceptability of the Vegetable Goals

Participants generally considered the FRANI dietary goals listed in Textbox 2 achievable and suitable for a variety of people because of numerous alternatives. Respondents were confident that they could eat vegetables every day but not in all meals. All alternatives for vegetable goals are shown in Figure 1C (Multimedia Appendix 1). The goal Eat some vegetables today was considered easy to achieve, whereas Eat vegetable for a snack and Start the day with vegetables were considered hard to achieve. Have a salad with 3 different types of vegetables was seen as part of a Western diet, unsuited for the Vietnamese culture, because they understood a salad to be exclusively...

---
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composed of leafy greens. When informed that root vegetables could be part of the salad group, they suggested the goal of having 2 vegetables, because 3 were an uncommonly high variety of vegetables for 1 meal. A group of participants suggested changing the goal *Have a salad with 3 different types of vegetables for eat n m*, meaning a mix of vegetables in a local dialect, although the term may not be understood in other regions of Vietnam. The goal of *Having a dark green vegetable* was seen as meaningless, because they did not comprehend how the color of food could impact nutrition and had difficulty distinguishing dark green from light green vegetables. There were also concerns about intoxication from pesticide residues in the vegetables.

### Acceptability of the Protein Goals

Respondents were unclear about what constitutes a plant-based protein. The facilitators explained that the objective of the *Vary your protein routine with beans and peas* goal was to facilitate the replacement of animal proteins with plant proteins, for example, with soybeans, peas, or tofu. Some participants held that FRANI should show examples of plant-based proteins to facilitate comprehension; others suggested changing the guidance to *Eat plant-based proteins instead of animal-based protein*. This goal and *Snack with protein* were seen as difficult to achieve, because adolescents mostly eat pastries, cakes, or candies as snacks. The healthfulness of the cooking methods of the goal *Bake, roast, or grill protein-rich foods* divided opinions. Some asked to include an explanation in FRANI about why proteins should be roasted, grilled, or baked. Others proposed boiling, air frying, and steaming, noting that well-known health influencers used these cooking methods.

### Acceptability of the Whole-Grain Goals

Whole grains, including rice, wheat, corn, and others [26], were widely mistaken for packaged breakfast cereals:

> I thought that [whole grain] was a packaged cereal.  
> [FGD 1]

Others thought whole grains were a synonym for unprocessed food or snacks:

> I think that whole grains are foods that have not undergone many preparations and are pre-processed.  
> [FGD 3]

> [A whole grain] is everything that is considered a snack, for example, bread, or milk.  
> [FGD 1]

Most whole-grain goals were either achievable or redundant after the leads explained their meaning. The only exception was the goal *Start the day with a whole grain*, which was perceived as difficult to achieve for those who did not eat breakfast. Participants thought that the goal *Try a new whole grain every day* required too much cooking time and creativity. To avoid misunderstanding, it was suggested that *whole grains* should be renamed.

### The Relationship Among the Dietary, Health, and Fitness Goals

Overall, participants were interested in healthy eating but felt rightly unequipped to make healthy food choices. All participants said that the FRANI should ask for weight and height, medical history, and fitness and health goals. On the basis of this information, personalized, suitable dietary goals that consider both the quality and quantity of food groups should be suggested:

> There must be a complete set of information. It [FRANI] cannot help us with anything if it’s too vague. When people have filled out all the information [weight, height, medical history, and health condition], the app should make personalized suggestions so people can pay attention to what they eat.  
> [FGD 3]

Most participants would only use an app that could help them achieve fitness goals, so there was a high demand for a feature to set goals such as weight gain or loss and building muscle mass. They said that FRANI should suggest what dietary goal users should set to achieve their health and fitness goals and indicate what and how many food groups, nutrients, and calories were missing from each meal:

> The app’s purpose is to promote healthy eating, [...] but I still don’t know [after choosing dietary goals on FRANI] if the way I eat is right or wrong, if it’s nutritionally inappropriate... The app has to give me advice so I can follow it.  
> [FGD 3]

> Choosing goals should not be based on “users’ opinions.”  
> [FGD 4]

Other comments suggested difficulty in deciding among multiple goals, and some said that FRANI should choose their dietary goals. They also stated that FRANI should provide information about what foods are contained within each food group to avoid misunderstanding. FRANI was interpreted as an app better suited for helping with weight gain than weight loss, because receiving rewards for achieving multiple goals was associated with eating more.

### Acceptability of the Team-Based Dietary Goals and Competition

The team-based goals included *eat fruit, eat vegetables, and drink 6 glasses of water*. At the bottom of the home screen, there was a progress bar for active goals, with 1 box for each day of the week (*Figure 1H, Multimedia Appendix 1*). Individual members of a team would have their boxes checked if they met the goal that day. For example, if a user chose to opt in to a team-based goal of having fruits every day, they would be grouped with other users who opted in to the same goal. If the individual user achieved the team goal for that day, they would have the box checked, turning it green, or leave it red if they did not. The participants liked the idea of competing in teams. Some participants suggested adding a search engine to find users by their names, inviting contacts to join FRANI, and receiving friendship suggestions so that they could have friends as teammates.

Some participants were more excited about team-based than individual-based goals, saying that competition could trigger motivation, create connections, and foster social support. They wanted more options for team-based goals, because the team-based goals available were seen as easy to achieve:
The team-based goals are easy to achieve because these are foods that we eat every day and that are essential. [FGD 1]

They would like to see team members individually ranked, with the lowest achievers at the bottom and highest achievers at the top:

Here [home screen] it must have a specific team name, and when I click on the team name, I see what goals people have achieved today and the rankings of the team members below. [FGD 3]

Many claimed that underachievement would make them try harder and that they were not worried about peer pressure.

**Usability and Likability of the Image Capture Camera**

Many participants said that families would support the use of FRANI as long as it helped improve the quality of their diet. However, several challenges were raised. The first perceived usability barrier of the FRANI was the size of the FRANI camera window, which is considered too small to capture images of whole family food trays (Figure 1D, Multimedia Appendix 1), because meals are typically served and eaten communally in Vietnam. Another perceived barrier to usability was the inconvenience for family members in waiting for the process of taking pictures completely before starting to eat their meals. Furthermore, separating what they eat from the rest of the family meal would be seen as disrespectful by most families, especially in the presence of older adults, house guests, and in restaurants:

If there are many people of my family [during mealtime], including the elders, it would be strange for me to separate my food from everyone else. [FGD 3]

An additional usability limitation was that participants did not know how much they ate during the shared family meals:

When eating with others, we share food so it [food consumption attributed by FRANI to user] can’t be accurate. It’s complicated when many people are eating at once. [FGD 3]

Similarly, after taking and uploading photos, they may consume additional servings. Thus, participants requested a wider camera frame and feature to digitally separate what users ate. Finally, participants were concerned about how much the picture could illustrate the food:

There are many things in a sandwich, but the app won’t know all the ingredients unless I take it apart. [FGD 2]

They also talked about the difficulty of taking pictures of foods that come inside packages, such as potato chips. They suggested that FRANI recognizes food packages. They also wanted the ability to upload food pictures to the app after meals to avoid the inconvenience of waiting for other family members or in case there was no internet access. They would prefer to log the same picture for multiple similar meals to save time and phone memory.

**Likability of the Feedback, Including Notifications, Badges, and Statistics**

Participants said they would like FRANI to give immediate feedback on the quantity and quality of foods eaten, including indications on which foods are unhealthy so as to help them make healthier choices for their next meal:

It [FRANI] should provide an immediate response so that I can learn from the previous experience for the next meal. [FGD 4]

Some said they would rather receive a brief notification reminding them what they still have to eat to achieve individual-based dietary goals, than to get a daily report at night with a summary of what was eaten. They said that FRANI should also notify users about dietary goals that were not met at the end of each day and remind them to take pictures at the time of their meals. Others would like to choose the time of day to receive notifications.

Badges, or visual representations of individual- and team-based dietary goal achievements (Figure 1E, Multimedia Appendix 1), are a form of feedback that can be shared with FRANI friends on an activity screen (Figure 1F, Multimedia Appendix 1). The badge system ranges from bronze to silver to gold and streak badges praise for high dietary diversity multiple days in a row. They liked the badge system but preferred to receive only one badge per day:

I think there should only be one badge a day. This means that if you accomplished all three goals very well, you’ll get a gold badge, if you did not do too well [...] you would get a silver badge. If you didn’t accomplish any goals, you will not get a badge. [FGD 3]

Participants liked the fact that friends could react (send hearts) when they shared their badges in the feed and agreed that comments should not be allowed to avoid cyberbullying (Figure 1F, Multimedia Appendix 1).

Participants were also presented with statistics on food intake using simple charts designed to minimize cognitive load [27]. Most participants understood the 3 different dietary scores calculated by the FRANI prototype, as explained in Multimedia Appendix 2 [28,29]. Participants liked daily statistics on dietary scores for individual goals (Figure 1I, Multimedia Appendix 1). They suggested diagrams to show if users met goals, including how much was eaten from each food item and how much they would still need to eat to achieve the goals. They would like to have a history of daily statistics permanently saved in the FRANI.

**Likability of the Graphic Design**

Participants wanted the graphic design of the FRANI prototype to be more colorful and the icons to be brighter. The graphic design of the badges was considered unattractive (Figure 1E and 1G, Multimedia Appendix 1). Any food logged by participants during the FGDs showed a watermelon icon as a badge (Figure 1G, Multimedia Appendix 1); therefore, they thought the FRANI prototype did not recognize the foods correctly. This was not a recognition mistake but an unclear
graphic design. They suggested that each food item should have its own differentiated badge. They also stated that graphic design should be more intuitive. The plus (+) icon used to take pictures on the home screen (Figure 1A, Multimedia Appendix 1) should be replaced by a camera icon.

Discussion

Principal Findings

This formative study investigated the acceptability, usability, and likability of an AI-based, gamified mobile phone app prototype to track and improve the nutritional quality of food choices of adolescent girls in Vietnam. The FRANI prototype was designed to self-monitor and influence food choices by considering the capabilities of and opportunities for potential users [30]. We included game elements, such as setting dietary goals and giving feedback on performance, including a badge system, notifications, and statistics, to motivate app use [31-35]. We also added elements of social media, such as sharing information with other users, a newsfeed, and the possibility to react positively to what others posted [34]. Participants of the 4 FGDs provided feedback on the app prototype, informing platform designers of their expectations [36].

Acceptability of the Individual-Based Goals

Most participants had previously tried using various nutrition and health apps to track physical activity, diet, and health. However, they deleted these apps within a few weeks after downloading, owing to excessive battery consumption (ie, for counting steps) and time spent to complete the required tasks (ie, for logging food consumption). Adolescents preferred apps focused on behavior changes that would help them achieve immediate, potentially unhealthy fitness goals (ie, losing weight quickly) rather than focusing on health benefits (ie, improving dietary diversity). This is in line with the idea of young invincibles described in the literature: adolescents tend to make unhealthy food choices because of their low likelihood of developing diseases at their life stage [37]. The FRANI was carefully designed to avoid reinforcing this tendency. We opted to inspire continued use of the app by reinforcing the comprehension of the goals [34] and by increasing the saliency of healthy food choices.

Participants accepted most of the FRANI dietary goals related to vegetable, protein, and whole-grain consumption. The dietary goals that were not understood had their language changed in the updated version of the FRANI (Figure 2, Multimedia Appendix 3). Some participants preferred FRANI to assign goals based on medical history and anthropometric characteristics, instead of choosing dietary goals themselves. This is because they rightly did not feel knowledgeable about nutrition to make choices that would optimize health and fitness. Despite their lack of confidence in setting appropriate dietary goals, FRANI was designed with the expectation that achieving the goal set would improve dietary quality, as long as the dietary goals are changed daily, and goals are achieved [18]. Furthermore, the advantages of fostering habit formation by setting specific goals [38] could be undermined by automatizing this process. Therefore, the updated version of the FRANI does not suggest dietary goals for users. This was an example of incongruency between what users said they wanted and research objectives and theory, a problem that has been previously described in the literature [39].

Following the participants’ suggestions, the updated version of FRANI’s image recognition software estimated the weight of foods and beverages and provided feedback on quantities. However, goal setting was purely qualitative because maintaining simplicity may be important to the user’s experience. The updated version of the FRANI also includes information pages with infographics and detailed explanations for food groups, goals, scores, and health implications of achieving goals. The incorporation of user goals and expectations should lead to higher motivation to use this technology and more effective future digital interventions [40,41].
**Figure 2.** Examples of the Food Recognition Assistance and Nudging Insights (FRANI) wireframes after changes based on feedback from the focus groups participants. (A) Home screen, which represents the individual- and team-based scores with brighter colors and the right denominators for the Dietary Diversity Score (DDS) and Sustainable Healthy Diet Score (SHDS). (B) Three of the food groups for which users will be able to choose goals (they can also choose goals for dairy and meat when scrolling down). (C) Wider camera frame. (D) Slide bars to digitally indicate how much users ate from foods recognized. (E) The confirmation screen with a bronze badge. (F) Completed goals, badges, and quantities. (G) Activity screen. (H) Individual-based badges. (I) Team-based badges with 1 design for each type of food. (J) The FRANI daily report sent at night for users so they can include complete or correct information uploaded throughout the day. There are English and Vietnamese options for FRANI.

Acceptability of Team-Based Dietary Goals and Competition

Team-based challenges were widely accepted, as they were seen as a means of self-improvement driven by competition. Participants suggested a form of within-team competition: FRANI should show individual achievement information to all team members and rank them accordingly. However, the updated version does not do so, because we want to avoid excessive peer pressure, given that changes in the brain and increased testosterone during this life stage have been associated with a greater sensitivity to social evaluation and influence [42].

Usability and Likability of the Camera

The updated version of FRANI has a wider camera frame that fits the whole family food tray and has a function to digitally separate the food portions eaten by users from the rest of the family meal. Concerning the difficulty of capturing the multiple ingredients of foods (e.g., a sandwich) and foods inside packages, FRANI now also recognizes images of packages, and it is possible to manually log the ingredients that were not captured.
by AI technology from the picture. The manual log-in of ingredients is not only more time consuming than taking pictures of foods but also increases the overall accuracy of the app.

**Likability of the Feedback, Including Notifications, Badges, and Statistics**

FRANI provides personally relevant feedback using credible nutrition information in the form of notifications, badges, and statistics. Participants demonstrated extensive interest in receiving personalized feedback from FRANI, which is important to keep users motivated and engaged [40,43], and it works better than *one size fits all* feedback [41,44]. Receiving feedback has been shown to have the potential to break undesired habits [45,46]. However, some adolescents wanted to receive negative feedback when recording unhealthy food.

In accordance with the desire of participants, the updated version of FRANI sends *just-in-time* notifications reminding users to take pictures at breakfast and lunchtime, which can lead to behavior change [47-49] and habit formation [50]. Notifications can now be turned on and off, but it is not yet possible to choose the time of the day and length of the notifications received. We chose not to send feedback disapproving unhealthy food choices or suggesting substitution for healthy foods, because it can be counterproductive and encourage unhealthy food consumption [51]. Adolescents are also particularly prone to eating disorders [52,53]; therefore, we tried to minimize the stress generated by negative feedback.

Study participants saw badges as an effective way to support behavior change, but the effects of badges, although promising, have not yet been teased out from other incentives in the nutrition behavior literature [31]. Using badges as rewards can be effective in encouraging positive responses, such as supporting desirable studying practices [33], increasing participation and engagement in schooling [54], supporting professional development [55], and stimulating voluntary contributions in web-based communities [56]. The participants were interested in self-monitoring through daily statistics and suggested that the FRANI should save historical dietary data. The updated version of the FRANI displays the dietary records.

**Likability of the Graphic Design**

In line with the ground theory, participants showed a preference for a simple interface with an appealing design [18,57-59]. The extent of the engagement benefits of eHealth and mobile health depends on the appropriate design that should be persuasive and personally relevant [60]. The updated interface was simple and visually appealing. The badges sent to praise achievements related to any food group during the FGDs had a watermelon design, which was confusing for the participants. The updated version of FRANI has badges with distinctive designs for accomplishments based on each food group (Figure 3).

Figure 3. Design of new badges based on remarks from the focus group discussions. Colors are brighter than in previous badge versions, food groups have different badges, and users are leveled up from bronze to silver to gold depending on what they achieved.

**Strengths and Limitations**

The main strength of this study was the in-depth qualitative assessment of the FRANI prototype. Although this assessment was based on the presentation of the prototype during the FGDs and not on real user experience, the process we describe herein can help other researchers build acceptable, usable, and likable tools for interventions. This may increase participation and adherence to future studies. As our study had a small sample size from a limited geographic location, the findings cannot be generalized to other countries, cultures, genders, and age groups.

**Conclusions**

Participants accepted FRANI and deemed it usable and likable conditionally on the following modifications: (1) tailored feedback based on users’ medical history, anthropometric characteristics, and fitness goals; (2) new language on dietary goals; (3) provision of information about each of the food group’s dietary goals; (4) wider camera frame to fit the whole...
family food tray, as meals are shared in Vietnam; (5) possibility of digitally separating food consumption on shared meals; and (6) more appealing graphic design, including unique badge designs for each food group.

The findings on FGDs served as a guide to improve the FRANI prototype, which may also help other researchers design tools for different interventions. The acceptability, usability, and likability of the new version of FRANI, along with an assessment of the effects of using FRANI to improve food choices and dietary quality, will be quantitatively examined in a randomized controlled pilot study. To the best of our knowledge, FRANI is the first AI-based gamified self-monitoring app focused on improving the diets of adolescents in low- and middle-income countries. If successful, this tool will help to improve female adolescents’ diets and will make high-frequency data collection on food consumption possible, minimize errors, decrease long-term research costs, and help fill the gap in adolescents’ food consumption data collection [61].
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Abstract

Background: Alcohol use and sexual assault are common on college campuses in the United States, and the rates of occurrence differ based on gender identity and sexual orientation.

Objective: We aimed to provide an assessment of the usability and preliminary outcomes of Positive Change (+Change), a program that provides integrated personalized feedback to target alcohol use, sexual assault victimization, sexual assault perpetration, and bystander intervention among cisgender heterosexual men, cisgender heterosexual women, and sexual minority men and women.

Methods: Participants included 24 undergraduate students from a large university in the Southwestern United States aged between 18 and 25 years who engaged in heavy episodic drinking in the past month. All procedures were conducted on the web, and participants completed a baseline survey, +Change, and a follow-up survey immediately after completing +Change.

Results: Our findings indicated that +Change was acceptable and usable among all participants, despite gender identity or sexual orientation. Furthermore, there were preliminary outcomes indicating the benefit for efficacy testing of +Change.

Conclusions: Importantly, +Change is the first program to target alcohol use, sexual assault victimization, sexual assault perpetration, and bystander intervention within the same program and to provide personalized content based on gender identity and sexual orientation.

Trial Registration: ClinicalTrials.gov NCT04089137; https://clinicaltrials.gov/ct2/show/NCT04089137

(KEYWORDS sexual assault prevention; alcohol; college students; sexual and gender minorities
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Introduction

Background
Alcohol use and sexual assault are widespread problems on college campuses in the United States [1,2], and the rates of occurrence differ based on gender identity and sexual orientation [3,4]. A total of 52.5% of college students used alcohol in the past month, and 33% engaged in heavy episodic drinking (>4 drinks for females and >5 drinks for males in <2 hours) [1,5]. Individuals who identify as a sexual or gender minority (Lesbian, gay, bisexual, trans, queer or questioning [LGBTQ]) engage in alcohol misuse at higher rates than their heterosexual and cisgender counterparts [3]. Similarly, sexual assault is common among college students, with students who identify as cisgender heterosexual women and LGBTQ both experiencing the highest rates of sexual assault [4]. Despite alcohol interfering with sexual assault victimization risk perception, sexual assault victimization resistance [6] and bystander behavior [7], as well as increasing the risk for sexual assault perpetration [8], no intervention has targeted alcohol use and sexual assault victimization, perpetration, and bystander intervention in a single intervention. This is problematic, given that sexual assault is a multifaceted issue, and providing prevention for one component of sexual assault (victimization, perpetration, or bystander intervention) cannot address the full scope of sexual assault. Furthermore, providing one prevention component to men (ie, perpetration prevention) may send the message that men are not victims of assault or that it is not necessary to address all 3 components. Targeting multiple, related health issues, such as alcohol and sexual assault, is more effective than targeting them separately [9,10]. Furthermore, no program has provided tailored feedback for cisgender heterosexual men, cisgender heterosexual women, and LGBTQ students, despite their differential risk and differential risk factors. Therefore, this study presents the usability of a novel social norms–based intervention, Positive Change (+Change), which targets alcohol and sexual assault (victimization, perpetration, and bystander intervention) and is tailored based on gender identity and sexual orientation.

Alcohol Use and Sexual Assault Among LGBTQ Individuals
Individuals who identify as LGBTQ are not a homogeneous group, and the drinking patterns of the LGBTQ community are, on average, equal to or greater than their cisgender heterosexual peers [11-15]. For example, one national study in the United States found that individuals who identify as lesbian or bisexual women and gay or bisexual men were 3.81 and 1.76 times more likely, respectively, to engage in high-intensity drinking (>12 drinks in a single drinking episode), compared with those who identify as heterosexual [3]. Another study indicated that women who identify as lesbian and bisexual were 10.7 times more likely to drink compared with women who identify as heterosexual [16]. This discrepancy in drinking behavior has been replicated in college students who identify as LGBTQ [14,17]. Drinking to cope with minority stress [18,19] and social norms of bar culture among individuals who identify as LGBTQ may explain the disparities in alcohol use among LGBTQ men and women [12,13,20]. According to the minority stress model [18,19], individuals who identify as LGBTQ experience daily heterosexist and transphobic aggressions and microaggressions that cause compounded stress over time. According to the negative reinforcement model, alcohol can be used to cope with stress. Therefore, drinking to cope with minority stress and LGBTQ-specific drinking norms are essential to address in interventions targeting alcohol use for LGBTQ individuals.

Lifetime rates of sexual assault victimization among LGBTQ individuals are higher than their cisgender heterosexual counterparts, with 63% of LGBTQ individuals experiencing sexual assault victimization [21]. Lesbian and bisexual women experience sexual assault victimization at higher rates and experience more mental health symptoms after sexual assault victimization, including higher rates of posttraumatic stress disorder and depression [22,23] compared with their heterosexual counterparts. Gay and bisexual men have also reported high rates of sexual assault victimization. A recent study found that 67% of gay and bisexual men reported an adult sexual assault victimization experience, and 67% of those sexual assaults involved alcohol [24]. This rate of sexual assault victimization is higher than that when examining national data sets of men in the United States. For example, the National Intimate Partner and Sexual Violence Survey found that 24.8% of men experienced sexual assault victimization in their lifetime [25]. LGBTQ populations may be uniquely targeted for sexual assault because of heterosexism. Furthermore, perceived normative behaviors related to resisting sexual assault may differ based on gender and sexual orientation. For example, as LGBTQ populations are disproportionately targeted for violence, they may believe that their peers would not support them if they used active resistance strategies when targeted for sexual assault. Little is known about bystander behaviors among students who identify as LGBTQ, but it is anticipated that there may be unique barriers to engaging in bystander intervention as a member of the LGBTQ community, mostly because LGBTQ populations are disproportionately targeted for violence.

Despite the heightened risk for heavy episodic drinking and sexual assault victimization [24,26-29], men and women who identify as LGBTQ are often overlooked in heavy episodic drinking and sexual assault prevention programs. One exception is an assessment of an in-person bystander intervention, Green Dot, which has been tested in high schools, and secondary data analyses examined whether the program was effective for individuals who identified as a sexual minority [30]. This program was not specifically adapted to the unique needs of LGBTQ students; however, it was found that there were reductions in victimization and perpetration among heterosexual youth but not sexual minority youth. Therefore, it is essential to adapt interventions made to prevent sexual assault to LGBTQ populations. Furthermore, it is essential to address this large gap by including alcohol use and sexual assault victimization risk reduction content specific to students who identify as LGBTQ and this study presents an initial step toward this needed effort.
Integrated Personalized Normative Feedback Interventions

The National Institute on Alcohol Abuse and Alcoholism Alcohol Intervention Matrix [31] recommends both personalized normative feedback and skills training as evidence-based interventions with low cost, high effectiveness, and high reach potential. Personalized normative feedback interventions target perceptions of normative drinking, which is the strongest predictor of alcohol use [32,33]. Specifically, personalized normative feedback interventions correct misperceptions of peer alcohol use by comparing one’s own use with actual peer use as well as comparing one’s perceptions of peer use with actual peer use. In a systematic review, 64% (25/39) of the trials found support for descriptive drinking norms as a mechanism of change in alcohol use interventions [34]. However, current approaches do not account for the unique drinking patterns of cisgender heterosexual women, cisgender heterosexual men, and LGBTQ men and women.

Social norms approaches for prevention allow for the prevention of cross-cutting behavior in an integrated manner as targeting social norms for multiple risk behaviors can be done within one theoretical framework. Furthermore, given that alcohol is associated with an increased risk for sexual assault victimization and perpetration and a decreased likelihood of engaging in a potential sexual assault situation as a bystander [7,8,35], it is essential to target alcohol use, sexual assault victimization, perpetration, and bystander intervention within 1 integrated program. This study included preliminary testing of Positive Change (+Change), a multipronged personalized normative feedback intervention targeting alcohol use and sexual assault (victimization, perpetration, and bystander intervention) within 1 prevention program.

Sexual assault is still widely prevalent, and prevention efforts have not resulted in 0 perpetration rates; thus, feminist scholars emphasize harm reduction behaviors to reduce sexual assault risk while still placing the responsibility of the sexual assault solely with the perpetrator [36,37]. Theoretical models for sexual assault victimization risk prediction focus on providing skills for sexual assault risk perception and empowerment to resist sexual assault [37,38]. As social and psychological barriers can interfere with using active sexual assault resistance strategies, a social norms approach can be used to correct misperceptions of peer disapproval of using active resistance strategies [9]. Similarly, perpetration prevention can use a social norms approach [39,40] by targeting perceptions of peer rape supportive attitudes, beliefs, and behaviors that foster sexual assault perpetration [41]. This approach can also be used to target bystander intervention behaviors. Bystander intervention training encourages bystanders to engage in interventions when witnessing potential sexual assault situations. These programs are based heavily on the Social Norms Theory, as sexual assault perpetrators overestimate supportive peer attitudes toward sexual assault [42]. A recent meta-analysis of sexual assault bystander programs indicated that students who participated in these programs engaged in more bystander behaviors and had more prosocial attitudes, compared with those who did not [42]. Thus, a social norms approach combined with skills training can be a useful approach to address alcohol use and sexual assault prevention (victimization, perpetration, and bystander intervention) within 1 multipronged, comprehensive program.

Researchers have integrated sexual assault victimization risk, perpetration, and bystander intervention programs as a multipronged approach to prevent sexual assault on college campuses [43]; however, this integrated approach has not yet been implemented or tested. Furthermore, no program to date has targeted sexual assault prevention using this multipronged approach with integrated alcohol content. There are several advantages to addressing the needs of all college students within 1 program. First, it is costly for universities and time-consuming for students to provide 4 separate prevention programs. Second, excluding LGBTQ students from prevention programming is a form of heterosexism and may contribute to the continuing higher rates of alcohol and sexual assault among this population. Third, integrated intervention programming is more effective than providing separate interventions for related health behaviors [9].

This Study

This study assessed the usability and acceptability of +Change, a multipronged program targeting alcohol misuse, sexual assault victimization risk, sexual assault perpetration, and bystander intervention among cisgender heterosexual men, cisgender heterosexual women, and LGBTQ men and women. It was hypothesized that +Change would have high usability and acceptability ratings. Furthermore, although the study was not powered or designed to detect differences in outcomes related to indicators of alcohol use, sexual assault victimization, sexual assault perpetration, and bystander intervention, these indicators were examined to determine whether there was a decrease in alcohol use risk and sexual assault risk after +Change.

Methods

Participants

A total of 30 participants consented to and were enrolled in the study, and 24 (80%) participants fully viewed the content and postintervention questionnaire and were included in the analyses for this manuscript. The final sample included 24 undergraduate students aged between 18 and 25 years who engaged in heavy episodic drinking in the past month. Participants were recruited from a large university in the Southwestern United States.

Measures

Demographics

Participants completed items assessing age, race or ethnicity identity, year in college, and relationship status.

Gender Identity and Sexual Orientation

To assess gender identity, participants were asked the following question: “Understanding gender identity can be complex, which one category best describes your gender identity now?” Prior research has validated the use of this item to assess gender identity [44]. Responses included the following options: (1) female, (2) male, (3) transgender (female-to-male), (4) transgender (male-to-female), and (5) other. To assess sexual orientation, participants responded to the following question:
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“Understanding that sexual identity can be complex, which one category best describes your sexual identity now?” This item has been used in previous research among sexual minority individuals [45]. Response options included the following: (1) lesbian, (2) gay, (3) bisexual, (4) queer, (5) two-spirit, (6) straight or heterosexual, (7) questioning, (8) other, and (9) prefer not to answer. Participants responding that they identified as male and straight were placed into the cisgender heterosexual male group. Participants who responded that they were female and straight were placed in the cisgender heterosexual female group. Finally, participants who responded that their sexual orientation was any response other than straight or heterosexual or that their gender was anything other than male or female were labeled in this study as LGBTQ (no participants in the sample identified as transgender or other).

Usability and Acceptability

Participants were asked 2 questions about intervention helpfulness for themselves (“How helpful did you find the intervention content?”) and their peers (“How helpful do you think the intervention content would be for students at [your university]?”) and one question about how distressed they were by the intervention (“How distressing did you find the intervention content?”). Participants rated these items on a scale from 1 (very unhelpful or not at all distressing) to 7 (very helpful or very distressing). Participants also responded to 2 instruments assessing the intervention’s usability and functionality. To assess usability, participants responded to the Post-Study System Usability Questionnaire [46]. This 18-item instrument uses a Likert-type scale with response options ranging from 1 (strongly disagree) to 7 (strongly agree), where participants indicated their agreement with items such as “it was comfortable using this web-based intervention” and “it was easy to find the information I needed.” The Post-Study System Usability Questionnaire includes subscale scores assessing system usefulness, information quality, and interface quality.

Alcohol Use

The Daily Drinking Questionnaire [47] was used to assess participants’ alcohol consumption during a typical week. Participants were asked how many standard drinks they typically consume on each day of the week and then queried on the amount of time (ie, in hours) they typically consume that amount of alcohol. The Drinking Norms Rating Form [48] was used to assess normative perceptions of alcohol use among peers. This instrument assessed the perceived amount to which other students at their university in a particular group consume alcohol during a specific time frame for each day of the typical week. The peer groups assessed in this study included cisgender heterosexual women, cisgender heterosexual men, and LGBTQ, intersex, and asexual (LGBTQIA+) students at their university. The Injunctive Drinking Behaviors Scale [49] is a 15-item scale that was used to assess injunctive norms regarding the acceptability of drinking-related behaviors. Example items include rating how acceptable the typical student thinks it is to “drink shots” or to “drink alcohol every weekend.” Participants responded using a Likert-type scale, where they rated each behavior from 1 (unacceptable) to 7 (acceptable), with higher scores indicating increased levels of acceptability for each behavior. The contemplation ladder [50] assesses stages of change for alcohol use on a 0 (I have no thoughts of changing my drinking now) to 10 (I’m taking action to change [ie, cutting down]) scale.

Sexual Assault Victimization Risk

To assess the perceived risk of sexual assault victimization while intoxicated, participants were asked how likely they would be incapacitated by alcohol while engaging in unwanted sex. Participants responded using a 7-point Likert-type scale, with response options ranging from 1 (very unlikely) to 7 (very likely). Participants were also asked to estimate the percentage (0 to 100) of each group (cisgender heterosexual men, cisgender heterosexual women, and LGBTQIA+ students at their university) who have experienced sexual assault victimization since entering college.

Sexual Assault Perpetration Risk

The Stages of Change Scale [51-53] assessed the participants’ perceptions of sexual assault prevention efforts on campus. This instrument contains 8 items such as “I don’t think sexual assault is a big problem on campus” and “I am actively involved in projects to deal with sexual assault on campus.” The response options ranged from 1 (strongly disagree) to 4 (strongly agree), with higher scores indicating greater agreement with each item. The Illinois Rape Myth Acceptance Scale [54] was used to accept participant endorsement of 8 common rape myths on a Likert-type scale, with response options ranging from 1 (strongly disagree) to 4 (strongly agree), with high scores indicating greater agreement for each item. To assess the perceived risk for sexual assault perpetration, participants were asked how likely they would be to ask for verbal consent during sexual activity while drinking. To estimate the percentage of false reports at their university, participants were asked “What percent of sexual assaults are falsely reported at [your university]?”. Participants were also asked how likely they would be to decide not to engage in sexual activity with someone who is drunk on a 6-point Likert-type scale, with response options ranging from 1 (not at all likely) to 6 (very likely).

Bystander Intervention

The Bystander Efficacy Scale [53] assessed participants’ confidence in performing prosocial behaviors related to the prevention of sexual violence. Specifically, the Bystander Efficacy Scale is an 18-item measure, which contains items where participants rate their confidence in performing behaviors such as “ask a friend/stranger if they need to be walked home from a party” and “speak up to someone who is making excuses for forcing someone to have sex with them.” Participants rated each of the 18 behaviors on a 0% (can’t do) to 100% (very certain) scale as to their confidence in performing the corresponding behavior, with high scores indicating greater levels of confidence.

Procedure

Participants aged 18 to 25 years, who engaged in heavy episodic drinking in the past month, were recruited from a large university in the Southwestern United States using a random sample of students from the registrar by email. From a list of over 6000 students, 468 (7.8%) prospective participants were
randomly selected to receive an email inviting them to participate in this study. Of those 468 invited to participate in the screening survey, 41 (88%) participants were eligible, and 30 (6.4%) participants were enrolled in the open pilot trial. Of these 30 participants, 24 (80%) completed the study procedures. The participants were capped to ensure equal recruitment of cisgender heterosexual women, cisgender heterosexual men, and LGBTQIA+ students. Participants completed consent procedures, a baseline survey, a social norms–based personalized feedback intervention (+Change), and a postintervention survey. All study procedures were performed on the web. They were compensated with US $25 for their participation.

**Ethics Approval**

All study procedures were approved by the Georgia State University’s institutional review board (H2006) and participants consented to all study procedures before participating in the study.

**+Change Program Content**

+Change included content from an integrated alcohol and sexual assault risk reduction program for women [9] and a web-based adaptation of a brief motivational interviewing personalized feedback protocol integrated with the men’s workshop for sexual assault perpetration and bystander intervention for men [41,55]. Given that the previous interventions included separate content for men and women and did not address the needs of LGBTQ men and women, new content was created for men’s victimization risk, women’s perpetration risk, and women’s bystander intervention skills training. Furthermore, content was created for the LGBTQ students. The intervention content underwent a rigorous process of intervention development where mockups were provided to college students (equal numbers of cisgender heterosexual men, cisgender heterosexual women, and sexual or gender minorities) and administrators for extensive feedback in interviews and focus groups, and iterative changes were made based on the feedback.

Participants received personalized feedback based on their answers to the baseline survey compared with a larger sample of college students at their university. Feedback was tailored by gender and sexual orientation (cisgender heterosexual men, cisgender heterosexual women, and LGBTQ individuals).

+Change targeted heavy episodic drinking and sexual assault by integrating existing, theoretically driven [9,56-58], and evidence-based prevention initiatives delivered via a web-based platform: (1) social norms approach to reduce or prevent alcohol misuse, (2) programming to reduce sexual assault perpetration, (3) bystander intervention to all students tailored by gender and sexual orientation, and (4) sexual assault risk reduction programming tailored by gender and sexual orientation (Multimedia Appendix 1 [9,56-58]).

**Analytic Plan**

Independent 2-tailed $t$ tests were used to examine preintervention and postintervention differences. Given the small sample size, we examined both the trends ($P<.10$ and $P>.05$) and significance ($P<.05$). Separate $t$ tests were conducted for variables in the full sample and for each group examined (cisgender heterosexual men, cisgender heterosexual women, and sexual minority men and women).

**Results**

**Demographics**

Of the 24 participants, 8 (33%) identified as cisgender heterosexual men, 9 (38%) as cisgender heterosexual women, and 7 (29%) as LGBTQ (1 [4%] identified as gay, 4 [17%] as bisexual, 1 [4%] as queer, and 1 [4%] as questioning). Of the 7 participants who identified as LGBTQ, 6 (86%) identified as female and 1 (14%) identified as male. The mean age of participants was 19.63 (SD 0.97) years, and most were in their second year of school. Most participants identified as White (16/24, 59%), non-Hispanic, or non-Latinx (15/24, 63%), and reported being in a long-term monogamous relationship lasting at least 6 months (10/24, 42%). Participants reported engaging in 2.08 (SD 2.04) episodes of heavy episodic drinking (≥4 drinks for individuals assigned female at birth; ≥5 drinks for individuals assigned male at birth) per month on average. Furthermore, participants reported drinking 4.75 (SD 4.87) drinks per week on average. Sample characteristics are presented in Table 1. Of the 30 initially enrolled, 2 (7%) cisgender heterosexual men, 1 (3%) cisgender heterosexual women, and 3 (10%) LGBTQ participants did not fully complete the study procedures and were excluded from the analyses.
Table 1. Demographic characteristics of participants in open pilot.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Cisgender heterosexual men (n=8)</th>
<th>Cisgender heterosexual women (n=9)</th>
<th>LGBTQ\textsuperscript{a} individuals (n=7)</th>
<th>Total sample (N=24)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Racial identity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (29)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Black</td>
<td>1 (13)</td>
<td>0 (0)</td>
<td>1 (14)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>White</td>
<td>7 (87)</td>
<td>7 (78)</td>
<td>2 (29)</td>
<td>16 (67)</td>
</tr>
<tr>
<td>Multiracial</td>
<td>0 (0)</td>
<td>2 (22)</td>
<td>1 (14)</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (14)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latinx</td>
<td>1 (13)</td>
<td>4 (44)</td>
<td>3 (43)</td>
<td>8 (33)</td>
</tr>
<tr>
<td>Non-Hispanic or non-Latinx</td>
<td>7 (88)</td>
<td>5 (56)</td>
<td>3 (43)</td>
<td>15 (63)</td>
</tr>
<tr>
<td>In sorority or fraternity</td>
<td>1 (13)</td>
<td>1 (11)</td>
<td>0 (0)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Relationship status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not dating</td>
<td>3 (38)</td>
<td>2 (22)</td>
<td>0 (0)</td>
<td>5 (21)</td>
</tr>
<tr>
<td>Casually dating</td>
<td>2 (25)</td>
<td>2 (22)</td>
<td>5 (71)</td>
<td>9 (38)</td>
</tr>
<tr>
<td>Involved in a long-term monogamous relationship</td>
<td>3 (38)</td>
<td>5 (56)</td>
<td>2 (29)</td>
<td>10 (42)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>19.88 (1.13)</td>
<td>19.78 (0.97)</td>
<td>19.14 (0.69)</td>
<td>19.63 (0.97)</td>
</tr>
<tr>
<td>Years in college, mean (SD)</td>
<td>1.75 (0.87)</td>
<td>1.78 (0.97)</td>
<td>1.49 (0.79)</td>
<td>1.67 (0.87)</td>
</tr>
<tr>
<td>Heavy episodic drinking days per month, mean (SD)</td>
<td>3.00 (3.30)</td>
<td>1.56 (0.73)</td>
<td>1.71 (0.95)</td>
<td>2.08 (2.04)</td>
</tr>
<tr>
<td>Drinks per week, mean (SD)</td>
<td>7.12 (5.94)</td>
<td>3.77 (4.76)</td>
<td>3.28 (2.87)</td>
<td>4.75 (4.87)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}LGBTQ: lesbian, gay, bisexual, trans, queer or questioning.

Usability and Acceptability of +Change

On average, participants took 17.52 (SD 11.75) minutes to complete +Change. Overall, the participants were satisfied with the information quality (mean 5.52, SD 1.19), interface quality (mean 5.98, SD 1.05), and system usefulness (mean 5.74, SD 1.05) of +Change. In terms of +Change’s helpfulness, participants reported they found the intervention content helpful (mean 5.22, SD 1.51) and believed their peers would as well (mean 5.17, SD 1.47).

Alcohol Misuse

Results of \( t \) test analyses indicated that participants reported significant pre-post decreases in drinking norms, but did not report significant pre-post differences in injunctive drinking norms or in stages of change (Table 2).
Results of the \( t \) test analyses indicated that there was no significant pre-post difference in participants’ estimations of the risk of experiencing incapacitated sexual assault victimization themselves while in college (Table 2). However, all participants significantly increased their estimation of how many LGBTQIA+ students had experienced sexual assault since entering college significantly after \( +Change \) (Table 2).

### Sexual Assault Perpetration Risk

Results of the \( t \) test analyses indicated that after \( +Change \), participants were significantly more aware of the problem of sexual assault on their campus (ie, less precontemplative) and many participants significantly increased their estimation of how
had greater intentions to make changes to prevent sexual assault perpetration (ie, more contemplative: Table 2). Participants reported significant reductions in pre-post rape myths and increases in deciding not to have sex with someone who was drunk (Table 2). In relation to false reports, participants at baseline estimated that, on average, 15.76% (SD 17.83%) of sexual assaults at their university were false reports. After participating in +Change, participants estimated that, on average, 7.94% (SD 7.39%) of sexual assaults at their university were false reports. This decrease in estimated false reports was a trend that did not reach significance (P=.052).

**Bystander Intentions**

Results of the t test analyses indicated that participants reported a significant preintervention to postintervention increase in the likelihood to intervene when witnessing sexual assault and nonsignificant increases in bystander efficacy following +Change (Table 2).

**Discussion**

**Overview**

This is the first program to provide personalized normative feedback to students who identify as LGBTQ and integrate multiple components of alcohol-related sexual assault prevention including victimization risk reduction, perpetration prevention, and bystander intervention training. Although a larger clinical trial to examine +Change’s efficacy is needed, these findings provide initial evidence that a comprehensive alcohol and sexual assault prevention program can be used among college students of varied genders and sexual orientations. Given the high rates of alcohol use and sexual assault among women and LGBTQ individuals, the rates of men as victims, and differences in perpetration rates, tailored content based on gender and sexual orientation are needed to move the prevention field forward.

**Principal Findings**

The results supported the usability and acceptability hypotheses such that +Change had high usability and acceptability ratings among cisgender heterosexual women, cisgender heterosexual men, and LGBTQ college students. Furthermore, despite the relatively low power to test for significant differences, there were some significant initial indicators suggesting that +Change may be helpful.

The findings from this study suggest that +Change may be an acceptable strategy to target alcohol and sexual assault among cisgender heterosexual men, cisgender heterosexual women, and LGBTQ college students. Overall, participants rated +Change to be acceptable across several usability domains including information quality, interface quality, and system usefulness. Furthermore, participants indicated that +Change was helpful for themselves and believed it would be helpful for their peers. This may be because of the brief duration of the prevention program and the user-friendly format of the web-based personalized feedback intervention.

There was a significant decrease in descriptive drinking norms after participating in +Change. Although differences between cisgender heterosexual men, cisgender heterosexual women, and LGBTQ individuals were not examined because of the small sample size, mean values suggest that the largest changes may have occurred within cisgender heterosexual men and cisgender heterosexual women. Although there were no significant changes in injunctive drinking norms or in stages of change in drinking, an examination of the means before and after +Change suggests that there were small changes in the direction toward lower injunctive drinking norms and higher motivations for change. These findings are similar to other social norms interventions targeting drinking among college students [34] and suggest that targeting descriptive drinking norms is a viable strategy when targeting both alcohol and sexual assault among college students.

There were significant increases in the awareness of sexual assault victimization risk among LGBTQ students during college. Specifically, participants estimated that more LGBTQ students experienced sexual assault during college at their university after +Change than before +Change. This is an important finding because awareness of sexual assault perpetrated against LGBTQ students could encourage bystander intervention behavior if a potential sexual assault is witnessed against an LGBTQ peer. This is also important because 17 years is the median age at which LGBTQ individuals begin to identify as LGBTQ (Pew Research Center [59]). Therefore, although individuals are identified as cisgender and heterosexual at the time of the intervention, their identity may change later in life. There was also a similar nonsignificant trend among female students. Although group comparisons were not assessed, an examination of the means suggested that LGBTQ students estimated that all college students experienced sexual assault during college more than other groups. This may be because LGBTQ students themselves have higher rates of sexual assault [21] and therefore, may be more aware of the risk for all college students. Nonetheless, the findings suggest that providing current rates of risk based on gender identity and sexual orientation can change one’s perceived risk of experiencing sexual assault on a particular college campus.

Importantly, there were some indicators that +Change may have the potential to reduce sexual assault perpetration. Specifically, participants reported significantly less precontemplation and significantly more contemplation in terms of readiness to change sexual assault on their college campuses. In addition, participants reported decreased endorsement of rape myths and decreased estimate of how many sexual assault reports are false reports. Interestingly, before +Change, cisgender men and women believed that approximately one-fourth of reported sexual assaults at their university were false reports. This finding suggests that work is needed to change perceptions, given that only 5.9% of assaults are false accusations, the same rate as other crimes [60]. Furthermore, participants indicated increases in deciding not to have sex with someone who is drunk while they are drinking. This is an important behavioral intention indicator as it suggests that +Change may be helpful in reducing incapacitated sexual assault perpetration.

In terms of bystander intentions and attitudes, participants reported a significant increase in the likelihood to intervene when witnessing sexual assault and nonsignificant increases in
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bystander efficacy. These results are promising, especially in light of the theory suggesting that intentions to perform a behavior are the closest cognitive antecedent of behavioral performance [61,62]. Furthermore, both longitudinal [63] and experimental [64] studies have found that bystander intentions predict subsequent bystander behavior for sexual assault.

Comparison With Prior Work

+Change is the first program to tailor content based on gender identity and sexual orientation. It is also the first program to integrate sexual assault victimization risk reduction, perpetration prevention, and bystander intervention training within one program. Therefore, this work extends previous research indicating that alcohol and sexual assault risks differ based on gender and sexual orientation [1-4], and previous calls for integrated programs for victimization risk reduction, perpetration prevention, and bystander intervention training [43]. Previous work has tested nontailored interventions of one component of sexual assault, such as the Green Dot which focuses on bystander intervention training, among sexual minority high-school students and found that the bystander content was not effective at reducing sexual assault among sexual minority youth [30]. Therefore, this study provides promising initial findings for an intervention that may address this large gap in prevention literature.

Limitations

This study had several limitations including the fact that it was an open pilot study of a small sample of college students at one university. Therefore, conclusions on the initial outcomes are only preliminary and a large-scale randomized clinical trial across multiple universities is needed. In addition, as no participants identified as gender-diverse, future research is needed to assess the efficacy of +Change among gender-diverse students. As the assessments were conducted on the same day, before and after +Change, they were not able to capture any behavioral changes. Future efficacy trials should examine whether +Change is effective at reducing alcohol use, sexual assault victimization, perpetration, and increasing bystander intervention behaviors to determine efficacy. This study assessed potential helpfulness and distress in assessing acceptability.

Future research should use more in-depth acceptability measures. Future research is needed to understand Black, Indigenous, and People of Color students and LGBTQ Black, Indigenous, and People of Color students, as their experiences may differ and they could benefit from tailored interventions. LGBTQ students were included within one group rather than including different intervention components for the LGBTQ subgroups. This is problematic as LGBTQ students are not a heterogeneous group. However, this is a necessary first step in tailoring the programs for LGBTQ students. Although it appears in this sample that the LGBTQ participants did not engage in more alcohol use than their cisgender heterosexual peers, which is likely because all participants enrolled in this study engaged in heavy episodic drinking at least once in the past month. Research findings that LGBTQ men and women engage in drinking at higher levels than their cisgender heterosexual peers do not include a restricted sample as in this study and this sample likely has a ceiling effect because of the inclusion criteria. Although this study is limited to the United States, research indicates that sexual assault in higher education occurs at high rates across the globe [65]. Furthermore, alcohol-involved sexual assault is a global problem [66]. Future research should focus on the development of integrated prevention programs for alcohol use and sexual assault using culturally appropriate content worldwide.

Conclusions

+Change is the first program to integrate sexual assault victimization risk reduction, perpetration prevention, and bystander intervention training into one program. This is important to reduce both university costs and student time. It is also the first program to provide tailored content for LGBTQ students. This is important to acknowledge and address the unique risks of LGBTQ students as ignoring their needs may be a form of heterosexism embedded within the university prevention programming. Finally, it harnesses the strength of previous works [9,41]. The findings from this study suggest that +Change has high acceptability and usability among college students. Furthermore, there were several pre-post differences in outcomes related to alcohol use and sexual assault suggesting the need for a large randomized clinical trial.
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Abstract

Background: After the Great East Japan Earthquake in 2011, backup systems for clinical information were launched in Japan. The system in Miyagi Prefecture called the Miyagi Medical and Welfare Information Network (MMWIN) is used as a health information exchange network to share clinical information among various medical facilities for patients who have opted in. Hospitals and clinics specializing in chronic renal failure require patients’ data and records during hemodialysis to facilitate communication in daily clinical activity and preparedness for disasters.

Objective: This study aimed to facilitate the sharing of clinical data of patients undergoing hemodialysis among different hemodialysis facilities.

Methods: We introduced a document-sharing system to make hemodialysis reports available on the MMWIN. We also recruited hospitals and clinics to share the hemodialysis reports of their patients and promoted the development of a network between emergency and dialysis clinics.

Results: In addition to basic patient information as well as information on diagnosis, prescription, laboratory data, hospitalization, allergy, and image data from different facilities, specific information about hemodialysis is available, as well as a backup of indispensable information in preparation for disasters. As of June 1, 2021, 12 clinics and 10 hospitals of 68 dialysis facilities in Miyagi participated in the MMWIN. The number of patients who underwent hemodialysis in Miyagi increased by more than 40%.

Conclusions: Our backup system successfully developed a network of hemodialysis facilities. We have accumulated data that are beneficial to prevent the fragmentation of patient information and would be helpful in transferring patients efficiently during unpredictable disasters.

(JMIR Form Res 2022;6(7):e32925) doi:10.2196/32925
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**Introduction**

Patients undergoing hemodialysis (HD) require collaborative team care, not only because their renal function is poor but also because they are vulnerable to various comorbidities [1,2]. Since an increase in the number of comorbidities makes care for patients more complex, multiple medical facilities may need to share patient information, and diverse specialist expertise may be required for patient management. However, sharing clinical information between facilities is not a simple task because most dialysis clinics and hospitals do not have the same electronic health record (EHR) or do not have a health information exchange (HIE). Furthermore, the EHR and HD systems are rarely integrated. Such fragmentation of clinical information becomes a more serious concern during natural disasters such as earthquakes, tsunamis, and hurricanes. In 2011, the Great East Japan Earthquake (GEJE) hit Miyagi Prefecture [3,4] and damaged many facilities, including HD clinics and hospitals, resulting in the transfer of patients undergoing HD from Miyagi to other distant places [5]. At that time, the importance of patient information was recognized through experience. In addition, Katrina, a hurricane that hit the United States in 2005, caused similar situations in which many patients could not receive optimal dialysis treatments at alternate dialysis institutions because of a lack of medical records and information about their dialysis regimen [6]. Thus, sharing patient information is critical for disaster preparedness.

After the GEJE, backup systems of clinical data were developed in many places in Japan, and Miyagi Prefecture launched the Miyagi Medical and Welfare Information Network (MMWIN), which saves patient clinical information obtained from medical facilities, including hospitals, clinics, pharmacies, and nursing homes [7]. Moreover, the MMWIN is now used as an HIE to share clinical information, such as patients’ basic information, history of diagnosis, prescription data, laboratory test data, and hospitalization data, among more than 800 facilities in Miyagi Prefecture [8]. This study aimed to facilitate the sharing of clinical data of patients undergoing HD in Miyagi Prefecture.

**Methods**

The MMWIN System and Data Storage

The system used in MMWIN was explained in detail in our previous paper [7]. Briefly, the main system of the MMWIN consists of backup storage, a portal server to manage patients’ ID registration information, the gateway that receives clinical data from facilities and stores them in the storage, and viewer applications. A standard storage format, Standardized Structured Medical Information eXchange version 2 (SS-MIX2), which is authorized by the Ministry of Health, Labour and Welfare of the Japanese government, enables the collection of clinical information from different vendor systems and is commonly used in several national projects to store and use large amounts of clinical data in Japan [9-12]. The storage format is divided into two categories. The first is the standardized storage, including standard clinical data in a standard form (Health Level 7 [HL7] v2.5), such as basic patient data, prescriptions, and laboratory data. The second is the extension storage that includes the remaining data not stored in the standard storage [12].

Computers in the MMWIN-affiliated facilities are connected to the MMWIN server via a virtual private network (MMWIN secure network). Clinical data from the hospital information system (HIS; or other information systems available in clinics, pharmacies, or nursing care homes) are transferred to SS-MIX2–formatted XML/HL7 files via gateways. Opt-in for patients to register with the MMWIN includes a unique MMWIN ID number, which is connected to a different ID number in each facility, thereby permitting the sharing of patient information. Finally, these data are available through a browser-based SS-MIX2 viewer application, Human Bridge (Fujitsu). Thus, in each facility, the clinical information of all patients in the facility can be seen on MMWIN, which allows clinicians to check clinical data even when their own information system is out of order.

Data Transfer of HD Reports

Since there is no standard format for HD reports, we started storing the reports in extension storage using Docuworks (FUJIFILM Business Innovation Corp.), which enables the transfer of HD reports from the facilities to the MMWIN center. Figure 1 shows the scheme of the system for sharing HD reports between the MMWIN and facilities.

There are three ways to transfer HD information from facilities. First, HD reports could be integrated into the HIS and automatically or manually transferred to the SS-MIX2 center in the MMWIN. Second, HD reports could be released from the dialysis system and automatically or manually transferred to the SS-MIX2 center in the MMWIN. Third, a facility that still uses a paper record of HD or the original format using Word or Excel (Microsoft Corporation) can transfer the data manually via our document-sharing system. Through Docuworks, these files with additional necessary patient information, such as patient ID and labels as HD reports, are converted to SS-MIX2 format and are transferred to the SS-MIX2 extension storage in MMWIN through the facility’s gateway and MMWIN secure network.
Ethics Approval

The project was approved by the administrative boards of MMWIN on December 25, 2015.

System Promotion

To promote the use of the system, we tried to encourage the development of a network within the clinical communities of HD clinics and hospitals. We asked nephrologists in Miyagi Prefecture to use this system and explained the benefits, such as being paperless and reducing the work burden of medical staff in HD facilities, through information brochures, personal meetings, and seminars since 2016. We also encouraged patients undergoing HD to provide consent to share their clinical information including prescription, laboratory data, and HD reports with the other HD facilities.

Statistical Analysis

A chi-square test and the Welch t test were used for statistical analysis using R 3.6.0 (R Foundation for Statistical Computing). Two-sided P values <.05 were considered significant.

Results

We introduced a document-sharing system to make HD reports available on the MMWIN. Figure 2 shows a screenshot of the HD report on the MMWIN. MMWIN users can refer to data regarding HD as well as a variety of information, such as basic patient information, diagnosis, prescription, laboratory data, hospitalization, allergy information, and image data from different facilities. When a user clicks the icon, detailed information is obtained. Next, we compared the amount of information available on the MMWIN to the items that were required during a disaster, as recommended in previous reports [13,14]. Table 1 shows that 39 items are available in the MMWIN, and these covered 92% (23/25) of recommendation 1 [13] and 100% (19/19) of recommendation 2 [14].

According to the network linkage of patient transfer between core hospitals and HD facilities, we recruited hospitals and clinics sharing HD reports and promoted the development of a network between emergency hospitals and dialysis clinics. As of June 1, 2021, 12 clinics and 10 hospitals of the 68 dialysis facilities in Miyagi participated in the MMWIN. The basic characteristics of the facilities with or without HD are shown in Table 2. There were no significant differences among them, except for the number of beds in clinics, with a smaller number of beds in the facilities using the MMWIN-HD system (P=.02).

We also asked patients for their consent to share clinical information among facilities. Figure 3 shows the rate of opt-in patients (line chart) and the total number of all patients undergoing HD in Miyagi Prefecture (bar chart). The number of opt-in patients increased to more than 40% of all patients who underwent HD in Miyagi Prefecture after we began recruitment.
Figure 2. A screenshot of the Miyagi Medical and Welfare Information Network viewer and hemodialysis report. Users can access information on dialysis regimen, the latest body weight, and vital signs by this view.
Table 1. Available information about dialysis in the MMWIN and recommended data items for disaster preparation.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Institution</td>
<td>✓✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Cause of renal failure</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Diabetic yes/no</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Dialyzer</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Anticoagulant</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Hours of dialysis</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Times per week</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Date of previous HD&lt;sup&gt;c&lt;/sup&gt;</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Primary diagnosis</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Allergies</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Medications</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Past medical history</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Center HD</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Home HD</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CAPD&lt;sup&gt;d&lt;/sup&gt;</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CCPD&lt;sup&gt;e&lt;/sup&gt;</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>HDF&lt;sup&gt;f&lt;/sup&gt; no/pre/post</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Dialysis prescription</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Usual dialysis machine</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Vascular access</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Dialysate</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Start time</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>End time</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>BP&lt;sup&gt;g&lt;/sup&gt; before HD</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>BP after HD</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Weight before HD</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Weight after HD</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Dry weight</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Body temperature</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Average weight gain</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Comments</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Heparinization</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Needle size</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Blood flow rate</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Reuse&lt;sup&gt;h&lt;/sup&gt;</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Lidocaine</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>HBsAg&lt;sup&gt;i&lt;/sup&gt;</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Blood type</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Laboratory data</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

<sup>a</sup>MMWIN: Miyagi Medical and Welfare Information Network.
Indicates this item is present in the recommendations or MMWIN.

HD: hemodialysis.

CAPD: continuous ambulatory peritoneal dialysis.

CCPD: continuous cycling peritoneal dialysis.

HDF: hemodiafiltration.

BP: blood pressure.

Reuse is not allowed in Japan

HBsAg: hepatitis B surface antigen.

Table 2. The characteristics of hemodialysis facilities participating in the Miyagi Medical and Welfare Information Network.

<table>
<thead>
<tr>
<th>Facility</th>
<th>Attending (n=22), n</th>
<th>Not attending (n=46), n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Clinic</td>
<td>Hospital</td>
</tr>
<tr>
<td>Fund</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Private</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>Area</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coast</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>North</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>South</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Central</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Beds, mean (SD)</td>
<td>1.6 (5.3)</td>
<td>279.3 (320.4)</td>
</tr>
<tr>
<td>Beds for HD, mean (SD)</td>
<td>51.8 (22.1)</td>
<td>40.1 (19.2)</td>
</tr>
<tr>
<td>Doctors, mean (SD)</td>
<td>2.1 (1.1)</td>
<td>155.1 (396.1)</td>
</tr>
<tr>
<td>HD patients, mean (SD)</td>
<td>118.0 (66.5)</td>
<td>95.9 (55.7)</td>
</tr>
</tbody>
</table>

HD: hemodialysis.

Figure 3. The rate of opt-in patients undergoing hemodialysis in the Miyagi Medical and Welfare Information Network and the number of patients undergoing hemodialysis in Miyagi Prefecture. The bars show the total number of patients undergoing hemodialysis in Miyagi. The line chart represents the ratio of opt-in patients to all patients undergoing hemodialysis in Miyagi.


Discussion

Principal Results

We developed a system for sharing HD reports and other clinical information among medical facilities and enhancing their connection networks. This would be helpful when the condition of patients undergoing HD is aggravated and when they need to be transferred to other hospitals. It would also be effective for the improvement of medical staff members’ work burden in the view of a paperless environment where they do not have to send HD reports by fax or mail to other facilities. Another merit is that patient information can be made available during a disaster, resulting in prompt extraction of patient information even in a chaotic situation. Lastly, sharing patient information would be very helpful for collaborative care, especially among general care practitioners and specialists, including nephrologists. An HIE can be a good tool to support clinical decision-making and ensure continuity of care, especially for complex medical problems.

In catastrophic situations, like the GEJE in 2011, the clinical information on MMWIN can be accessed from different facilities to acquire patient clinical data when needed. Since the MMWIN system is independent of the HIS in each facility, the information can be accessed even if the HIS is unavailable. Medical staff members can refer to medication and laboratory results and input clinical notes on the MMWIN system. Therefore, even when an HIS is down, medical staff can conduct HD as usual according to patient records on MMWIN.

Comparison With Prior Work

Access to prior clinical data from different facilities is important for continuing appropriate treatment in the community. A fully interoperable EHR or HIE would also be helpful in maintaining the flow of critical patient information. In particular, for the care of patients undergoing HD, the information would reduce the risks of HD and prevent aggravation of renal function. In our system, we introduced a document management system for several measures to transfer HD reports from an EHR, dialysis systems, or original documents. Although specific information systems were launched elsewhere [15,16], we successfully integrated the sharing of HD reports into the main HIE system without the high cost of additional implementation. This system is based on document sharing. As the next step, digital data transfer is desirable for using clinical data, such as copying and pasting to avoid tedious record keeping by medical staff in daily clinical activity or for research purposes when researchers obtain informed consent from patients for secondary use. In addition to HD, since our document-sharing system is used in various situations, such as reference letters when a patient is transferred, notes to doctors from pharmacists when patients have questions regarding medication at the pharmacy, and sharing documents between care workers and doctors, this system can be used in different fields as a digital transformation tool.

The future of interoperability may lie in using novel standards to transfer clinical data more easily between an HIS and mobile devices, such as personal health records (PHRs). One such standard may be based on the Fast Healthcare Interoperability Resource (FHIR) [17]. We have already attempted to transmit clinical data using the FHIR for PHRs [18]. It could also be applied to HD reports soon. In addition, this system is used for care coordination between primary care physicians (PCPs) and nephrologists to manage the associated complex chronic conditions of patients undergoing HD. This could improve the management of patients with end-stage renal disease [19]. Our previous study revealed that an HIE is a good tool to improve patient prognosis, with collaboration between PCPs and specialists [8].

One of our major concerns in patient management is preparedness for disasters. During a disaster, HD facilities sometimes cannot supply the usual HD environment, resulting in HD at alternate dialysis locations without patients’ medical records or information about their dialysis regimen being available. Therefore, we checked whether the available information on the MMWIN could cover the necessary data items during a disaster for dialysis-specific disaster preparedness [13,14,20]. Thus, as shown in Table 1, we covered almost all the recommendations. Available data provided in MMWIN include the latest body weight and vital sign on regular HD, which are essential information for optimal and secure dialysis management. Although it is recommended that the patients themselves always have basic information of their own for disaster preparedness, this is not easy because older people comprise two-thirds of patients undergoing dialysis in Japan [21].

Limitations

This study had some limitations. First, we did not include all HD facilities in Miyagi. Although we managed to enroll 22 HD facilities joining the MMWIN and more than 40% of patients undergoing HD in Miyagi were registered, HD records from dialysis facilities cannot be shared with other dialysis facilities that do not have access to the MMWIN. It would be difficult for small facilities to implement the system without the support of public budgets. Encouragement by the local government through stronger incentives to both facilities and EHR vendors is needed to implement the MMWIN system. There were no significant differences among facilities, except for the number of beds in clinics, with fewer beds in the facilities within the MMWIN system ($P$=0.02; Table 2). In the survey, most clinics with fewer beds were HD-specific facilities that did not have admission beds for inpatients, only for outpatients with HD. Table 2 shows that the HD-specific facilities favored MMWIN systems over other facilities, mainly because of our document-sharing system for patients undergoing HD. This indicates that the HD-specific clinics for only HD outpatients favored using the MMWIN-HD system to share patient information with hospitals, which would accept patients when their condition worsened. In addition to HD reports, the document systems are available for sharing reference letters or notes among hospitals, between hospitals and clinics, between doctors and pharmacists, and between hospitals and nursing care homes. As well as HD facilities, we believe that all health care facilities should make an effort to share patient information across all care settings. Another potential benefit for such a network may be its use to guide medical decisions based on individual patient characteristics (personalized medicine) rather than averages over a whole population. Personalized medicine.
in patients with kidney disease is lagging behind the other medical disciplines as most randomized controlled trials are currently excluding patients with kidney disease. Second, we have not encountered a disaster that requires HD records to be shared among facilities. This is fortunate, but there is a requirement to test the system with more practical simulations for possible disasters.

Additionally, we did not have a wide range of training exercises among different facilities to simulate large disasters. Support from patients and many facilities throughout the prefecture would be practical. A plan for a wide range of training exercises is needed in the near future. However, the staff members in facilities attending MMWIN have already implemented daily use of this system in clinical activities. This habit can be helpful, even during disaster situations.

Conclusions

In conclusion, our backup system successfully developed a network of HD facilities. We have accumulated data that are beneficial to prevent the fragmentation of patient information and would be useful to transfer patients efficiently as preparedness for unpredictable disasters.
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Abstract

Background: There is a growing bottleneck in mental health care, as the demand for services has outpaced the availability of mental health professionals. Consequently, many health systems have shifted to teletherapy as a scalable approach to increasing accessibility to care. Within these care models, various treatment modalities (eg, coaching and clinical care) are used to deliver support for anxiety and depression. However, more research is needed to better understand the differences in treatment responses.

Objective: The purpose of this study was to examine the association between different care modalities and the levels of use with symptom score changes for members seeking virtual care services.

Methods: We conducted an observational study of 4219 members who accessed Ginger, an on-demand mental health service, between September 2020 and September 2021. Using a mobile app, members can access text-based behavioral health coaching and virtual clinical services. This study focused on members with clinically elevated depression or anxiety levels at baseline. Logistic regressions were used to assess the association between care modalities and the levels of use with treatment response in depression and anxiety, using the Patient Health Questionnaire and Generalized Anxiety Disorder Assessment, respectively.

Results: Of the 4219 members, 1623 (38.47%) demonstrated a full response to depression, and 1684 (39.91%) demonstrated a full response to anxiety. Members who completed care (ie, text-based coaching, virtual clinical therapy, hybrid of coaching, and clinical care) beyond the introductory session showed significantly increased odds of a full response compared with those who completed only limited care. Members who completed a hybrid of care had the highest odds of improvement; the odds of showing a full response in depression were 2.31 times higher (95% CI 1.91-2.80; P < .001) and in anxiety were 2.23 times higher (95% CI 1.84-2.70; P < .001) compared with members who completed limited care. For members who completed only coaching or clinical care, the largest effects were observed among those with high use. For members who completed a hybrid care program, we observed similar treatment responses across all levels of use.

Conclusions: Our real-world study found that members who completed text-based coaching achieved full treatment responses at similar rates compared with members who completed virtual clinical care and members who completed a hybrid of care. There were no significant differences in the predicted probabilities of full treatment response between coaching and clinical care. Generally, the odds for a full response were highest among members with high use within each care modality; however, there were no differences in full-response treatment odds across levels of use with hybrid care. The results support the utility of digital behavioral health interventions and further highlight text-based coaching protocols as an accessible and suitable option when considering virtual care for treating anxiety and depression.

(JMIR Form Res 2022;6(7):e36956) doi:10.2196/36956
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**Introduction**

**Background**

Before the current pandemic, the prevalence of mental health illness in the United States was more than 1 in 5 adults (20.6%) [1]. Anxiety and depression result in an estimated global economic cost of US $1 trillion each year for lost productivity, absenteeism, and medical costs [2]. The confluence of physical health risks, financial stressors, social isolation, and disruption of daily activities during the COVID-19 pandemic has had a profound impact on the number of individuals with clinical depression and anxiety [3]. In fact, the Centers for Disease Control and Prevention reported that between August 2020 and February 2021, the percentage of adults with recent symptoms of anxiety or depression increased from 36% to 42%, and the percentage of those reporting an unmet mental health care need increased from 9% to 12% [4]. Despite the urgent need for mental health care, individuals still face many barriers in accessing effective treatment services, including high out-of-pocket expenses and transportation challenges [5,6]. In addition, there has been a long-standing care delivery bottleneck for mental health care as the demand for care has outpaced the availability of qualified mental health professionals. Long waitlists have only worsened during the pandemic and underscore the urgency to identify innovative new models to increase access to effective mental health care.

To address the pressing need for services, many health systems and organizations have shifted to teletherapy and other digital interventions as scalable approaches to increasing accessibility to mental health care [7]. Within these care models, various treatment modalities (eg, self-guided content, coaching, and teletherapy) are used to deliver support for anxiety and depression. The efficacy of virtual teletherapy for the treatment of mood and anxiety disorders has been well established, with outcomes similar to face-to-face visits and greater efficacy compared with treatment as usual or placebo [8-11].

Although virtual care can increase access and reach to care, some approaches still rely on the limited supply of highly trained mental health specialists (eg, clinical psychologists). A promising and increasingly popular method of care is behavioral health coaching, which can serve as a lower-intensity alternative to care. Although this type of care may not be suitable for all types of patients (eg, those with suicidal ideation, substance use disorder, or repeated hospitalizations), behavioral health coaching has demonstrated improvements in both the physical and mental health status of patients [12-14]. Care can be delivered by bachelor’s or master’s level providers and represents a more scalable solution that does not overly rely on the limited supply of mental health specialists with advanced training (eg, doctoral degree). Coaching uses methods similar to traditional psychotherapy and can address anxiety and depression through techniques derived from interventions such as mindfulness, solution-oriented focus, and positive psychology [15]. With the rapidly shifting landscape of care models, traditional coaching models have adapted to digital methods, such as text-, video-, or telephone-based coaching. One of the benefits of text-based coaching in particular is that it requires less coaching time and allows for both synchronous and asynchronous support for members, which may be more suitable for the on-the-go lifestyle of those seeking care [16]. Several recent studies using text-based coaching have demonstrated treatment outcomes equivalent to those of in-person and telephone-based care [16-19]. These treatment modalities can serve as scalable solutions to address the growing demand for mental health services; however, more research is needed to better understand the differences in treatment responses for depression and anxiety.

**This Study**

The purpose of this study was to examine the association between different care modalities and different levels of use with clinical symptom score changes in members seeking services in a virtual care model. As such, we have two hypotheses: (1) members who completed text-based coaching, clinical sessions, or a hybrid of coaching and clinical care would demonstrate higher odds of a full treatment response (≥50% reduction in symptom scores) for anxiety and depression compared with members who only completed limited care and (2) members who used more sessions would demonstrate higher odds of a full treatment response.

**Methods**

**Overview**

We conducted a retrospective observational study of members who accessed Ginger, an on-demand mental health service, between September 2020 and September 2021. This is a secondary analysis of pre-existing deidentified data. The study team did not have access to participants’ identifying information and did not intend to recontact the participants.

**Ethics Approval**

Ginger’s research protocols and supporting policies were reviewed and approved by Advarra’s institutional review board (Pro00046797) in accordance with the US Department of Health and Human Services regulations at Title 45 Code of Federal Regulations Part 46 [20].

**Participants**

Study participants had access to Ginger services as part of their employment or health plan benefits. Internal clinical protocols include exclusionary criteria where self-directed telehealth is likely not appropriate and where more specialized and urgent psychiatric services are required (eg, active suicide ideation and active high-risk self-harm behavior) [21]. This study included Ginger members aged ≥18 years who screened positive on either the Patient Health Questionnaire-9 (PHQ-9) or Generalized Anxiety Disorder-7 (GAD-7) at baseline (ie, score≥10).

**Procedures**

The Ginger platform provides members with access to text-based behavioral health coaching, virtual clinical services, and self-guided content and assessments primarily via a mobile app platform. Examples of self-guided content include mindfulness meditation activity cards and stress-management exercises. After downloading the mobile app, members can start texting...
with a behavioral health coach within minutes of requesting connection. During the coaching sessions, members and coaches work together to set goals and work plans to achieve those goals. Goals can range anywhere, from career goals and relationship goals to other personal goals that the member or coach identifies as a source of anxiety or depression. Members typically begin with text-based coaching sessions and many members remain solely at this level of care. Some members will request clinical care (teletherapy or telepsychiatry), and some will require treatment escalation if the coaches identify a clinical need. Clinical severity was ultimately determined by clinicians using the PHQ-9 and GAD-7, in addition to other assessments that gauge the risk and urgency for clinical care. Examples of situations that require escalation include individuals with chronic mental illness and severe trauma, the potential to harm oneself or others, and significant mental instability (eg, hallucinations, delusions, and extreme mood swings). Members who met certain risk thresholds were advised to escalate to therapy or psychiatry. When members are escalated to therapy or psychiatry, they may continue working with a coach, provided they seek additional specialized care concurrently. Members who did not meet these thresholds were recommended to continue coaching unless they had a specific preference for clinical care.

Ginger coaches are full-time employees who have an advanced degree in a field related to mental health or have accredited coach certification (as approved by the National Board for Health and Wellness Coaching). Coaches are also required to have at least 2 years of relevant experience, of which 6 months must have occurred with direct supervision under a qualified, credentialed, or licensed supervisor. To ensure ongoing quality in the delivery of care, Ginger coaches are trained for at least 200 hours each year on up-to-date effective methodologies (eg, motivational interviewing and goal setting). Ginger clinicians are full-time employees who have completed a minimum master’s degree in psychology, social work, counseling, marriage and family therapy, or a related field. They are licensed to practice (eg, licensed clinical social worker, licensed marriage and family therapist, or licensed psychologist) and undergo quarterly training on protocols, evidence-based care, and best practices in telehealth. Additional details regarding the Ginger care model and providers can be found in previous publications [3,21].

To help providers assist with personalized care, members can track changes in depression and anxiety symptoms during their care journey. Members were prompted to complete the PHQ-9 and GAD-7 through the platform when they began using Ginger services to measure their baseline symptom scores. Symptom surveys were administered every 2 weeks to members who scored above the clinical threshold (≥10) at baseline. The most recent survey response that fell within a 6- to 16-week window following a member’s baseline was considered their follow-up and used for analyses in this study.

**Measures**

The PHQ-9 is a 9-item self-report questionnaire based on the Diagnostic and Statistical Manual of Mental Disorders, 4th edition, that assesses the frequency and severity of depression symptoms over the previous 2 weeks [22]. Each of the 9 items is scored on a scale from 0 (not at all) to 3 (nearly every day). Total scores range from 0 to 27, with higher scores indicating more depressive symptoms. A score of 10 is often used as the clinical threshold [22]. Scores of 10 to 14, 15 to 19, and ≥20 represent moderate, moderately severe, and severe depression, respectively [22]. On the basis of the literature, a reduction in PHQ-9 score of >50% is considered a full response [23]. This approach to calculate treatment response better accounts for the variation in baseline severity and, as such, enables a more unbiased measure of symptom improvement.

The GAD-7 is a self-report questionnaire based on the Diagnostic and Statistical Manual of Mental Disorders, 4th edition, diagnostic criteria to assess the frequency and severity of anxious thoughts and behaviors over the past 2 weeks [24]. Each of the 7 items is scored on a scale from 0 (not at all) to 3 (nearly every day), with total scores ranging from 0 to 21. Consistent with the existing literature, a score of 10 was used as the clinical threshold for this study [25]. Scores of 10 to 14 and >15 represent moderate and severe anxiety, respectively [24]. Similar to the threshold used for the PHQ-9, a reduction in the GAD-7 score of >50% was considered a full response to treatment.

**Care Modality and Levels of Use**

We calculated the use based on product user behavior data. Coaching sessions were operationalized as the number of unique days on which members and coaches exchanged at least five text messages. We decided on this threshold because we learned from the internal provider feedback that the first few messages are generally characterized as introductory and administrative-related messages with minimal therapeutic intervention. By definition, it is not possible to have more than one coach session per day. Clinical sessions were operationalized as the number of completed video sessions with a clinician and scheduled on a need basis. Each video session was typically an hour long. We further categorized use based on member use of different platform care modalities (ie, text-based coaching and clinical sessions) and the number of times they used these modalities (ie, minimum, low, moderate, and high). This study considered 4 different care modalities. Members who did not complete any coaching or clinical sessions and members who only completed one coaching or one clinical session or one of both were categorized in the Limited Care cohort. We included members who completed one coaching or one clinical session or one of both in the Limited Care cohort, because, generally, these first sessions are considered introductory, where providers introduce themselves and delineate the structure and plan for the member’s care journey. Members who completed more than one text-based coaching session and either none or one clinical session were categorized as the Coaching Only cohort. Members who completed more than one clinical teletherapy session and either none or one coaching session were categorized as the Clinical Only cohort. Finally, members who completed more than one coaching and more than one clinical session were categorized as the Hybrid Care cohort.

Previous literature has not yet established an optimal threshold for on-demand text-based care. As such, we adopted a
data-driven approach to operationalize the levels of use. Different levels of use were determined for the care modalities, Coaching Only, Clinical Only, and Hybrid Care, based on quartiles of completed sessions within each care modality cohort (25th, 50th, and 75th percentiles). Members who fell below the 25th percentile for their respective cohort were categorized as Minimal Use. Members who fell between the 25th percentile and the 50th percentile median were categorized as Low Use. Members who fell between the 50th and 75th percentiles were categorized as Moderate Use and members who scored above the 75th percentile were categorized as High Use. The exact number of sessions for each group is shown in Table 1.

Table 1. Description of levels of use by care modality cohort (N=4219; Limited Care n=1072).

<table>
<thead>
<tr>
<th>Level of use</th>
<th>Definition by quarter percentiles, sessions</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coaching Only (n=1354)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimal</td>
<td>≤2</td>
<td>329 (7.79)</td>
</tr>
<tr>
<td>Low</td>
<td>3 to 4</td>
<td>345 (8.18)</td>
</tr>
<tr>
<td>Moderate</td>
<td>5 to 7</td>
<td>332 (7.86)</td>
</tr>
<tr>
<td>High</td>
<td>≥8</td>
<td>348 (8.25)</td>
</tr>
<tr>
<td>Clinical Only (n=941)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimal</td>
<td>≤3</td>
<td>363 (8.6)</td>
</tr>
<tr>
<td>Low</td>
<td>4</td>
<td>169 (4.01)</td>
</tr>
<tr>
<td>Moderate</td>
<td>5 to 6</td>
<td>212 (5.03)</td>
</tr>
<tr>
<td>High</td>
<td>≥7</td>
<td>197 (4.67)</td>
</tr>
<tr>
<td>Hybrid Care (n=852)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimal</td>
<td>≤7</td>
<td>260 (6.16)</td>
</tr>
<tr>
<td>Low</td>
<td>8 to 9</td>
<td>173 (4.1)</td>
</tr>
<tr>
<td>Moderate</td>
<td>10 to 13</td>
<td>231 (5.48)</td>
</tr>
<tr>
<td>High</td>
<td>≥14</td>
<td>188 (4.46)</td>
</tr>
</tbody>
</table>

Data Management and Analysis

Analyses were conducted using R Studio (version 1.4.1717; RStudio). Data were first screened for outliers and normality. Separate ANOVA models were used to evaluate whether members varied in their baseline depression and anxiety scores. Given the binary nature of our dependent outcome variable (full response vs no full response), we used logistic regression modeling, a common statistical method for quantifying the relationship between various factors and a binary clinical outcome. In our first set of analyses, 2 binary logistic regression models were used to explore the association between care modality and the likelihood of demonstrating a full response in depressive and anxiety symptoms. These logistic regression models produce estimates of the probability of demonstrating reductions in depressive and anxiety symptoms when a member is in a particular group that represents a modality of care. The likelihood of each modality group demonstrating a full response relative to the reference group is shown by odds ratios. In addition, 6 logistic regression models were used to explore the association between levels of use within each care modality and treatment response for depression and anxiety symptoms. Members’ depression and anxiety symptom scores at baseline were included as covariates in all models to account for variations in the baseline symptom scores. The performance of the logistic regression models was evaluated using the Hosmer-Lemeshow test to measure model fit, and odds ratios and 95% CIs were calculated to show associations with improvements in depression and anxiety. The models were constructed using complete case analyses.

Results

Participant Demographics and Characteristics

A total of 6466 members participated in this study. Of those 6466 members, 4219 (65.25%) screened positive for depression or anxiety (ie, PHQ-9 or GAD-7 symptom scores ≥10). This study focused only on members who screened positive at baseline (N=4219), which will be subsequently referred to as the analytical sample. The complete descriptive statistics are reported in Table 2. Of the 4219 members in the analytical sample, 1645 (38.99%) members were identified as female, 689 (16.33%) as male, 142 (3.37%) as other, and 1743 (41.31%) did not have gender identity information available. Of the 4219 members, a total of 1613 (38.23%) members were aged <35 years, 1264 (29.96%) members were ≥35 years, and 1342 (31.81%) members did not have their age reported.
Table 2. Characteristics of the analytical sample (N=4219)\textsuperscript{a,b}.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Analytical sample</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>18 to 34</td>
<td>1613 (38.23)</td>
</tr>
<tr>
<td>&gt;35</td>
<td>1264 (29.96)</td>
</tr>
<tr>
<td>No response</td>
<td>1342 (31.81)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1645 (38.99)</td>
</tr>
<tr>
<td>Male</td>
<td>689 (16.33)</td>
</tr>
<tr>
<td>Other</td>
<td>142 (3.37)</td>
</tr>
<tr>
<td>No response</td>
<td>1743 (41.31)</td>
</tr>
<tr>
<td><strong>Care modality, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Limited Care</td>
<td>1072 (25.41)</td>
</tr>
<tr>
<td>Coaching Only</td>
<td>1354 (32.09)</td>
</tr>
<tr>
<td>Clinical Only</td>
<td>941 (22.3)</td>
</tr>
<tr>
<td>Hybrid Care</td>
<td>852 (20.19)</td>
</tr>
<tr>
<td><strong>GAD-7\textsuperscript{c} baseline score, mean (SD)</strong></td>
<td>12.7 (5.04)</td>
</tr>
<tr>
<td><strong>PHQ-9\textsuperscript{d} baseline score, mean (SD)</strong></td>
<td>13.7 (5.04)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Counts and percentages were reported for categorical variables.
\textsuperscript{b}Mean and SDs were reported for continuous variables.
\textsuperscript{c}GAD-7: Generalized Anxiety Disorder-7.
\textsuperscript{d}PHQ-9: Patient Health Questionnaire-9.

On average, members completed 3.53 (SD 3.81) text-based coaching sessions and 2.32 (SD 2.85) clinical sessions. Of the total number of members in the analytical sample, 25.41% (1072/4219) received limited care, 32.09% (1354/4219) completed only text-based coaching, 22.3% (941/4219) completed only clinical care, and 20.19% (852/4219) completed a hybrid of coaching and clinical care.

The average baseline scores on the PHQ-9 and GAD-7 were 13.7 (SD 5.04) and 12.7 (SD 5.04), respectively. A total of 75.07% (3167/4219) of the participants demonstrated at least one unit of improvement in their PHQ-9 score from baseline to follow-up, with an average unit decrease in symptom scores of 4.43 units (SD 6.27). On the GAD-7, 72.05% (3040/4219) of members demonstrated at least one unit of improvement in anxiety scores from baseline to follow-up and the average unit decrease in scores was 4.08 (SD 5.82). With regard to treatment response, 38.47% (1623/4219) demonstrated a full response on the PHQ-9 and 39.91% (1684/4219) demonstrated a full response on the GAD-7.

Separate ANOVA models were used to evaluate the differences in PHQ-9 and GAD-7 baseline scores between the care modality cohorts. The results revealed a significant difference between cohorts for both baseline PHQ-9 scores ($F_{3,4215}=12.5; P<.001$) and baseline GAD-7 scores ($F_{3,4215}=2.99; P=.03$). Tukey post hoc tests revealed that members who completed a hybrid of care had significantly higher baseline PHQ-9 scores than those who completed limited care (Mean$_{Hybrid}=14.5$, Mean$_{Limited}=13.5$; $P<.001$). Members who completed only text-based coaching sessions had significantly lower baseline PHQ-9 scores than those who completed only clinical sessions (Mean$_{Coaching}=13.2$, Mean$_{Clinical}=14.0$; $P<.001$) or members who completed a hybrid of care (Mean$_{Hybrid}=14.5$; $P<.001$). In addition, members who completed only coaching sessions had significantly lower baseline GAD-7 scores than those who completed only clinical sessions (Mean$_{Coaching}=12.5$, Mean$_{Clinical}=12.8$; $P=.02$). These differences were expected because of the nature of our triaging system used to direct members to the correct level of care. It is also important to point out that the magnitude of these mean differences is small ($\leq 1$ point; Table 3). However, owing to significant differences in baseline scores, as indicated by $F$ tests, we included both PHQ-9 and GAD-7 baseline scores as covariates in all regression models.
Table 3. Descriptive statistics for the Patient Health Questionnaire-9 (PHQ-9) and Generalized Anxiety Disorder-9 (GAD-7) scores at baseline and follow-up, by care modality (N=4219).

<table>
<thead>
<tr>
<th></th>
<th>Hybrid Care (n=852), mean (SD)</th>
<th>Limited care (n=1072), mean (SD)</th>
<th>Coaching Only (n=1354), mean (SD)</th>
<th>Clinical Only (n=941), mean (SD)</th>
<th>Follow-up PHQ-9</th>
<th>F statistic (df)</th>
<th>P value</th>
<th>Follow-up GAD-7</th>
<th>Baseline GAD-7</th>
<th>F statistic (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline PHQ-9</td>
<td>14.5 (5.14)</td>
<td>13.5 (4.89)</td>
<td>13.2 (4.97)</td>
<td>14.0 (5.14)</td>
<td>&lt;.001</td>
<td>12.5 (3,4215)</td>
<td>.01</td>
<td>12.7 (4.61)</td>
<td>12.5 (4.43)</td>
<td>3.99 (3,4215)</td>
<td>.03</td>
</tr>
<tr>
<td>Follow-up PHQ-9</td>
<td>13.0 (5.14)</td>
<td>10.8 (6.26)</td>
<td>9.25 (6.28)</td>
<td>8.54 (5.31)</td>
<td>.032</td>
<td>33.5 (3,4215)</td>
<td>&lt;.001</td>
<td>12.5 (4.43)</td>
<td>13.0 (4.48)</td>
<td>3.99 (3,4215)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Baseline GAD-7</td>
<td>12.8 (4.65)</td>
<td>12.7 (4.61)</td>
<td>12.5 (4.43)</td>
<td>13.0 (4.48)</td>
<td>.032</td>
<td>2.99 (3,4215)</td>
<td>.03</td>
<td>12.5 (4.43)</td>
<td>13.0 (4.48)</td>
<td>3.99 (3,4215)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Follow-up GAD-7</td>
<td>7.67 (5.37)</td>
<td>10.1 (5.84)</td>
<td>8.56 (5.71)</td>
<td>7.97 (5.10)</td>
<td>.032</td>
<td>39.2 (3,4215)</td>
<td>&lt;.001</td>
<td>10.1 (5.84)</td>
<td>8.56 (5.71)</td>
<td>3.99 (3,4215)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Depression: Full Response by Care Modality

We used a logistic regression model to investigate the association between care modality and full response in depression symptom scores. A Hosmer-Lemeshow test failed to reject the null hypothesis, indicating goodness of fit ($\chi^2=6.8; P=.56$). All modalities showed increased odds of symptom improvement compared with members who completed limited care, but the strongest odds were observed for members who engaged with a hybrid of coaching and clinical care; the odds of showing a full response were 2.31 times higher (95% CI 1.91-2.80; $P<.001$) for those who engaged with hybrid care compared with members who completed limited care. Of note, overlapping CIs among Coaching Only (95% CI 1.41-1.99), Clinical Only (95% CI 1.64-2.38), and Hybrid Care (95% CI 1.91-2.79) cohorts suggest that members in these groups did not differ significantly from one another when predicting depression symptom improvement. Full model coefficients are presented in Table 4. These results are further shown graphically as the predicted probability of a full response in depression scores by care modality and levels of baseline severity (Figure 1).

Table 4. Coefficients from the logistic regression model predicting a full response in depression (Patient Health Questionnaire-9 [PHQ-9]) and a full response in anxiety (Generalized Anxiety Disorder-7 [GAD-7]) across care modalitiesa, while controlling for scores at baseline (N=4219).

<table>
<thead>
<tr>
<th>Dependent variable: full response in PHQ-9</th>
<th>Percentage change (%)</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-243</td>
<td>0.29 (0.23-0.37)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Coaching Only</td>
<td>67</td>
<td>1.67 (1.41-1.99)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Clinical Only</td>
<td>97</td>
<td>1.98 (1.64-2.38)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hybrid Care</td>
<td>131</td>
<td>2.31 (1.91-2.80)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PHQ-9 score at baseline</td>
<td>5</td>
<td>1.05 (1.03-1.06)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>GAD-7 score at baseline</td>
<td>-3</td>
<td>0.97 (0.96-0.99)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dependent variable: full response in GAD-7</th>
<th>Percentage change (%)</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-166</td>
<td>0.38 (0.29-0.48)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Coaching Only</td>
<td>69</td>
<td>1.69 (1.42-2.01)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Clinical Only</td>
<td>120</td>
<td>2.20 (1.83-2.66)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hybrid Care</td>
<td>123</td>
<td>2.23 (1.84-2.70)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PHQ-9 score at baseline</td>
<td>-5</td>
<td>0.95 (0.94-0.96)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>GAD-7 score at baseline</td>
<td>6</td>
<td>1.06 (1.05-1.08)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aReference group for care modality: limited care.

bDependent variable: coded full response=1; no full response=0.
Anxiety: Full Response by Care Modality

We used another logistic regression model to investigate the association between care modality and full response in anxiety symptom scores. A Hosmer-Lemeshow test failed to reject the null hypothesis, indicating goodness of fit ($\chi^2 = 4.4; P = .82$). All care modalities showed increased odds of symptom improvement compared with limited care, but the strongest odds were observed for members who completed a hybrid of coaching and clinical care; the odds of showing a full response in anxiety symptom scores were 2.23 times higher (95% CI 1.84-2.70; $P<.001$) for members who completed a hybrid of both clinical and coaching care compared with members who completed limited care. Of note, overlapping CIs among Coaching Only (95% CI 1.42-2.01), Clinical Only (95% CI 1.83-2.66), and Hybrid Care (95% CI 1.84-2.70) cohorts suggest that members in these groups did not differ significantly from one another when predicting full treatment response in anxiety symptoms. Full model coefficients are presented in Table 4. These results are shown graphically as the predicted probability of a full response in anxiety by care modality and levels of baseline severity (Figure 2).
Coaching Only Cohort: Full Response by Levels of Use

Members in the Coaching Only cohort completed, on average, 5.53 (SD 3.65) coaching sessions. Within this modality, we estimated two logistic regression models examining (1) the association between levels of use of text-based coaching and a full response on the PHQ-9 and (2) the association between levels of use of text-based coaching and a full response on the GAD-7. Hosmer-Lemeshow tests failed to reject the null hypothesis, indicating goodness of fit (PHQ-9: \(\chi^2_{8}=9.7; P=.29\) and GAD-7: \(\chi^2_{8}=5.9; P=.66\)). Full coefficients for both models are presented in Table 5. Compared with members with minimal use, members with moderate and high levels of use had significantly increased odds of treatment response in depression. Specifically, the odds of showing a full response in depression were 2.44 times higher (95% CI 1.77-3.37; \(P<.001\)) for members with high use compared with members with minimal use. Similar patterns were observed for the model predicting a full response in anxiety. Compared with members with minimal use, all other levels of use had significantly increased odds of treatment response for anxiety. The odds of showing a full response in anxiety were 1.99 times higher (95% CI 1.44-2.74; \(P<.001\)) for members with high use compared with members with minimal use. The association remained after adjusting for baseline anxiety and depression symptom scores. These results are shown graphically as the predicted probability of a full response by coaching use and baseline severity in Figure 3 and Figure 4 for depression and anxiety, respectively.
Table 5. Coefficients from the logistic regression model with the Coaching Only cohort predicting a full response in depression (Patient Health Questionnaire-9 [PHQ-9]) and a full response in anxiety (Generalized Anxiety Disorder-7 [GAD-7]) across levels of use\textsuperscript{a}, while controlling for scores at baseline (N=1354).

<table>
<thead>
<tr>
<th>Dependent variable: \textsuperscript{b} full response in PHQ-9</th>
<th>Odds ratio (95% CI)</th>
<th>Percentage change (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.39 (0.29-0.67)</td>
<td>−159</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Low use</td>
<td>1.40 (0.95-1.75)</td>
<td>40</td>
<td>.04</td>
</tr>
<tr>
<td>Moderate use</td>
<td>1.63 (1.05-1.93)</td>
<td>63</td>
<td>.003</td>
</tr>
<tr>
<td>High use</td>
<td>2.44 (1.91-3.53)</td>
<td>144</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PHQ-9 score at baseline</td>
<td>1.04 (1.02-1.07)</td>
<td>4</td>
<td>.001</td>
</tr>
<tr>
<td>GAD-7 score at baseline</td>
<td>0.96 (0.93-0.99)</td>
<td>−4</td>
<td>.003</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dependent variable: \textsuperscript{b} full response in GAD-7</th>
<th>Odds ratio (95% CI)</th>
<th>Percentage change (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.46 (0.29-0.72)</td>
<td>−118</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Low use</td>
<td>1.48 (1.08-2.05)</td>
<td>48</td>
<td>.02</td>
</tr>
<tr>
<td>Moderate use</td>
<td>1.84 (1.33-2.55)</td>
<td>84</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High use</td>
<td>1.99 (1.44-2.74)</td>
<td>99</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PHQ-9 score at baseline</td>
<td>0.94 (0.92-0.96)</td>
<td>−7</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>GAD-7 score at baseline</td>
<td>1.07 (1.04-1.10)</td>
<td>7</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Reference group for use: minimal use.
\textsuperscript{b}Dependent variable coded full response=1; no full response=0.

Figure 3. Probability of a full treatment response for depression by levels of use and level of baseline severity for members in the Coaching Only cohort. PHQ-9: Patient Health Questionnaire-9.
Clinical Only Cohort: Full Response by Levels of Use

The Clinical Only cohort of members completed, on average, 4.69 (SD 2.43) clinical sessions. We estimated two logistic regression models examining (1) the association between levels of use in clinical care and full response on the PHQ-9 and (2) the association between levels of use in clinical care and full response on the GAD-7. Hosmer-Lemeshow tests failed to reject the null hypothesis, indicating goodness of fit (PHQ-9: $\chi^2 = 4.4; P = .82$ and GAD-7: $\chi^2 = 6.3; P = .62$). Full coefficients for both models are presented in Table 6. Compared with members with minimal use, all other levels of use had significantly increased odds of treatment response for depression. The odds of showing a full response in depression were 2.06 times higher (95% CI 1.44-2.95; $P < .001$) for members with high use compared with members with minimal use. Different patterns were observed for the model predicting a full response in anxiety. Compared with members with minimal use, only members who had high levels of use had significantly increased odds of treatment response for anxiety. The odds of showing a full response in anxiety were 1.43 times higher (95% CI 1.00-2.04; $P < .001$) for members with high use compared with members with minimal use. The association remained after adjusting for baseline depression and anxiety scores. These results are shown graphically as the probability of a full response by clinical use and baseline severity in Figure 5 and Figure 6 for depression and anxiety, respectively.
Table 6. Coefficients from the logistic regression model with the Clinical Only cohort predicting a full response in depression (Patient Health Questionnaire-9 [PHQ-9]) and a full response in anxiety (Generalized Anxiety Disorder-7 [GAD-7]) across levels of use\(^a\), while controlling for scores at baseline (N=941).

<table>
<thead>
<tr>
<th>Dependent variable:(^b) full response in PHQ-9</th>
<th>Odds ratio (95% CI)</th>
<th>Percentage change (%)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.29 (0.17-0.47)</td>
<td>−250</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Low use</td>
<td>1.84 (1.26-2.68)</td>
<td>84</td>
<td>.001</td>
</tr>
<tr>
<td>Moderate use</td>
<td>1.61 (1.13-2.28)</td>
<td>61</td>
<td>.008</td>
</tr>
<tr>
<td>High use</td>
<td>2.06 (1.44-2.95)</td>
<td>106</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PHQ-9 score at baseline</td>
<td>1.06 (1.03-1.09)</td>
<td>−2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>GAD-7 score at baseline</td>
<td>0.98 (0.95-1.01)</td>
<td>6</td>
<td>.26</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dependent variable:(^b) full response in GAD-7</th>
<th>Odds ratio (95% CI)</th>
<th>Percentage change (%)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.53 (0.32-0.87)</td>
<td>−90</td>
<td>.01</td>
</tr>
<tr>
<td>Low use</td>
<td>1.27 (0.87-1.84)</td>
<td>27</td>
<td>.21</td>
</tr>
<tr>
<td>Moderate use</td>
<td>1.25 (0.88-1.76)</td>
<td>25</td>
<td>.21</td>
</tr>
<tr>
<td>High use</td>
<td>1.43 (1.00-2.04)</td>
<td>43</td>
<td>.05</td>
</tr>
<tr>
<td>PHQ-9 score at baseline</td>
<td>0.96 (0.93-0.98)</td>
<td>−4</td>
<td>.002</td>
</tr>
<tr>
<td>GAD-7 score at baseline</td>
<td>1.07 (1.04-1.11)</td>
<td>7</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)Reference group for use: minimal use.  
\(^b\)Dependent variable coded full response=1; no full response=0.

Figure 5. Probability of a full treatment response for depression by levels of use and level of baseline severity for members in the Clinical Only cohort. PHQ-9: Patient Health Questionnaire-9.
Hybrid Care (Coaching+Clinical) Cohort: Full Response by Levels of Use

The Hybrid Care cohort of members completed, on average, 10.5 sessions (5.70 coaching sessions; 4.79 clinical sessions). We estimated two logistic regression models examining (1) the association between levels of use and full response on the PHQ-9 and (2) the association between levels of use and full response on the GAD-7 for members who completed a hybrid of coaching and clinical care. Hosmer-Lemeshow tests failed to reject the null hypothesis, indicating goodness of fit (PHQ-9: $\chi^2_8=5.6; P=.70$ and GAD-7: $\chi^2_8=6.1; P=.64$). Full coefficients for the models are presented in Table 7. Members with minimal use had similar odds of improvement compared with all other levels of use for both depression and anxiety. The association remained after adjusting for depression and anxiety baseline scores. These results are shown graphically as the probability of a full response by Hybrid Care use and baseline severity in Figure 7 and Figure 8 for depression and anxiety, respectively.
Table 7. Coefficients from the logistic regression model with the Hybrid Care cohort predicting a full response in depression (Patient Health Questionnaire-9 [PHQ-9]) and a full response in anxiety (Generalized Anxiety Disorder-7 [GAD-7]) across levels of use\(^a\), while controlling for scores at baseline (N=852).

<table>
<thead>
<tr>
<th></th>
<th>Odds ratio (95% CI)</th>
<th>Percentage change (%)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.61 (0.37-1.03)</td>
<td>−63</td>
<td>.06</td>
</tr>
<tr>
<td>Low use</td>
<td>1.01 (0.69-1.49)</td>
<td>1</td>
<td>.96</td>
</tr>
<tr>
<td>Moderate use</td>
<td>1.07 (0.75-1.53)</td>
<td>7</td>
<td>.72</td>
</tr>
<tr>
<td>High use</td>
<td>0.86 (0.59-1.25)</td>
<td>−17</td>
<td>.43</td>
</tr>
<tr>
<td>PHQ-9 score at baseline</td>
<td>1.05 (1.02-1.08)</td>
<td>5</td>
<td>.003</td>
</tr>
<tr>
<td>GAD-7 score at baseline</td>
<td>0.98 (0.95-1.01)</td>
<td>−2</td>
<td>.23</td>
</tr>
</tbody>
</table>

Dependent variable: \(b\) full response in PHQ-9

<table>
<thead>
<tr>
<th></th>
<th>Odds ratio (95% CI)</th>
<th>Percentage change (%)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.61 (0.36-1.02)</td>
<td>−65</td>
<td>.06</td>
</tr>
<tr>
<td>Low use</td>
<td>1.23 (0.83-1.82)</td>
<td>23</td>
<td>.30</td>
</tr>
<tr>
<td>Moderate use</td>
<td>1.27 (0.89-1.83)</td>
<td>27</td>
<td>.19</td>
</tr>
<tr>
<td>High use</td>
<td>1.28 (0.87-1.88)</td>
<td>28</td>
<td>.21</td>
</tr>
<tr>
<td>PHQ-9 score at baseline</td>
<td>0.96 (0.93-0.98)</td>
<td>−5</td>
<td>.002</td>
</tr>
<tr>
<td>GAD-7 score at baseline</td>
<td>1.07 (1.03-1.10)</td>
<td>7</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(a\)Reference group for use: minimal use.
\(b\)Dependent variable coded full response=1; no full response=0.

Figure 7. Probability of a full treatment response for depression by levels of use and level of baseline severity for members in the Hybrid Care cohort. PHQ-9: Patient Health Questionnaire-9.
Figure 8. Probability of a full treatment response for anxiety by levels of use and level of baseline severity for members in the Hybrid Care cohort. GAD-7: Generalized Anxiety Disorder-7.

Discussion

Principal Findings

This study examined differences in depression and anxiety treatment response by care modality (ie, limited care, text-based Coaching Only, Clinical Only, and Hybrid Care), as well as by levels of use within each care modality (ie, minimal, low, moderate, and high) in members with moderate to severe baseline anxiety or depression. Overall, nearly 2 out of 5 members demonstrated a full response on the PHQ-9 (1623/4219, 38.47%) and GAD-7 (1684/4219, 39.91%). Our logistic regression models examining the association between care modalities and treatment response found significantly greater odds of full-treatment response in depression and anxiety for members who completed text-based coaching, clinical care, and hybrid care compared with members who completed limited care. The probability of treatment response did not differ significantly between text-based coaching, clinical care, and hybrid care, as indexed by the overlapping 95% CIs, with all 3 modalities estimating a probability of response >35%. In addition to differences by care modality, we also examined treatment responses by levels of use within each care modality cohort. Our data suggest that although all care modalities (ie, Coaching Only, Clinical Only, and Hybrid Care) appeared to offer comparable benefits in managing depression and anxiety above limited care, the treatment responses within each care modality cohort differed among levels of use. The possible explanations for these findings are discussed further.

Members who completed limited care had significantly lower odds of demonstrating a full response on both the PHQ-9 and GAD-7. Given that our analytical sample included only members with a baseline score on the GAD-7 or PHQ-9 ≥10, the established threshold for clinical severity, members likely needed more than limited care (0-1 coaching, 0-1 clinical sessions) to reduce their symptomatology. Members in the Limited Care cohort did not sufficiently interact with a provider, but some could have used self-guided content, although the latter was not explicitly investigated in this study. Our results suggest that interaction with a provider, above and beyond the initial introduction session, offers added benefits in addressing depression and anxiety symptoms. A systematic review of internet interventions for depression found a linear effect on the role of clinician contact, such that between-group Cohen d effect size was 0.21, if there was no contact with a clinician either before or during treatment, an effect size of Cohen d=0.58 if there was contact with a clinician during treatment, and an effect size of Cohen d=0.76 if there was therapist contact before and during treatment [26]. Trends from this study further highlight the importance of offering convenient and accessible telehealth care. In addition, the Ginger model is based on a continuum of care that provides seamless integration and escalation across different levels of care. As such, our findings offer early evidence that members are being properly directed to the correct type of care based on their mental health needs and goals. However, this is speculative and outside the scope of this study; therefore, additional research is required.

We observed similar outcomes in those who completed text-based coaching sessions and clinical care. This result supports prior work suggesting that coaching can be a suitable option for addressing anxiety and depression [12-15], which supplements the literature by investigating text messaging as a viable delivery medium for coaching. The principles of text-based coaching are consistent with how individuals engage with text messaging in their daily routines, and on-demand text-based coaching offers added convenience in terms of not...
requiring scheduled coaching, in which coaches can have simultaneous conversations, this type of care may be a more cost-effective alternative to traditional psychotherapy.

When focusing on the levels of use within care modality cohorts, our results revealed nuanced patterns. For members who completed only coaching or clinical care, the largest effects were observed among those with high use (above the 75th percentile), estimating a probability of response of 10.5 as an accessible and suitable option when considering virtual care. However, because the Ginger platform is offered through employers, we know that the survey respondents are working-age adults, suggesting that these findings may be generalized to the professional workforce and those enrolled in health benefits through their employer. In addition, we acknowledge that some members could be taking medication, which might affect their responses to care. We do not currently have medication use reported by our members. Thus, our results cannot conclude that the responses to care were not driven by the medication used in combination with therapy. Finally, because this was a retrospective observational study, we lacked a control group to infer the causality of the levels of engagement in treatment response.

The findings of this study generate additional research topics for future studies. Given that the aim of this study was to examine the impact of provider care, we did not specifically evaluate how different levels of use of our self-guided content would impact outcomes. Future research should focus on the impact of self-guided content independent of provider care. In addition, text-based coaching protocols can vary significantly, and some use highly templated messages that facilitate a more efficient care workflow [16]. A content analysis of coaching messages could provide additional insights into the underlying mechanisms driving symptom improvement in on-demand care.

Conclusions

Our real-world observational study found that members who completed text-based coaching achieved full treatment responses at similar rates compared with members who completed clinical care and members who completed a hybrid of coaching and clinical care. There were no significant differences in the predicted probabilities of a full treatment response for both anxiety and depression between text-based coaching and clinical care. The highest level of use within each care modality cohort generally had increased odds of treatment response compared with minimal use, with the exception of the Hybrid Care cohort. The results support the utility of digital behavioral health interventions and further highlight text-based coaching protocols as an accessible and suitable option when considering virtual care for treating anxiety and depressive symptoms. Future studies should investigate optimal levels of use.
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Abstract

Background: Children with asthma can decrease the impact of their disease by improving their physical activity (PA). However, health care providers lack interventions for children with asthma that effectively increase their PA levels and achieve behavior change. A technology-supported approach can positively influence PA and physical functioning in children.

Objective: The aims of this study were to develop a technology-supported intervention that facilitates health care providers in promoting PA for children (aged 8 to 12 years) with asthma and to systematically describe this developmental process.

Methods: Intervention mapping (IM) was applied to develop a blended and technology-supported intervention in cocreation with children with asthma, their parents, and health care providers. In accordance with the IM framework, the following steps were performed: conduct a needs assessment; define the intervention outcome, performance objectives, and change objectives; select theory-based intervention methods and strategies; create components of the intervention and conduct pilot tests; create an implementation plan; and create an evaluation plan.

Results: We developed the blended intervention Foxfit that consists of an app with a PA monitor for children (aged 8 to 12 years) with asthma and a web-based dashboard for their health care provider. The intervention focuses on PA in everyday life to improve social participation. Foxfit contains components based on behavior change principles and gamification, including goal setting, rewards, action planning, monitoring, shaping knowledge, a gamified story, personal coaching and feedback, and a tailored approach. An evaluation plan was created to assess the intervention’s usability and feasibility for both children and health care providers.

Conclusions: The IM framework was very useful for systematically developing a technology-supported intervention and for describing the translational process from scientific evidence, the needs and wishes of future users, and behavior change principles into this intervention. This has led to the technology-supported intervention Foxfit that facilitates health care providers in promoting PA in children with asthma. The structured description of the development process and functional components shows the way behavior change techniques are incorporated in the intervention.
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Introduction

Background

Physical activity (PA) is important for children with a chronic disease [1,2]. Asthma is the most frequently diagnosed medical condition in children [3]. For children with asthma, PA can positively affect their asthma control by improving their physical fitness. This can reduce the threshold of triggers causing asthma symptoms, which in turn may lead to decreased use of medication and increased quality of life [1,4-6]. Besides the positive effects of PA regarding physical fitness, stimulation of PA in children with asthma is also important for their psychosocial functioning, because PA is often intertwined with social life. Children with physical disabilities are less involved in social activities compared to their healthy peers, and children with asthma often feel left out of the group [7-9]. Despite all benefits of PA, children with asthma—especially girls—seem to be less physically active than their healthy peers [10-13].

In the Netherlands, children are treated for asthma according to the Dutch Pediatric Society guidelines for asthma in children [14]. This treatment includes taking medication, receiving information, and having regular check-ups. Children with asthma who are inactive are referred to health care providers, such as pulmonary nurse practitioners and pediatric physical therapists. They provide health education, encourage children to increase their PA levels, and pay attention to social participation and children’s self-confidence regarding PA. Moreover, they educate them on how to cope with exercise barriers and provide exercise training. Such training interventions, which include, for instance, swimming and aerobic exercises, are shown to be effective in increasing cardiovascular fitness and in improving pulmonary function of children with asthma [6,15-19]. However, health care providers indicate that they lack interventions that result in maintenance of improved PA levels. This is because existing training programs do not aim to achieve behavior change in children with asthma [15,17,20].

This raises the question as to how PA levels can be both increased and maintained in children with asthma who are inactive. Various studies and reviews show that effectiveness of PA stimulating programs can be increased by technology-supported interventions [21-29]. Although most studies focus on adults, several studies show that a technology-supported approach can have positive effects on PA and physical functioning in children and adolescents as well [30,31].

Features of technology-supported interventions, especially behavior change interventions, are often inadequately described [23,24]. Therefore, it is difficult to compare interventions and their effects. To ease and improve this comparison, it is important to describe the design process and the developed components of an intervention [32,33]. Several frameworks are already used to describe interventions that stimulate PA, such as the MRC (Medical Research Council) framework to stimulate PA in older adults, the IDEAS (Integrate, Design, Assess, and Share) framework to promote PA in adults, the CeHReS (Centre for eHealth Research) framework to promote PA in people with depression, and the intervention mapping (IM) model to stimulate PA in patients with heart failure [33-40]. For our intervention, we chose the IM model, because it explicitly differentiates between personal and environmental factors affecting PA, and it takes into account creating an implementation and evaluation plan. Moreover, IM was already successfully applied for developing health interventions for children [41-43]. The framework enables systematic development of evidence-based interventions and enhances adoption, implementation, and maintenance of the developed intervention [39].

Objectives

As part of a project that aims to promote PA in children (aged 8 to 12 years) with asthma, we attempted to develop an intervention that supports health care providers in stimulating PA in children with asthma using the IM model. In a preliminary study, we explored promoting factors for PA in children with asthma according to children with asthma themselves, their parents, and their health care providers [44]. In this study, we applied the IM model to develop a technology-supported intervention that incorporates both these promoting factors and behavior change principles that were discovered. We aimed to transparently report the development process and the final components of the intervention using IM to meet the demand of sufficiently describing technology-supported interventions [32,33]. We answered the following research question: “How can scientific evidence on stimulation of PA, the needs and wishes of future users, and behavior change principles be translated into features of an intervention that facilitates health care providers in promoting PA in children with asthma?”

By systematically describing the translation from requirements to functional components and our specific design and implementation choices, we give insight into the background of our intervention and ease comparisons with other interventions. In addition, we report the contribution of future users, because the intervention was developed in cocreation with children with asthma, their parents, and health care providers.
**Methods**

**IM Model**

The IM protocol includes six steps: (1) conduct a needs assessment in which a distinction is made between personal and environmental determinants; (2) define the intervention outcome, performance objectives, and change objectives; (3) select theory-based intervention methods and strategies; (4) create components of the intervention and conduct pilot tests; (5) create an implementation plan; and (6) create an evaluation plan.

**Step 1: Needs Assessment**

To assess the health problem, background information and scientific evidence regarding children with asthma, the impact of low levels of PA, and available interventions had to be gathered according to the IM model. In our preliminary study, 3 stakeholder groups were questioned to explore promoting factors of PA in children with asthma. To do so, concept-mapping sessions were held with 25 children with asthma (aged 8 to 12 years), 17 parents of children with asthma, and 21 health care providers of children with asthma. The health care providers were lung nurse practitioners and pediatric physiotherapists, experienced in behavior change and supporting PA in children with asthma. The resulting factors were labeled as either personal or environmental factors according to the Physical Activity for People with a Disability model [45]. More details regarding the needs assessment can be found in our preliminary study [44]. On the basis of this needs assessment, we defined the aim of the intervention. The reported factors will be used in subsequent steps of the IM framework, such as designing the program’s requirements and functional components.

**Step 2: Intervention Outcome, Performance Objectives, and Change Objectives**

To examine the target behavior, we created a logic model of change according to the IM framework. First, we defined the program outcomes based on the stakeholders’ reported clusters in the needs assessment. They describe the desired changes in the behavior and the environmental conditions that are required to reach the goal of the intervention [39]. Second, we translated the program outcomes in performance objects based on the stakeholders’ reported supporting ideas in the needs assessment. Those indicate the required behavior to reach the goal of the intervention. On the basis of these performance objectives, change objectives were defined which indicate the necessary behavior to accomplish the required behavior change and environmental conditions.

**Step 3: Selecting Theory-Based Intervention Methods and Strategies**

On the basis of the needs assessment and the logic model of change thus created, we selected several methods and strategies that were translated into design considerations for the intervention. This was performed in a stakeholder session with a pediatric pulmonologist, a pediatric physiotherapist, and researchers specialized in exercise behavior in children, behavioral change, health technology, and game development. The final selection was a product of mutual agreement.

**Step 4: Creating and Pilot-testing the Intervention’s Components**

On the basis of the needs assessment, logic model of change, and the design considerations, we formulated several requirements for the intervention to be developed. With a multidisciplinary team involving health care providers, data scientists, game designers, and software developers, we translated the requirements into functional components. This translation was performed in 2 sessions and the final list of requirements was a product of mutual agreement. To develop those components, we performed an agile method consisting of several design and develop iterations. Each iteration lasted for 2 weeks, and there were 10 iterations in total.

In the first 3 iterations, we created story lines, mock-ups, and user journeys resulting in a prototype. In a stakeholder session, this product was tested by children with asthma and their health care providers. Children who participated in the needs assessment were asked whether they wanted to participate in this stakeholder session as well. Children who were diagnosed with asthma and aged between 8 and 12 years could be included. The 3 participating children were aged, on average, 9.3 (SD 1.5) years, and 2 of them were female. One of the children was diagnosed with severe asthma, one of them had mild asthma symptoms, and one of them had moderate asthma symptoms. The 4 participating health care providers were all pediatric physiotherapists with >5 years of work experience with children with asthma. In the stakeholder session, the participants individually tested the prototype and shared their experiences with the researchers. The children were asked to focus on the app’s functionalities, the story line, and the usability of the PA monitor, whereas the health care providers were asked to focus on the dashboard’s functionalities and the clarity of the graphs showing the children’s PA. Afterward, the researchers compared the experiences of the participants and translated them into requirements for improvement of the prototype. In the remaining 7 iterations, these improvements were made, and the prototype was further developed into a usable product.

**Step 5: Creating an Implementation Plan**

In a stakeholder session with a pediatric physiotherapist, a pediatric pulmonologist, and a lung nurse practitioner, we examined the health care provider’s daily practice and the current health care situation for children with asthma who are inactive receiving care regarding PA. We explored the available time and skills of the health care providers, to support children with asthma who might benefit from PA with an intervention.

**Step 6: Creating an Evaluation Plan**

For a blended intervention, it is important to evaluate the usability and feasibility in children’s everyday life and in their health care provider’s daily practice. Therefore, we selected methods to evaluate user experiences, adherence, and usability of both children and health care providers. In addition, to evaluate the possible impact of the intervention on children, we selected methods to look into the self-perception of PA among children, their social participation, and their enjoyment of PA.
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Results

Step 1: Needs Assessment

Several studies show that children with asthma benefit from PA. Increased levels of PA are related to both improved cardiovascular fitness and quality of life [4-6,16,19]. However, children with asthma experience limitations in PA and social activities because of their disease [7-10,46]. Reported explanations for these experienced limitations are, for instance, inaccurate symptom perception of airflow limitation, misinterpreting healthy exercise-induced shortness of breath as an asthma attack, and low self-efficacy in relation to PA [47,48]. Parents endorse the limitations that children experience and report parental fear for exercise-induced asthma, challenges with asthma management, and lack of trust in teachers or sport coaches as parental barriers [49,50]. Increasing self-esteem and improving knowledge about PA in relation to asthma and medication are reported as strategies to reduce children’s perceived limitations in PA [51,52].

Figure 1 shows differences and similarities among all reported factors of the 3 stakeholder groups. Factors that were rated as very important were getting positive feelings of PA, playing together, being stimulated and motivated by relatives, good asthma control, making PA enjoyable, rewarding PA, tailored PA, playing outside more often, setting realistic goals, relatives of child have sufficient knowledge about asthma in relation to PA, child itself has sufficient knowledge about asthma in relation to PA, digital interventions for PA, increasing extrinsic motivation, positive attitude of child, scheduling PA together with child, and variation in PA.

Figure 1. Venn diagram in which the reported factors of all stakeholders are combined. The circles indicate the stakeholder groups. The factors are listed in random order (reprinted from Brons et al [44] with permission from the author). PA: physical activity.

The aim of the intervention was defined as follows: the intervention needs to support health care providers in improving PA levels in children with asthma who might benefit from increased levels of PA. The intervention will be developed for children who are inactive, with mild to moderate asthma symptoms, who are referred to a health care provider, either a lung nurse practitioner or a pediatric physiotherapist, to improve their PA levels.

Step 2: Intervention Outcome, Performance Objectives, and Change Objectives

All program outcomes, along with their corresponding performance and change objectives, are shown in Table 1.
<table>
<thead>
<tr>
<th>Program outcomes and performance objectives</th>
<th>Change objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increase PA participation</td>
<td></td>
</tr>
<tr>
<td>Use active transport instead of motorized transport</td>
<td>Walk or cycle more often</td>
</tr>
<tr>
<td>Participate in sports activities at school</td>
<td>Communicate about willing to join sports activities</td>
</tr>
<tr>
<td>Participate in social activities with PA elements</td>
<td>Inform school about the disease to create a safe environment</td>
</tr>
<tr>
<td>Participate in sports activities</td>
<td>Register for social PAs, even when having some doubts</td>
</tr>
<tr>
<td></td>
<td>Find a trusted buddy that can help when needed</td>
</tr>
<tr>
<td>Resist sedentary behavior</td>
<td>Search for enjoyable alternatives for sedentary time</td>
</tr>
<tr>
<td></td>
<td>Screen time should be reduced (by parents)</td>
</tr>
<tr>
<td>Improve knowledge about asthma and medication in relation to PA</td>
<td></td>
</tr>
<tr>
<td>Gain knowledge about impact of PA and medication on asthma control</td>
<td>Information about asthma and medication in relation to PA should be provided by health care provider or parents</td>
</tr>
<tr>
<td>Gain knowledge about PA possibilities despite having asthma</td>
<td>Information about PA possibilities when having asthma should be provided by health care provider</td>
</tr>
<tr>
<td>Increase asthma control</td>
<td></td>
</tr>
<tr>
<td>Good medication adherence</td>
<td>Take medication as prescribed</td>
</tr>
<tr>
<td>Increase self-esteem regarding PA</td>
<td></td>
</tr>
<tr>
<td>Experience positive PA feelings</td>
<td>Learn individual capabilities and limitations</td>
</tr>
<tr>
<td>Increase perceived joy during PA</td>
<td></td>
</tr>
<tr>
<td>Play together</td>
<td>Ask friends or family to participate in PA together</td>
</tr>
<tr>
<td>Include competition element</td>
<td>Schedule PA in family agenda</td>
</tr>
<tr>
<td>Introduce variation in PA</td>
<td>Add competitive elements to PA</td>
</tr>
<tr>
<td></td>
<td>PAs with competitive elements should be available</td>
</tr>
<tr>
<td>Earn rewards</td>
<td>A variety of PAs should be accessible</td>
</tr>
<tr>
<td>Provide a stimulating environment</td>
<td></td>
</tr>
<tr>
<td>Receive support from parents</td>
<td>PA should be actively supported by parents</td>
</tr>
<tr>
<td>Create a supportive school environment</td>
<td>PA should be actively supported by school</td>
</tr>
<tr>
<td></td>
<td>Access to PAs should be given by school</td>
</tr>
<tr>
<td>Provide tailored PA</td>
<td></td>
</tr>
<tr>
<td>Provide an adaptive tool</td>
<td>A flexible tool that adapts to the child’s specific needs and wishes should be available</td>
</tr>
<tr>
<td>Receive tailored feedback</td>
<td>Individual feedback based on monitored PA behavior should be given by health care provider</td>
</tr>
<tr>
<td>Learn to set realistic goals</td>
<td></td>
</tr>
<tr>
<td>Set PA goals</td>
<td>Think about own PA behavior and formulate a goal to improve the current behavior</td>
</tr>
<tr>
<td></td>
<td>Obtain insights into one’s own PA behavior</td>
</tr>
<tr>
<td></td>
<td>Coaching regarding setting realistic goals should be provided by health care provider or parents</td>
</tr>
</tbody>
</table>
Step 3: Selecting Theory-Based Intervention Methods and Strategies

The following three design considerations were formulated: (1) support behavior change, (2) blended technology, and (3) integration in everyday life.

To start with, the intervention should support behavior change regarding PA. Gamification is frequently used in the improvement of health and well-being and has shown to be particularly effective in behavior change regarding PA [53]. Gamification is defined as “the use of game design elements in non-game contexts” [54]. Conceptually, gamification combines design elements for behavior change techniques from persuasive technologies, intrinsically motivating qualities from serious games, and methods for tracking individual behavior from personal informatics [53,55-59]. However, in practice, most gamified eHealth applications merely implement short-term engagement through extrinsic rewards [60]. For children with a chronic disease specifically, the nonsignificant results of several serious games aiming to increase PA might be explained by the lack of incorporating behavior change theories in the game [61]. To reach the full potential of gamification, it is necessary to design tools based on theories that support the overall goal, behavior change, and the effects of game mechanics [60].

To maintain improved levels of PA, children must develop new habits. An important factor in habit formation is rewarding the required behavior [62]. Rewarding increases positive feelings in relation to the behavior, in our case performing PA [63]. To develop intrinsic motivation, such positive feelings are important [64]. Increasing self-efficacy is also shown to be effective, for instance, through action planning and shaping knowledge [65-67]. Moreover, goal setting, monitoring and feedback are shown to be effective persuasive methods for improving PA behavior [67-69]. Personal coaching from health care providers, for instance, with the widely used motivational interviewing technique, might enhance the behavior change process [70,71].

Second, the intervention should use blended technology, meaning that individual use of digital technology is combined with face-to-face interaction with a health care provider. Digital technology was shown to be valuable for improving health in children and supporting behavior change [30,72]. However, the results of such digital technologies can be optimized by offering them in combination with personal coaching [30]. Personal coaching is important to provide feedback and support goal setting, which are both identified as success factors when behavior change is aimed [67-69]. Moreover, personal coaching by health care providers reinforces a tailored approach, which was also identified as a success factor of eHealth interventions that induce health behavior change [73-76]. Both a tailored approach and support of a health care provider are important supporting factors of shaping knowledge, which is a frequently used technique in supporting healthy behaviors [67]. Children with asthma specifically need to learn more about the positive relation between PA and asthma control, how to properly take asthma medication, and the difference between healthy shortness of breath and an asthma attack [47]. Moreover, feedback and knowledge regarding accurate symptom perception is important for perceived exercise limitations. Some children report substantial discomfort when there is limited bronchoconstriction, whereas others report no symptoms even if severe obstruction is present [48].

Finally, it is important that use of the intervention and performing PA could be integrated in everyday life of the users. Although participation in everyday activities is a vital part of children’s development, children with physical disabilities or chronic diseases are less involved in such social activities than their healthy peers [8,58,77,78]. Children with asthma report engagement through extrinsic rewards that they often feel left out of the group [9]. Integration in everyday life is therefore important from 2 perspectives. On the one hand, we have to prevent that using the intervention creates a special situation as this might reinforce children’s feeling of being different and excluded. On the other hand, PA is often intertwined with social life. By focusing on PA in everyday life situations instead of sports specifically, children might experience better social participation.

Step 4: Creating and Pilot-testing the Intervention’s Components

Requirements of the Intervention

The requirements of the intervention are as follows:

1. Facilitate behavior change regarding PA by supporting goal setting, action planning, behavior execution, self-monitoring, and evaluation.
2. Monitor children’s PA so that both children and their parents can obtain insights into their PA behavior.
3. Connect the technology used by the children with the technology used by the health care providers. That way, health care providers can obtain insights into children’s PA behavior and can provide feedback. However, participating children should not see PA behavior of other children to prevent them from comparing themselves with each other. Children’s PA possibilities vary by the severity of their asthma symptoms, and their motivation might be lowered when they see other children achieving PA goals that are not achievable for themselves.
4. Promote PA in everyday life to increase social participation instead of focusing on sports activities.
5. Include learning elements to improve children’s knowledge about asthma in relation to PA. This should be presented in an attractive and stimulating way, because children with asthma themselves did not report improving their knowledge as an important stimulating factor.
6. Reward both exhibited PA and the effort undertaken to extrinsically motivate children. Although intrinsic motivation is preferred over extrinsic motivation to achieve behavior change, extrinsically motivated PA can yield positive feelings such as experiencing fun and feeling
competent. Those positive experiences are in itself important factors to become intrinsically motivated.

7. Include adaptive components for a tailored approach such as personalized goal setting, planning, and education. Personalized goals are important to adapt to children’s specific situation.

8. Minimize required screen time for the intervention. There should only be functional screen time, because screen time induces sedentary behavior and therefore defeats the purpose of the intervention.

**Functional Components of the Intervention**

**Structure**

The final intervention, named Foxfit, consists of 3 technical elements that meet all the requirements: (1) a PA tracker that monitors children’s performed PA time and intensity, (2) the Foxfit app on the child’s smartphone, and (3) the Foxfit web-based dashboard for health care providers. Because the intervention is blended, children receive personal coaching and feedback from their health care provider every week during a coaching moment. In the gamified story, the children are a fox that wants to travel from the moon to a planet. The child can do so by gaining points by performing PA.

In the following description of functional components, it is explicitly stated when components were added or changed because of feedback on the tested prototypes. To emphasize the evidence-based components, Table 2 shows the mapping from methods regarding the design consideration, such as behavior change principles, to the final functional components.

<table>
<thead>
<tr>
<th>Design consideration and method</th>
<th>Functional component of the intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monitoring</td>
<td>• Activity monitor that shows PA(^a)</td>
</tr>
<tr>
<td></td>
<td>• Points in the app that represent PA levels and bonus activities</td>
</tr>
<tr>
<td></td>
<td>• Overview of performed activities over the last week</td>
</tr>
<tr>
<td>Gamified story</td>
<td>• PA behavior, goals, and rewards are translated to an attractive story</td>
</tr>
<tr>
<td>Rewards</td>
<td>• Points for PA behavior based on activity tracker</td>
</tr>
<tr>
<td></td>
<td>• Bonus points for being aware of PA behavior</td>
</tr>
<tr>
<td></td>
<td>• Trophies from the health care provider for effort and positive attitude</td>
</tr>
<tr>
<td>Action planning</td>
<td>• Personal daily and weekly schedule with PAs</td>
</tr>
<tr>
<td>Shaping knowledge</td>
<td>• Tips and information as attractive drawings with supporting text</td>
</tr>
<tr>
<td></td>
<td>• Tips and information from the health care provider during the weekly meetings</td>
</tr>
<tr>
<td>Goal setting</td>
<td>• Personal daily and weekly goals in the form of PA points</td>
</tr>
<tr>
<td></td>
<td>• Personal PA goal for the entire duration of the intervention</td>
</tr>
</tbody>
</table>

**Blended technology**

- **Personal coaching and feedback**
  - Weekly meeting with health care provider
- **Tailored approach**
  - Goals, activity schedules, suggestions for PA, and tips and information are tailored

**Integration in everyday life**

- **Include all PAs**
  - Suggestions for PAs
  - Activity tracker monitors both general PA and specific sports activities
- **No special situation**
  - Usable without having the app with you (synchronize afterward)

\(^a\)PA: physical activity.

**Goal Setting**

A total of 4 PA goals can be listed up on the dashboard and the most important one can be marked as the main goal, such as being able to play as a hockey field player instead of goal keeper for half a match. Moreover, a weekly goal can be set. Children can see both their main and weekly goals on the home screen of the app anytime.

**Rewards**

On the basis of the measurements of the activity tracker, children receive points for their performed PA. Children also receive rewards for their effort, because children that tested a pilot version indicated that they did not only want to be rewarded for actual performed and measured PA but also for a positive attitude and for trying without sufficient results. Therefore, their shown effort is rewarded by their health care providers with either a bronze, silver, or golden trophy.
Self-monitoring
The activity tracker facilitates self-monitoring of PA. The app shows the received points visualized as the location of the fox on its way to the planet. In addition to self-monitoring, the child’s PA behavior is visualized in graphs on the health care provider’s dashboard. As requested by health care providers who tested the prototype, these graphs are easy to interpret, because they do not have much time to prepare. Moreover, at the request of health care providers, the graphs also show the relation between PA behavior and the asthma symptoms that children report every day. Because the graphs are too complicated for children aged <12 years to interpret on their own, they are shown only on the health care providers’ dashboard and not in children’s smartphone app.

Awareness of PA and Symptoms
Children are rewarded for the combination of filling out that they are going to be physically active and actually doing so. Moreover, the activities that are registered by the children become visible in an overview of performed activities in their app. Health care providers who tested a prototype indicated that children must learn to recognize their asthma symptoms and the relation among their asthma symptoms, PA, and medication. Therefore, the children’s asthma symptoms are monitored by reporting how they feel every morning and evening. On the health care provider’s dashboard, these scores are combined with the children’s PA behavior.

Suggestions for PA
In the needs assessment, children indicated that they often have motivation to become physically active, but they simply do not know what to do. Therefore, the app has a button that randomly shows suggestions from a list of PAs. The list contains both personalized and general ideas based on input of children participating in the needs assessment and testing the prototype. The personalized items can be added and adjusted every coaching moment with the health care provider.

Tips and Information
According to the needs assessment, health care providers and parents find it important that children learn more about the relation among their asthma symptoms, PA, and medication. Information regarding these topics are shown in informative and attractive drawings together with short supporting texts with practical tips for everyday life. These drawings pop up after children fill out that they are going to perform a PA in their app.

Schedule PA
A weekly schedule is visible in the app and the current day’s schedule is shown every morning.

Personal Coaching of Health Care Provider
Every week, children speak to their health care provider either in person or via a video call. On the basis of the visualizations on the health care providers’ dashboard, they discuss the child’s PA behavior of the past week, including the relation between the performed PA and the registered asthma symptoms. Moreover, the health care provider can adjust the personalized items in the dashboard such as the child’s PA goals, the informational topics, and the PA schedule.

Step 5: Creating an Implementation Plan

Technical Structure
The three elements of Foxfit (the activity tracker, smartphone app for children, and web-based dashboard for health care providers) must communicate with each other to synchronize. Figure 2 shows an overview of the connections among all technical elements.
**PA Tracker**

Children wear an activity tracker that monitors their PA levels. After comparing several activity trackers, we chose the PA monitor (PAM) “PAM AM300” [79]. This instrument is shown to be valid for adults [80]. Although there is no information on the validity of the PAM for children, we expected the tracker to be applicable because in our intervention the PAM is primarily used to measure progress and relative differences. Moreover, the instrument met several important criteria for our intervention. The instrument gave the opportunity to send data to our private research database instead of a commercial organization, had positive reviews from young study participants, is reasonably priced, and is extremely easy to use, because it does not require charging and synchronizes automatically [81,82].

Children wear the PAM on their hip, where it is clipped on their waistband. The PAM measures their activity in 2 ways. First, their activity is represented as a PAM score indicating the ratio of energy expended through PA to resting metabolism [83]. Second, their daily activity is represented as active minutes per day. Those active minutes are classified based on the metabolic equivalent of task (MET) as either low intense (MET: 1.8-3), middle intense (MET: 3-7), or high intense (MET: >7). On the basis of this, bonus points are given: (1) 5 points for either 60 minutes of low intense activity or 90 minutes of middle activity (the health care provider chooses which rule fits the child best), (2) 5 points for at least 15 minutes of high intense activity, and (3) 5 points in case children registered an activity and their PAM tracks at least five middle or high intense activity minutes. Children’s total daily score is the sum of this PAM score and the gained bonus points.

To synchronize the smartphone app for children and the web-based dashboard for health care providers, the data collected from the PAM must be stored in a database. Therefore, children have a Raspberry Pi (Raspberry Pi Foundation) with a Bluetooth and 4G dongle at home. When the PAM is near the Raspberry Pi, it automatically sends the collected data to a database on a secured remote server via a secured Secure Shell (SSH) connection. The collected data are not shared with other parties, no personal data are stored, and the collected activity data are stored pseudonymized.

**Web-Based Dashboard for Health Care Providers**

Health care providers visit a web-based dashboard via their internet browser to see visualizations of the collected activity data and to personalize the intervention. Every health care provider has their own ID number and password to access the dashboard. These ID numbers and corresponding hashed passwords are stored in the database on the remote server. ID numbers of health care providers are only matched to ID numbers of children that they treat at the moment to ensure they do not have access to children who are treated by other health care providers.
care providers. Figure 3 shows the pages of the dashboard where health care providers log in and select the child’s ID.

When a health care provider signs into the dashboard and selects a child’s ID, the child’s activity data are sent via a secured SSH connection from the database on the remote server to the web-based dashboard. There, visualizations of the child’s PA behavior are shown. Figure 4 shows such visualizations on the health care provider’s dashboard. Health care providers also use the dashboard to tailor the intervention. Figure 5 shows pages of the dashboard in which the health care provider can fill out personalized data. When they add information or fill out choices, this is again sent via a secured SSH connection from the web-based dashboard to the database on the remote server.

Figure 3. Start pages of the health care providers’ web-based dashboard. Log in to dashboard (top); select the ID of the child (bottom).
Figure 4. Visualization pages of the health care providers’ web-based dashboard. Graphs regarding the physical activity (PA) behavior of the child are shown. From top to bottom: PA behavior of the baseline week (“Week 0”); PA behavior of the fifth week using the app (“Week 5”). In both graphs, the date is shown on the x-axis (“datum”), the y-axis represents the amount of PA minutes (“minuten”), and the intensity of PA (“intensiteit”) is represented by the color—low (“licht”); middle (“middel”); high (“zwaar”). In the bottom graph, the smiley faces indicate whether the child has achieved their daily goal, and the number between 1 and 10 indicates the experienced asthma symptoms in the morning (1=feeling very bad; 10=feeling very well).
**Figure 5.** Personalization pages of the health care providers’ web-based dashboard. From top to bottom: personal goals and trophies; physical activity (PA) suggestions; scheduling PAs; choosing relevant tips.

**Smartphone App for Children**

Because the *Foxfit* app is built only for Android, and because we wanted to prevent from privacy and installation problems, children receive a smartphone on which the *Foxfit* app is already installed. To see the collected activity data as a gamified story, children use the app. **Figure 6** shows the pages of the child’s smartphone app. Children have their own ID number and password to access the app and the app is connected with the internet through Wi-Fi or 4G. On the remote server, no personal data of the child are stored. Only the ID number and corresponding hashed password are stored. When a child opens the app, activity data from the PAM that were automatically synchronized via the Raspberry Pi at home are sent from the remote server to the smartphone app through a secured SSH connection. When children add information or fill out choices in the app, this is also sent via a secured SSH connection from the smartphone app to the remote server. The home screen contains a help button that provides contact information to handle technical problems.
Implementation in the Health Care System

The intervention takes 7 weeks in total. Health care providers have a coaching moment with the child every week. The first 2 meetings, the midterm meeting, and the last meeting are in-person sessions and take 30 minutes. The remaining meetings are digital, to diminish the time investment and take 15 minutes. Before starting the intervention, children wear the PAM for a week without having access to the app. In this “week 0,” their baseline PA behavior is discovered. In the following 6 weeks, the full intervention including the smartphone app is used by the child. The health care provider can access the web-based dashboard at any time in the 7 weeks. At the start of a coaching meeting, the health care provider signs in into the web-based dashboard with their own credentials and selects the ID number of the child that the meeting is with. The dashboard is designed in such a way that the health care provider is guided through all steps to be performed by the
health care provider are described in a manual as well. Figure 7 shows a timeline of the Foxfit intervention from the health care provider’s perspective.

In the first meeting, health care providers hand over the PAM, Raspberry Pi, and a manual to the child. They introduce the intervention and explain the PAM use to the child and their parents. Moreover, they schedule coaching moments for the coming weeks. After the baseline week is complete, health care providers hand over a smartphone on which the Foxfit app is installed, along with the child’s credentials and a manual. They explain the intervention to the child and their parents. Together with the child, a personal PA goal for the entire intervention is set as well as a weekly goal in the form of activity points. These goals are filled out in the dashboard. Moreover, personal tips and suggestions for PAs are chosen, and PAs for the coming week are scheduled.

In the digital coaching meetings, health care providers evaluate the PA behavior of the child over the past week, based on the PA graphs on their dashboard. They also discuss the relation between the child’s PA levels and their asthma symptoms. For the child’s shown effort in the past week, they hand out a trophy. Together with the child, the health care providers set a new weekly PA goal formulated as activity points and schedule PAs for the coming week. If needed, PA suggestions and personal tips can be adjusted in the dashboard as well.

The coaching meeting after 3 weeks of using the app is conducted in real life, instead of being conducted digitally. Then, health care providers conduct a midterm evaluation in addition to the general items covered during a coaching moment. If needed, they can adjust the child’s PA goal. In the last meeting, health care providers conduct a final evaluation in which they discuss the child’s progress achieved during the intervention. In addition, they hand out a Foxfit certificate to the child and they collect all hardware.

**Figure 7.** Timeline of the Foxfit intervention in the daily practice of the health care providers. PA: physical activity; PAM: physical activity monitor.

### Implementation in Children’s Everyday Life

After the baseline week in which children’s baseline PA behavior is discovered with the PAM, children also use a smartphone with the Foxfit app. Children need not carry around their smartphone all the time. To minimize screen time, the app is not required to track PAs, because the PAM automatically tracks their PA levels. When they are near the Raspberry Pi at home, data are automatically sent to the database on the remote server. Figure 8 shows a timeline of the Foxfit intervention in children’s everyday life.

In the morning, children attach their PAM to their waistband to track their activity during the day. After that, they open the smartphone app which shows the menu and their personal PA goal. Then, they fill out how they feel that morning to track their asthma symptoms. When they are finished, their PA schedule of the day is shown, and they can start their day.

Although the app is not required to track PA behavior, children can use the app at any moment to register their PAs to become more aware of their own PA behavior. To do so, they open the app and fill out the activity they intend to perform at that moment. After registering, they receive a tip or information on subjects applicable to them. Children can use the app at any moment to look up their personal goal, received points, PA schedule, performed activities, or awarded trophies as well.

Around bedtime, children finish the Foxfit day by taking off the PAM and by gaining their daily points. When they open the app, they see the points received during the day. Their spaceship travels from the moon toward the planet based on the received PA points. Similar to the morning routine, children fill out how they felt during the day to track their asthma symptoms.
Step 6: Creating an Evaluation Plan

The developed intervention Foxfit will be tested by approximately 15 children (aged 8 to 12 years) with asthma who are inactive. They will all be treated in a hospital in the Netherlands, specialized in pediatric asthma. During the evaluation study, the intervention will be provided by pediatric lung nurse practitioners and functional exercise therapists from those hospitals.

To evaluate the usability and feasibility in children’s everyday life and in health care providers’ daily practice, both children and health care providers will be interviewed halfway and at the end of their participation about their user experience, adherence, and suggestions for improvement. In addition to the qualitative interviews, they also fill in the System Usability Scale, which measures the usability of the developed intervention [84,85].

To obtain insights into the effect of the intervention, children will fill out several questionnaires at the start and end of the intervention. Those questionnaires regard asthma control, PA participation, enjoyment of PA, and self-perceptions with, respectively the Asthma Control Questionnaire, Activity Questionnaire for Adults and Adolescents, PA enjoyment scale, and the self-perception profile for children (competentie-belevingsschaal voor kinderen) [86-91]. Regarding children’s physical fitness and endurance, they perform a 6-minute walk test. In addition, activity data, collected with the PAM, of all participants will be analyzed. We will compare activity levels of the baseline week with activity levels of the last intervention week.

A detailed description of the evaluation together with its corresponding analyses and results will be published separately.

Discussion

Principal Findings

This study illustrated the way IM was used to translate theory and stakeholder experiences into design requirements and functional components and finally develop a complete blended and technology-supported intervention. IM was useful for describing the translation and development in a structured way. The needs and wishes of children with asthma, their parents, and health care providers were combined with scientific evidence regarding behavior change techniques and gamification in a technology-supported intervention. This resulted in the blended intervention Foxfit that consists of an activity tracker, a smartphone app for children (aged 8 to 12 years), and a web-based dashboard for health care providers. It focuses on PA in everyday life to improve social participation and contains behavior change elements such as goal setting, rewards, action planning, monitoring, shaping knowledge, a tailored approach, personal coaching and feedback, and a gamified story. Because of the cocreation with future users, the support of the resulting product has been strengthened among children with asthma, their parents, and health care providers. The structured description of the development process ensures that Foxfit can be compared easily with other interventions.

Strengths, Limitations, and Future Work

The participation of stakeholders in this project was very strong, because the intervention was not only created for the target group but together with them. Consistent with other studies that
applied IM to develop health interventions for children, we experienced that the process of IM is very time consuming, but the systematic approach improves clarity and analysis of the intervention [41,42]. The theoretical foundation increases the potential of the intervention to realize the desired outcome of supporting PA, because it tends to provoke more significant effects on PA [30,65,92,93]. Moreover, clarity and analysis of the intervention is important, because many gamified interventions for children with chronic disease lack a detailed description of the final intervention [61].

Because of the structured approach, it is relatively easy to apply this approach to other situations. On the one hand, the current gamified story and integrated behavior change techniques can be applied for children with other chronic diseases. Only the content of the knowledge components and the specific questions about asthma symptoms should be adjusted to the new disease. On the other hand, the integrated behavior change techniques can be applied for children in older age groups in case the gamified story is adjusted to their interests and experiences. Because children should be able to handle a smartphone with the Foxfit app themselves and understand why they need to wear the activity tracker, we do not think that the intervention is suitable for children younger than the current minimum age of 8 years.

An important factor of Foxfit is the support of the health care provider. Because of the blended approach, children receive personal feedback, and the intervention can be tailored. These components are success factors when behavior change is aimed for and requires considerable time from both children and health care providers [67-69]. The intervention takes 7 weeks, which will not be long enough to reach lasting behavior change. However, 7 weeks of monitoring and coaching can lead to positive PA experiences and therefore, improved PA levels. Extended use of the intervention, possibly with decreasing involvement of the health care provider, can help maintain these improved PA levels and form new habits. In the evaluation study we will obtain an indication of the effect of the intervention on improved PA levels.

Time is scarce and expensive for the health care providers. Therefore, we tried to diminish the coaching time by enabling web-based coaching meetings and by minimalizing health care providers’ preparation time. Despite these optimizations, it might be difficult to structurally implement the Foxfit intervention in the health care system. Because of the advantages of personal feedback from health care providers on children’s motivation, we would not recommend to completely omit this. However, the investment time of health care providers might be further diminished through the use of artificial intelligence (AI) for automatically personalizing the intervention. Such a technical system might, for instance, suggest health care providers weekly activity goals based on activity data of the past weeks. This approach takes the attitude of both patients and health care providers toward AI into account. Patients appreciate the human factor of health care providers and might have a negative attitude toward medical AI because of the absence of this humanistic care factor [94]. Moreover, health care providers appreciate AI systems to make the process more efficient or support them by giving suggestions, but ultimately, they want to make their own choices [95]. By giving AI-based suggestions for weekly PA goals, there still is clinical expertise and personal feedback, but the health care providers are supported in their decisions and the process is made more efficient.

Although coaching from the health care provider is an important component of the intervention, it would be interesting to study whether the intervention can be used as standalone app for children as well. Although the intervention was designed for children with asthma who are inactive, there are also several children who already have moderate PA levels but who may still be able to diminish the impact of their disease when their PA levels are improved. A stand-alone app might, for instance, be helpful for them as well as for children who completed the entire blended Foxfit intervention previously and now need a repetition. To examine the possibilities of a standalone app, we should study whether some of the health care provider’s tasks and dashboard functionalities can be implemented in the smartphone app. Moreover, in some cases, highly educated parents could possibly take over the coaching role of the health care provider when they receive proper instruction.

Regarding the hardware, the PAM that children must wear is extremely easy to use and safe in terms of personal data. No personal data are stored, and the activity data are not shared with a commercial organization. The PAM does not require charging during the intervention and it synchronizes automatically. Thus, the impact on children’s everyday life is minimal. However, this system requires Raspberry Pi with Bluetooth and 4G dongle at home. This takes up space, requires an electrical outlet, and comprises of small components, which might be inconvenient when having very young children at home.

Although a large group of children participated in the needs assessment, it was challenging to include children with low PA levels for our pilot test. In the end, more children with sufficient PA levels than children with low PA levels pilot-tested our prototype than children with low PA levels. This might have influenced the feedback of the prototype and therefore the choices made for the final intervention. For example, in the needs assessment, children suggested that competitive elements would help them become physically more active, whereas participants of the stakeholder sessions indicated that competition is not desired, because children’s motivation might be reduced when they compete against children having better PA possibilities. A solution might be to compete against each other based on children’s personalized goals. In the feasibility and usability tests, user experiences and suggestions for improvement of a larger group of children with asthma who are inactive will be explored.

According to the Fogg Behavior Model, someone will not automatically perform the desired behavior when the opportunity, capability, and motivation are sufficient, but there will be a moment of opportunity in which someone can be persuaded to perform the desired behavior in case he receives a trigger [96,97]. In technology-supported interventions, providing such an external trigger at the moment of opportunity is called a just-in-time notification. Although such notifications
might have reinforced children’s motivation, we did not choose to implement them, because one of our requirements was that the intervention should be usable without the children having to carry the smartphone with them all day. The PAM did not technically support such notifications, but incorporating these just-in-time notifications might strengthen the motivational aspect of our intervention in the future.

Conclusions
IM was useful to structure the development of the blended and technology-supported intervention Foxfit, and to describe this development process. Foxfit facilitates health care providers in promoting PA in children with asthma. The intervention consists of an activity tracker, smartphone app for children, and web-based dashboard for health care providers. Important behavior change elements of the intervention are goal setting, rewards, action planning, monitoring, shaping knowledge, a gamified story, personal coaching and feedback, and a tailored approach. Not only is the intervention based on behavior change techniques, it also meets the needs and wishes of its users because it was cocreated with children with asthma, their parents, and their health care providers.
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<table>
<thead>
<tr>
<th>AI</th>
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</tr>
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<tbody>
<tr>
<td>CeHReS</td>
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</tr>
<tr>
<td>IDEAS</td>
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</tr>
<tr>
<td>IM</td>
<td>intervention mapping</td>
</tr>
<tr>
<td>MET</td>
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</tr>
<tr>
<td>MRC</td>
<td>Medical Research Council</td>
</tr>
<tr>
<td>PA</td>
<td>physical activity</td>
</tr>
<tr>
<td>PAM</td>
<td>physical activity monitor</td>
</tr>
<tr>
<td>SSH</td>
<td>Secure Shell</td>
</tr>
</tbody>
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Abstract

Background: Preoperative medical evaluation serves to identify risk factors and optimize patients before surgery. Providing a telehealth option in the perioperative setting has played a significant role in reducing barriers to quality perioperative health care.

Objective: We aimed to evaluate how telemedicine preoperative evaluations using Clinical Video Telehealth (CVT) impact hospital length of stay.

Methods: We performed a retrospective chart review between 2016 and 2017 of adult patients who underwent evaluations in our hospitalist-run preoperative medicine clinic. Patients seen in our preoperative CVT program were compared to patients seen in person to evaluate the association of visit type (preoperative CVT versus in-person evaluation) with hospital length of stay, defined as hospital stay from postoperative day 0 to discharge. There were 62 patients included in this retrospective study.

Results: The adjusted incidence rate ratio (IRR) for hospital length of stay was significantly shorter in patients who underwent preoperative CVT compared to an in-person visit (IRR 0.52, 95% CI 0.29-0.92, \( P = .02 \)).

Conclusions: After adjusting for age and comorbidities, we show that preoperative telemedicine in the perioperative setting is associated with a shorter hospital length of stay compared to in-person visits. This suggests that telemedicine can play a viable role in this clinical setting.

doi:10.2196/38054
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Introduction

For the almost 50 million surgeries and procedures performed annually in the United States, preoperative medical evaluation serves to identify and optimize perioperative risk to decrease adverse outcomes and to prevent same-day cancellations of surgery [1]. Traditionally, preoperative evaluations are performed face-to-face in the clinic. Starting in July 2014, given its large catchment area, the Veterans Affairs Greater Los Angeles Healthcare System implemented a telemedicine preoperative medicine clinic using Clinical Video Telehealth (CVT). CVT is a technology that Veterans Affairs (VA) providers have used since the early 2000s. With CVT, clinicians can gather relevant history and conduct a limited physical exam using a camera and digital stethoscope. Since adoption, CVT has found increasing rates of use, especially for patients living...
in rural areas, who face significant barriers to completing
in-person visits. In the wake of the COVID-19 pandemic, the
importance of providing a telehealth option in outpatient care
has become even more apparent [2].

Several studies in non-VA settings have demonstrated that
preoperative evaluations done via telemedicine are associated
with high patient/provider satisfaction, cost savings, and a lower
rate of same-day cancellation when compared to in-person
evaluations [3-6]. However, the potential limitations of
telemedicine preoperative evaluation (eg, not performing a
comprehensive physical exam may preclude clinical diagnoses)
may lead to subsequent case-cancellation complications. Thus,
our project aimed to evaluate how telemedicine preoperative
evaluations using CVT impact hospital length of stay.

Methods

Overview
This manuscript follows the Strengthening the Reporting of
Observational Studies in Epidemiology (STROBE) Statement
guidelines for reporting observational studies. All data used in
this study were extracted from electronic medical records.

We performed a retrospective chart review of adult patients
who underwent evaluations in our hospitalist-run preoperative
medicine clinic. Patients seen in our preoperative CVT program,
which started in July 2014, were compared to patients who had
in-person visits to evaluate the association of visit type
(preoperative CVT versus in-person) with hospital length of
stay, defined as hospital stay from postoperative day 0 to
discharge. We extracted data from 2016 to 2017. Preoperative
CVT involves a thorough history and a full airway exam.
Exclusion criteria for the CVT preoperative program were
defined at the program’s start as American Society of
Anesthesiologists (ASA) class 4, or ASA class 3 and
uncontrolled blood pressure (>180/100 mm Hg) and/or diabetes
(glycated hemoglobin [HbA_1c] >9%). The patients needed to
meet all criteria to be recommended for an in-person visit and
therefore be excluded from CVT. These patients were
recommended for in-person evaluation due to comorbidity
burden and importance of taking a complete history and
conducting a physical exam.

Data Analysis
Statistical analysis was performed using R (version 3.6.1; R
Foundation for Statistical Computing). To measure the
differences in hospital length of stay among those who received
CVT versus face-to-face consultation, chi-square and student t
tests were used. Multivariable negative binomial regressions
were performed, adjusting for age, gender, ASA score, surgery
type (major or minor), and Elixhauser comorbidity index. The
incidence rate ratio (IRR), 95% CIs, and P value were calculated
for each estimate.

Ethical Considerations
Our study was reviewed by the Institutional Review Board of
the West Los Angeles Veterans Administration Medical Center
and was granted an “exempt” status.

Results
There were 62 patients included in this retrospective study. The
cancellation rate was 1.74% for CVT versus 3.48% for
in-person. Table 1 outlines the distribution of patient
characteristics stratified by preoperative visit type. In this
unadjusted analysis, there were no significant differences
between the cohorts.

Table 2 outlines the negative binomial regression for the
association of visit type with hospital length of stay. The age-
and Elixhauser score–adjusted incidence rate for hospital length
of stay was significantly shorter in patients who underwent
preoperative CVT compared to an in-person visit (IRR 0.52,
95% CI 0.29-0.92, P=.02).
Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>In-person (n=29)</th>
<th>Preoperative Clinical Video Telehealth (n=33)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>62.83 (11.23)</td>
<td>59.36 (15.43)</td>
<td>.32</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td>.26</td>
</tr>
<tr>
<td>Male</td>
<td>28 (96.6)</td>
<td>28 (84.8)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1 (3.4)</td>
<td>5 (15.2)</td>
<td></td>
</tr>
<tr>
<td>Elixhauser comorbidity score, n (%)</td>
<td></td>
<td></td>
<td>.16</td>
</tr>
<tr>
<td>≤1</td>
<td>5 (17.2)</td>
<td>11 (33.3)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>6 (20.7)</td>
<td>9 (27.3)</td>
<td></td>
</tr>
<tr>
<td>≥1 and &lt;5</td>
<td>8 (27.6)</td>
<td>10 (30.3)</td>
<td></td>
</tr>
<tr>
<td>≥6 and &lt;10</td>
<td>4 (13.8)</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td>≥11 and &lt;19</td>
<td>6 (20.7)</td>
<td>2 (6.1)</td>
<td></td>
</tr>
<tr>
<td>Surgical specialty, n (%)</td>
<td></td>
<td></td>
<td>.68</td>
</tr>
<tr>
<td>Urology</td>
<td>7 (24.1)</td>
<td>6 (18.2)</td>
<td></td>
</tr>
<tr>
<td>Colorectal</td>
<td>1 (3.4)</td>
<td>2 (6.1)</td>
<td></td>
</tr>
<tr>
<td>Ophthalmology</td>
<td>1 (3.4)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Plastic surgery</td>
<td>1 (3.4)</td>
<td>5 (15.2)</td>
<td></td>
</tr>
<tr>
<td>General</td>
<td>6 (20.7)</td>
<td>3 (9.1)</td>
<td></td>
</tr>
<tr>
<td>Orthopedics</td>
<td>6 (20.7)</td>
<td>6 (18.2)</td>
<td></td>
</tr>
<tr>
<td>Gynecology</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td>Ear, nose, and throat</td>
<td>2 (6.9)</td>
<td>4 (12.1)</td>
<td></td>
</tr>
<tr>
<td>Neurosurgery</td>
<td>4 (13.8)</td>
<td>5 (15.2)</td>
<td></td>
</tr>
<tr>
<td>Vascular</td>
<td>1 (3.4)</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td>ASA class, n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>.13</td>
</tr>
<tr>
<td>1</td>
<td>1 (3.4)</td>
<td>2 (6.1)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0 (0)</td>
<td>5 (15.2)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>27 (93.1)</td>
<td>24 (72.7)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1 (3.4)</td>
<td>2 (6.1)</td>
<td></td>
</tr>
<tr>
<td>Length of stay, mean (SD)</td>
<td>6.55 (9.09)</td>
<td>3.33 (3.97)</td>
<td>.07</td>
</tr>
</tbody>
</table>

<sup>a</sup>Pearson chi-square test for categorical variables. Student t test for continuous variables.

<sup>b</sup>ASA: American Society of Anesthesiologists.

Table 2. The association of preoperative visit with hospital length of stay.

<table>
<thead>
<tr>
<th></th>
<th>Incidence rate ratio</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preoperative Clinical Video Telehealth&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.52</td>
<td>0.29-0.92</td>
<td>.02</td>
</tr>
<tr>
<td>Elixhauser comorbidity</td>
<td>1.00</td>
<td>0.82-1.22</td>
<td>.27</td>
</tr>
<tr>
<td>Age</td>
<td>1.01</td>
<td>0.98-1.03</td>
<td>.98</td>
</tr>
</tbody>
</table>

<sup>a</sup>Reference group for preoperative Clinical Video Telehealth is patients who received medical chart review and did not receive preoperative Clinical Video Telehealth.

**Discussion**

In summary, we show that preoperative CVT, while holding age and the Elixhauser comorbidity score constant in the model, has an IRR for hospital length of stay that is 0.52 times lower compared to in-person visits. This study found a significant difference in the IRR of postoperative length of stay between patients receiving telehealth versus in-person preoperative evaluations. This suggests that telemedicine can play a viable role in this clinical setting. Telemedicine has the potential to increase care access across all specialties and health care systems. Our findings had several limitations including that the
The study was retrospective, was conducted at a single center, and had a low sample size, leading to an increased risk of type II error. Length of stay may be affected by many factors. In the VA patient population, social reasons may affect length of stay more than the typical patient population. There likely is selection bias between those patients who were willing to do CVT versus those who wanted an in-person evaluation.

In our patient population, several patients were more interested in telemedicine compared to in-person visits and we hope to expand to other locations. We plan to apply biomedical informatics to the electronic medical records to extract granular patient data including but not limited to (1) demographic data (age, race, socioeconomic status, and zip code), (2) comorbidities and severity of each comorbidity, (3) postoperative complications, (4) telemedicine-specific data (cancellation rates, missed appointments, and scheduling delays), and (5) patient perceptions and experiences. We hope this research design will help us to identify the benefits and potential disadvantages of telemedicine in the perioperative period. Future studies should be prospective and adequately powered to limit type II error. In addition, future studies should explore how to appropriately triage patients as being “telehealth-appropriate” in the preoperative setting, as well as investigate the effects of preoperative telehealth on other patient-centered outcomes.
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Abstract

Background: Existing mental health treatments are insufficient for addressing mental health needs at scale, particularly for teenagers, who now seek mental health information and support on the web. Single-session interventions (SSIs) may be particularly well suited for dissemination as embedded web-based support options that are easily accessible on popular social platforms.

Objective: We aimed to evaluate the acceptability and effectiveness of three SSIs, each with a duration of 5 to 8 minutes (Project Action Brings Change, Project Stop Adolescent Violence Everywhere, and REFRAME)—embedded as Koko minicourses on Tumblr—to improve three key mental health outcomes: hopelessness, self-hate, and the desire to stop self-harm behavior.

Methods: We used quantitative data (ie, star ratings and SSI completion rates) to evaluate acceptability and short-term utility of all 3 SSIs. Paired 2-tailed t tests were used to assess changes in hopelessness, self-hate, and the desire to stop future self-harm from before to after the SSI. Where demographic information was available, the analyses were restricted to teenagers (13-19 years). Examples of positive and negative qualitative user feedback (ie, written text responses) were provided for each program.

Results: The SSIs were completed 6179 times between March 2021 and February 2022. All 3 SSIs generated high star ratings (>4 out of 5 stars), with high completion rates (approximately 25%-57%) relative to real-world completion rates among other digital self-help interventions. Paired 2-tailed t tests detected significant pre-post reductions in hopelessness for those who completed Project Action Brings Change (P<.001, Cohen dz=-0.81, 95% CI −0.85 to −0.77) and REFRAME (P<.001, Cohen dz=-0.88, 95% CI −0.96 to −0.80). Self-hate significantly decreased (P<.001, Cohen dz=-0.67, 95% CI −0.74 to −0.60), and the desire to stop self-harm significantly increased (P<.001, Cohen dz=0.40, 95% CI 0.33 to 0.47) from before to after the completion of Project Stop Adolescent Violence Everywhere. The results remained consistent across sensitivity analyses and after correcting for multiple tests. Examples of positive and negative qualitative user feedback point toward future directions for SSI research.

Conclusions: Very brief SSIs, when embedded within popular social platforms, are one promising and acceptable method for providing free, scalable, and potentially helpful mental health support on the web. Considering the unique barriers to mental health treatment access that many teenagers face, this approach may be especially useful for teenagers without access to other mental health supports.

(JMIR Form Res 2022;6(7):e39004) doi:10.2196/39004
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Limited Accessibility of Existing Mental Health Treatments

Existing mental health treatments have long been inaccessible due to well-established structural (eg, cost, transportation, and time) and individual (eg, stigma and distrust of providers) barriers [1-3]. Furthermore, people experiencing suicidal thoughts or engaging in self-harm often fear the negative consequences of disclosing these experiences (eg, involuntary hospitalization) [4,5], creating additional barriers to treatment among those who may need it most. This is particularly true for teenagers whose caregivers often serve as gatekeepers for their own mental health care [6-8] and who often fear the involvement of a caregiver without their consent [5].

To fill the gap between the need for support and access to it, many teenagers seek and receive mental health support on the web [9,10]. Specifically, a majority (61%-85%) of teens and young adults have sought information or help for their mental health on the web [10-12]. Teenagers report using web-based mental health resources as a way to obtain free, easily accessible, or anonymous support [12,13], and web-based communities via social platforms (eg, forums and discussion boards) offer a space to share one’s experiences with others who have faced similar challenges [14-17]. Youth facing greater psychological distress are also more likely to search for and discuss topics related to their mental health on the web [15]. Thus, these web-based communities in social platforms represent a unique, underexplored avenue for reaching teenagers in need of mental health support.

Offering Mental Health Support via Web-Based Social Platforms

Initial efforts suggest that it is possible to provide mental health supports that are integrated into existing web-based social platforms. Koko, a nonprofit, web-based mental health platform, provides on-demand peer support [18,19], crisis triage [20], and self-guided interventions on topics such as body image, self-harm, and stress management. People can access Koko services on various messenger apps (eg, Telegram, Facebook Messenger, and Kik) or via direct message channels of certain social networking platforms (eg, Tumblr); in recent studies, a portion of Koko users were directly referred from a social media platform [20]. However, no previous evaluation of Koko’s services has focused entirely on investigating the acceptability and effectiveness of embedding mental health supports within a social networking platform.

Single-Session Interventions as Embedded Web-Based Support

Single-session interventions (SSIs)—brief, targeted interventions designed to be completed within 1 sitting or clinical interaction—provide an especially promising intervention format for reaching young people on the web [21]. Multiple large-scale studies have indicated that SSIs can create meaningful changes for key mental health outcomes. In a recent randomized controlled trial of adolescents (N=2452), a 20- to 30-minute web-based behavioral activation SSI (Project Action Brings Change [ABC]) outperformed a supportive therapy control program at reducing postintervention hopelessness and depressive symptoms 3 months later [22]. Another trial (N=565) found Project Stop Adolescent Violence Everywhere (SAVE), a web-based 30-minute SSI targeting self-injurious thoughts and behaviors in teenagers, improved postintervention self-hatred, and desires to stop future self-harm, relative to an active control [23]. Taken together, substantive evidence suggests the efficacy of web-based SSIs in improving mental health outcomes among young people.

Despite the great potential of SSIs to increase access to mental health supports, little large-scale research has evaluated their acceptability and effectiveness when disseminated in web-based settings that young people already routinely access. One study evaluated the acceptability and preliminary utility of a free, open-access platform offering 3 web-based SSIs for youth [24]. After viewing paid advertisements on a social media platform (ie, Instagram), nearly 700 youths clicked on the advertisement and viewed the web-based platform within 6 months. The youths rated all 3 SSIs as acceptable, and analyses indicated significant pre- to postintervention reductions in hopelessness and self-hate among 187 SSI completers. However, to complete an SSI program, the youth had to be (1) aware of the open-access platform and (2) motivated to visit the platform on a separate, unfamiliar website and finish a 30-minute activity. Reducing friction (ie, points of difficulty) between individuals and their technology during key help-seeking thresholds may be particularly important for encouraging greater access to mental health supports on the web [25]. Rather than relying on individuals’ ability and motivation to seek external mental health resources in moments of heightened distress (eg, standalone web-based resources, crisis hotlines, and text lines), SSIs could provide accessible, in-the-moment anonymous supports for young people who are already embedded in popular social platforms.

Considerations for Intervention Design

SSIs designed for these web-based, embedded contexts should be streamlined to improve engagement while retaining their therapeutic value. Once disseminated in the real world, digital interventions often encounter issues with user engagement (ie, low uptake and low completion) [26-28]. Substantially reducing the time and effort required to complete web-based SSIs (eg, condensing content and reducing the number of writing prompts) may improve user engagement, particularly for SSIs delivered as in-the-moment supports at times of elevated distress. Determining which elements of SSIs to condense versus preserve presents a particular design challenge for the creation of SSIs embedded on the web.

Several intervention design principles, drawn from basic research in social psychology, education, and marketing [29], have been theorized to support the use of web-based SSIs for mental health: (1) using neuroscientific evidence to normalize youths’ experiences and boost message credibility; (2) centering youths’ expertise in their own lived experiences; (3) asking youths to share what they have learned with others, using their own words; and (4) providing testimonials from others experiencing similar and relevant challenges [21]. These core
principles have been featured in much of the existing research evaluating web-based SSIs [22-24]. However, limited research to date has evaluated whether very brief, streamlined SSIs (ie, SSIs much shorter than 30 minutes) that retain these core principles may still provide some benefit as quick, free mental health supports embedded on the web.

This Study

As a majority of existing mental health treatments remain inaccessible, many young people seek mental health support via social platforms on the web. SSIs are uniquely well positioned for integration within web-based social platforms, providing free, brief, and anonymous mental health support options at scale. However, little research has formally evaluated the acceptability and effectiveness of very brief SSIs designed for this context. This study adapted 3 web-based SSIs (5-8 minutes) that were offered as Koko minicourses on Tumblr, a microblogging and social networking website with 135 million active users monthly [30]. The aims of this study were 2-fold: (1) to evaluate the acceptability of SSIs in this context via user data and acceptability ratings and (2) to assess short-term effectiveness of all 3 SSIs in improving key mental health outcomes (ie, hopelessness, self-hate, desire to discontinue self-harm) from before to after the SSI. Given the unique barriers to mental health treatment access faced by teenagers, the analyses were restricted to teenagers (ages 13-19 years) where possible. The results may inform continued efforts to increase access to free, anonymous, and timely mental health support options.

Methods

Ethical Considerations

For this study, we collected anonymous data exclusively from individuals on Tumblr—all of whom were introduced to the service by either (1) clicking on a featured advertisement from Tumblr (eg, “take control by taking this mood-boosting minicourse”) or (2) direct referral from the platform. As all data were part of a completely anonymous program evaluation, this study was deemed as nonhuman subjects research in consultation with the institutional review board at Stony Brook University. In addition, Koko’s privacy policy and terms of service acknowledge that anonymized data may be shared for research purposes.

Recruitment and Procedure

The direct referral pathway for each of the 3 SSIs was similar. Users who searched for mental health topics on Tumblr were shown an in-app overlay with links to various resources, such as The National Suicide Prevention Lifeline. A set of over 1300 keywords and their derivations were used to detect terms such as “self-harm” or “depression” as well as slang and obfuscations, such as “sewer-slide” and “s3f h@rm.” In addition to links to crisis lines, users were also sent a direct message from Koko through the Tumblr direct message channel. Specifically, they were sent the following automated message from a chatbot called “Kokobot”:

Hi! I’m Kokobot [wave emoji]. I’m working with Tumblr to connect people who are interested in mental health topics. Type “hi” to get started...

Next, users were onboarded to the service and asked to describe a recent negative situation that they have been facing, along with any associated negative thoughts. From there, a set of text-based classifiers for mental health [20,31] categorized the user’s posts and directed them to one of several resources, including peer support, crisis lines, and SSIs. Users could also access any of these services from a main menu at any point while using the platform. Users whose text descriptions were flagged by a crisis model were asked to specify whether their current struggles were related to suicidal thoughts, abuse, eating disorders, or self-harm. If a user disclosed that they were struggling with self-harm, they were shown crisis lines from around the world as well as a link to Project SAVE.

The 3 SSIs were initially introduced as Koko minicourses at 3 separate times: March 2021 (Project ABC), June 2021 (REFRAME), and July 2021 (Project SAVE). Across all 3 SSIs, the data for this study were collected through February 2022. Preintervention data were collected immediately before beginning each SSI (ie, each Koko minicourse), and postintervention data were collected immediately following the completion of a program.

SSI Programs

Project ABC Single-Session Intervention

Project ABC minicourse was a briefer 5- to 8-minute version of the original 20- to 30-minute Project ABC SSI evaluated in earlier randomized trial research [22]. As with the full-length program, the abbreviated Project ABC SSI used principles of behavioral activation, encouraging individuals to “take action” and engage in pleasurable behaviors that align with personal values to boost mood and build self-efficacy. Similar to the original SSI, the brief minicourse involved the following components: (1) psychoeducation, describing how taking values-based actions can boost mood over time; (2) values assessment, where individuals identify a top value for them (eg, academics, friendships, hobbies, family, or staying active); (3) “action plan” exercise, where individuals develop a personalized plan for engaging in meaningful activities of their choice; (4) roadblock exercise designed to identify real-life obstacles and how to address them; and (5) writing prompts, where individuals can share what they have learned with other Koko users. This shortened version of the Project ABC SSI contained condensed intervention content, fewer writing prompts, and greater emphasis on multiple-choice, interactive options, relative to the original 30-minute program.

Project SAVE Single-Session Intervention

Before disseminating as a Koko minicourse, an abbreviated (8-minute) version of the Project SAVE SSI was adapted from an original 30-minute program [32]. Project SAVE was designed to reduce the use of self-harm behaviors to cope with high emotional distress, especially in the context of self-hatred or desires to punish oneself [33]. Similar to the original SSI, the 8-minute version of Project SAVE included evidence-based techniques that are common in cognitive behavior therapies (eg,
psychoeducation and secondary distress tolerance skills). Specifically, Project SAVE included four key components: (1) information about how changing actions (eg, reducing self-harm behavior, being kinder to yourself) can change feelings and thoughts for the better; (2) statistics and testimonials from other teenagers with lived experiences of coping with self-hatred or self-harm; (3) alternative coping strategies to use in place of self-harm; and (4) offering advice to others using Koko based on what they learned. Compared with the original, the shortened Project SAVE SSI contained condensed material, fewer writing exercises, and more multiple-choice, interactive options.

The REFRAME Single-Session Intervention
The REFRAME SSI (5 minutes) teaches cognitive reappraisal, an emotion regulatory strategy that involves modifying one’s interpretation of stressful situations [34]. A recent multicountry study with 21,644 individuals found that a brief web-based training on cognitive reappraisal reduced negative emotions and increased positive emotions about COVID-19–related stressors [35]. The REFRAME SSI on Koko included similar components, but it did not specifically target COVID-19–related stressors and it did not distinguish between multiple reappraisal strategies (eg, reconstrual vs repurposing). It included (1) a brief introduction to cognitive reappraisal; (2) a simplified description of its neural correlates; (3) practice examples with vignettes taken from the Koko peer support platform; and (4) a set of brief prompts to help users engage positive reappraisals in their own lives (eg, “This could get better because...”; “This isn’t 100% my fault because...”). Users were also taught how to practice this skill on the Koko peer support platform and that helping others reappraise may confer positive psychological outcomes [36,37].

Measures

Demographics

Demographic information (age, gender, and race and ethnicity) was collected as part of the preintervention measures for individuals completing Project SAVE.

Hopelessness

The Beck Hopelessness Scale-4 is a brief and reliable measure used to assess hopelessness in young people [38,39]. At pre- and postintervention time points for the Project ABC and REFRAME SSIs, responders indicated their agreement “right now, in the present moment” with each of 4 statements (eg, “I feel that my future is hopeless and things will not improve”) on a 4-point Likert scale (1=“absolutely disagree”; 4=“absolutely agree”). Hopelessness scores for each person (4-item average) ranged from 1 to 4, with higher values indicating greater hopelessness. Internal consistency was Cronbach α=.84 and Cronbach α=.89 for pre- and post-Project ABC time points, and α=.81 and Cronbach α=.87 for pre- and post-REFRAME SSI time points, respectively.

Self-hate

The Self-Hate Scale is a reliable 7-item measure used to assess self-hatred in young people [24,40]. At pre- and postintervention time points for the Project SAVE SSI, responders indicated how true each statement (eg, “I hate myself”) is for them, “right now, in the present moment,” on a 7-point Likert scale (1=“not at all true for me”; 4=“somewhat true for me”; 7=“true for me”). The self-hate scores for each person (7-item average) ranged from 1 to 7, with higher values indicating greater self-hate. Internal consistency was Cronbach α=.90 and Cronbach α=.94 for pre- and post-Project SAVE SSI time points, respectively.

Desire to Discontinue Self-harm

Desire to discontinue self-harm behavior was indexed using a single item adapted from the Self-Injurious Thoughts and Behaviors Interview–Revised [23,41]. Individuals were asked, “How much do you want to stop purposefully hurting yourself without wanting to die?” and told to rate their answer on a 5-point Likert scale (1=“I don’t want to stop at all”; 5=“I definitely want to stop”). A sixth option (eg, “I have stopped engaging in these behaviors”) was available for individuals not currently engaging in self-harm behaviors. Data for these individuals were not included in the analyses evaluating pre- to post-SSI changes in this outcome.

SSI Feedback

After completing all 3 SSIs, users were prompted to provide a quantitative “star rating” of the program, from 1 to 5 stars, where higher star values indicate higher ratings or more positive feedback. In addition, after the intervention, all individuals were asked if they would like to provide qualitative feedback via an optional writing prompt (eg, “Do you have any feedback for us?”).

Statistical Analysis

Power

Previous web-based SSI research suggests small to large within-group effect sizes for key outcomes (including hopelessness and self-hatred) using more naturalistic study designs (ie, not randomized controlled trials) [24]. Thus, we estimated our statistical power to detect a small within-group effect (Cohen d=0.20) using a paired 2-tailed t test in the smallest of the 3 samples (ie, REFRAME, n=768 pairs).

Data Exclusion

We assessed the total number of views, starts, and completions for each SSI, as well as item-level drop-off data within each SSI, to describe broad usage patterns without excluding any data. Demographic and outcome data were only recorded and made available once individuals advanced through to the end of a program and clicked “submit.” All pre-post analyses, star ratings, and qualitative data were therefore conducted and reported within program “completers” (ie, individuals who completed an SSI). In addition, where demographic data were available (Project SAVE SSI data), we restricted our analysis to teenagers (ie, excluding individuals who reported ages outside of 13-19 years). As Project SAVE was designed for teenagers engaging in self-harm, only individuals who self-disclosed recently engaging in self-harm (via the Koko onboarding pathways described earlier in this section) were directed to complete this program.
Usage Patterns and SSI Feedback

For each SSI, we evaluated usage patterns and feedback, including the number of people who viewed (ie, opened the first page of the program), started (ie, advanced past the first page), completed (ie, advanced through the entire program and beyond the questions), and provided “star ratings” (ie, quantitative ranking of 1-5 stars, with higher stars reflecting a higher rating) for each SSI. In addition, we calculated the program completion rates (percentage completed out of those who started) and average star ratings for each SSI. To illustrate the types of qualitative feedback each SSI received, we extracted specific examples of positive and negative feedback (see the Results section).

Aggregate-level data were available for views and user dropout, for every page within each SSI, among the entire sample (ie, without focusing solely on program completers). We reported these results by plotting the percentage dropout from the number of views for each page within each SSI.

Evaluating Pre-Post Changes

We evaluated pre- to postintervention changes for 4 outcomes: hopelessness (via two separate tests, 1 for Project ABC and 1 for REFRAiME) as well as self-hate and desire to discontinue self-harm (Project SAVE only). After checking appropriate assumptions (ie, verifying that pre-post difference scores for each outcome were approximately normally distributed) [42], we performed 2-tailed, paired t tests across all outcomes for all programs. We calculated Cohen d for paired t tests using t values, sample sizes, and the Measure of the Effect package in R (version 4.0.0) [43] to evaluate the magnitude of within-group changes for each outcome. For outcomes where difference scores were not normally distributed, we completed an additional sensitivity analysis using the nonparametric Wilcoxon signed-rank test to evaluate within-group changes from before to after the intervention [44]. We applied a false discovery rate correction to all P values to reduce the likelihood of false positives [45]. Thus, we interpreted the results for each outcome as significant if the false discovery rate–corrected P values were <.05. All analysis code and deidentified data for this study have been made publicly available [46].

Results

Sample Characteristics

As Koko provides anonymous mental health support, individuals are not required to provide potentially identifiable demographic information (eg, age, gender, and race and ethnicity) to complete minicourses. Specific demographic information for this study (age, gender, and race and ethnicity) was only available for the Project SAVE SSI, as this minicourse was introduced to Koko after Project ABC and REFRAiME SSIs had been introduced. For the Project SAVE minicourse, individuals were given the option (but were not required) to report demographic information about themselves.

The Project SAVE analyses excluded individuals who were not teenagers between the ages of 13 and 19 years, resulting in a final sample of 1194 individuals (72.28% of the total Project SAVE data). Among this group, the average age of the individuals who completed Project SAVE was 15.71 (SD 1.83) years. The top three most commonly endorsed gender identities were female (419/1194, 35.09%), nonbinary (189/1194, 15.83%), and not sure (98/1194, 8.21%). The top three most commonly endorsed racial or ethnic identities were White (607/1194, 50.84%); Asian (172/1194, 14.41%); and Hispanic or Latinx (112/1194, 9.38%). Table 1 presents complete details on participant demographics.
Table 1. Gender identity and race and ethnicity for Project Stop Adolescent Violence Everywhere (N=1194).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Agender</td>
<td>35 (2.93)</td>
</tr>
<tr>
<td>Androgynous</td>
<td>13 (1.09)</td>
</tr>
<tr>
<td>Female</td>
<td>419 (35.09)</td>
</tr>
<tr>
<td>Female to male transgender</td>
<td>74 (6.20)</td>
</tr>
<tr>
<td>Gender expansive</td>
<td>15 (1.26)</td>
</tr>
<tr>
<td>Gender identity not listed</td>
<td>18 (1.51)</td>
</tr>
<tr>
<td>Gender information missing</td>
<td>219 (18.34)</td>
</tr>
<tr>
<td>Intersex</td>
<td>3 (0.25)</td>
</tr>
<tr>
<td>Male</td>
<td>27 (2.26)</td>
</tr>
<tr>
<td>Male to female transgender</td>
<td>2 (0.17)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>189 (15.83)</td>
</tr>
<tr>
<td>Not sure</td>
<td>98 (8.21)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>26 (2.18)</td>
</tr>
<tr>
<td>Transfeminine gender</td>
<td>2 (0.17)</td>
</tr>
<tr>
<td>Trans man</td>
<td>10 (0.84)</td>
</tr>
<tr>
<td>Transmasculine gender</td>
<td>44 (3.69)</td>
</tr>
<tr>
<td>Transgender</td>
<td>44 (3.69)</td>
</tr>
<tr>
<td>Two-spirited</td>
<td>2 (0.17)</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Race and ethnicity</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>172 (14.41)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>66 (5.53)</td>
</tr>
<tr>
<td>Hispanic or Latinx</td>
<td>112 (9.38)</td>
</tr>
<tr>
<td>Native American or Alaska Native</td>
<td>23 (1.93)</td>
</tr>
<tr>
<td>Native Hawaiian or other Pacific Islander</td>
<td>12 (1.01)</td>
</tr>
<tr>
<td>White</td>
<td>607 (50.84)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>125 (10.47)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Individuals could select multiple racial and ethnic identities.

### Statistical Analysis

#### Power

Power analyses indicated that we had 99% power to detect a small effect size (Cohen $d=0.20$) using a 2-tailed paired $t$ test in the smallest of the 3 current samples (REFRAME, n=768 pairs).

### Usage Patterns and SSI Feedback

#### Project ABC

Project ABC was viewed 17,620 times, started 14,434 times, and completed 3679 times—with a 25.49% (3679/14,434) completion rate among starters across the 12-month study period. Among the Project ABC completers, 3412 (92.74%) provided a star rating with an average star rating of 4.27 (SD 0.94; median 5) stars. In total, 1217 (33.08%) provided qualitative feedback on Project ABC (see Table 2 for examples of user feedback). The dropout percent of the number of views for each page for all 3 SSIs is plotted in Figure 1. Notably, high levels of dropout (relative to page views, 7%-13%) consistently occurred on pages where Project ABC users were asked to respond to a writing prompt.

Finally, Project ABC received far more views, starts, and completions than either of the other two SSI programs (4065 and 2174 views for Project SAVE and REFRAME, respectively), as Tumblr advertised the Project ABC SSI as a featured minicourse between December 2021 and February 2022, resulting in higher traffic to this SSI.
Table 2. Examples of positive and critical feedback for all single-session interventions (SSIs).

<table>
<thead>
<tr>
<th>SSI</th>
<th>Positive feedback</th>
<th>Critical feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ABC</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td>“Thanks y’all! been dealing w some serious mental health issues and having places to remind me of my agency and joy is really helpful.”</td>
<td>“Despite the great intentions and work I think there is situations that are very complicated and having this intermediate bot, very few info of the person you are helping it’s too simplistic.”</td>
</tr>
<tr>
<td></td>
<td>“this was really really helpful and i’m seriously going to try my goal/plan. I also feel awake and motivated enough to study. I’d love to see more in the future.”</td>
<td>“This helped me see get through my rain cloud but now I kinda feel stressed.”</td>
</tr>
<tr>
<td></td>
<td>“Hey, this was surprisingly well done. I went in expecting it would be terrible. But you’re making mental health a really approachable topic for people. Thanks for working on reaching out to others. I’d love to see you continue with these mini-courses.”</td>
<td>“This is a good idea, but only works for the things one has control over. If you are terminally ill, just lost a loved one or in another uncontrollable challenge, none of these can help.”</td>
</tr>
<tr>
<td><strong>REFRAME</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td>“This is such a great way to de-stress, I mean re-frame your stress, it’s definitely a bit helpful.”</td>
<td>“Less simplification”</td>
</tr>
<tr>
<td></td>
<td>“I decided to pick up my phone and do this while I was procrastinating. It’s so crazy how this seemingly small task changed my perspective.”</td>
<td>“i think that one of the problems i see is that this requires people to be more specific and there isn’t a sense of connection.”</td>
</tr>
<tr>
<td></td>
<td>“I love this so much!! It actually made me feel better, which I didn’t think it would! Thank you &lt;3.”</td>
<td>“Please include physical stress reducers, as well. It is difficult to focus on reducing stress when I can’t properly string thoughts together.”</td>
</tr>
<tr>
<td><strong>SAVE</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td>“This is amazing. My thoughts of self-harm faded a bit, and prompted me to do the things alternative to when I have self-hate thoughts.”</td>
<td>“It would’ve been more helpful if reasons for self-harm outside of self-hatred were explored. I’m currently dealing with external circumstances that are overwhelming me and my response is to harm myself. It feels like the only way to release my emotions.”</td>
</tr>
<tr>
<td></td>
<td>“This is the most convincing thing I’ve ever heard as to why not to self harm. Thank you so much this is so helpful.”</td>
<td>“I have dealt with this so long that there wasn’t really anything new to me, so it really didn’t help.”</td>
</tr>
<tr>
<td></td>
<td>“Thank you. This course has definitely calmed me down when I was having a breakdown and thinking of hurting myself.”</td>
<td>“Talk about slowly building up to recovery instead of just jumping right in. Talk about how to deal with intense emotions and more.”</td>
</tr>
</tbody>
</table>

<sup>a</sup>Project Action Brings Change (ABC) SSI.
<sup>b</sup>REFRAME SSI.
<sup>c</sup>Project Stop Adolescent Violence Everywhere (SAVE) SSI.
Figure 1. Percentage dropout on each page of all 3 single-session interventions (SSIs), out of the number of individuals who viewed that page. Arrows reflect points where writing prompts were introduced, in each of the 3 SSIs. Spikes in dropout tended to occur after initially opening each SSI, as well as on pages requesting written responses. ABC: Action Brings Change; REFRAME: SAVE: Stop Adolescent Violence Everywhere.

Project SAVE
In 12 months, Project SAVE was viewed 4065 times, started 2961 times, and completed 1652 times; 55.79% (1652/2961) of those who started Project SAVE completed it. After excluding individuals with ages outside our desired range (13-19 years), 1194 observations remained for analysis. Among those who completed the minicourse, 954 (79.90%) provided a star rating for Project SAVE, with an average rating of 4.22 (SD 0.97; median 5) stars. A total of 209 (17.50%) participants provided qualitative feedback on Project SAVE (Table 2). Similar to the Project ABC SSI, Project SAVE observed higher dropout rates (relative to page views, 3%-9%) on pages where users were asked to enter a written response (Figure 1).

REFRAME
REFRAME was viewed 2174 times, started 1498 times, and completed 848 times within 12 months (848/1498, 56.60% completion rate among the starters). Among REFRAME completers, 732 (86.32%) provided a star rating for the REFRAME SSI, with an average rating of 4.31 (SD 0.93; median 5) stars; 246 (29.01%) provided qualitative feedback on the REFRAME minicourse (Table 2). Consistent with dropout patterns for the other 2 SSIs, REFRAME observed higher dropout rates (relative to page views, 8%-12%) on pages requesting writing from users.

Evaluating Pre-Post Changes
Among individuals who completed Project ABC, hopelessness significantly decreased from before to after the SSI ($t_{3,565}=-48.48$, $P<.001$). Similarly, individuals who completed the REFRAME SSI reported significant reductions in hopelessness from before to after the intervention ($t_{767}=-24.41$, $P<.001$). Project SAVE completers reported significant pre- to postintervention reductions in self-hate ($t_{1,007}=-21.30$, $P<.001$) and an increase in desire to discontinue self-harm ($t_{639}=11.48$, $P<.001$). All the means, SDs, and within-group effect sizes are listed in Table 3.
Table 3. Means, SDs, and effect sizes for all single-session intervention (SSI) outcomes.

<table>
<thead>
<tr>
<th>Outcome and SSI</th>
<th>Before the SSI, mean (SD)</th>
<th>After the SSI, mean (SD)</th>
<th>Cohen $d_z$ (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hopelessness</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABC$^a$</td>
<td>2.60 (0.78)</td>
<td>2.16 (0.80)</td>
<td>−0.81 (−0.85 to −0.77)</td>
</tr>
<tr>
<td>REFRAME$^b$</td>
<td>2.86 (0.74)</td>
<td>2.31 (0.78)</td>
<td>−0.88 (−0.96 to −0.80)</td>
</tr>
<tr>
<td><strong>Self-hate</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAVE$^c$</td>
<td>5.69 (1.27)</td>
<td>5.07 (1.64)</td>
<td>−0.67 (−0.74 to −0.60)</td>
</tr>
<tr>
<td><strong>Desire to stop harm$^d$</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAVE</td>
<td>2.63 (1.20)</td>
<td>2.97 (1.32)</td>
<td>0.40 (0.33 to 0.47)</td>
</tr>
</tbody>
</table>

$^a$Project Action Brings Change (ABC) SSI.
$^b$REFRAME SSI.
$^c$Project Stop Adolescent Violence Everywhere (SAVE) SSI.
$^d$Desire to discontinue self-harm behavior.

In addition, Wilcoxon signed-rank tests were performed as sensitivity analyses for all outcomes due to the relatively nonnormal distributions of difference scores. For all outcomes, results were consistent with $t$ test analyses, indicating significant pre-post reductions in hopelessness ($P<.001$; Project ABC and REFRAME) and self-hate ($P<.001$; Project SAVE), as well as a significant increase in desire to discontinue self-harm ($P<.001$; Project SAVE) from before to after the intervention. Distributions for all outcomes at pre- and post-SSI time points are shown in Figures 2 and 3.

**Figure 2.** Hopelessness ratings before and after the Project Action Brings Change (ABC) single-session intervention (SSI; left) and before and after the REFRAME SSI (right). Higher scores reflect higher levels of hopelessness.
**Discussion**

**Principal Findings**

Within 12 months, 3 very brief (5–8 minutes) web-based SSIs were viewed >18,800 times and completed >6100 times. Offered as Koko minicourses and embedded within a popular social platform, all 3 SSIs received high-quality ratings (average ratings >4 out of 5 stars). Of the participants who started an SSI, between 25% and 57% of them completed one. Among those who completed Project ABC and REFRAME minicourses, individuals reported a decrease in hopelessness from before to after the SSI. For those who completed Project SAVE, individuals reported decreased self-hatred and increased desire to stop future self-harm behavior from before to after the intervention. This study represents a real-world evaluation of the acceptability and short-term utility of web-based SSIs as very brief, anonymous, “in-the-moment” mental health supports that can be integrated within major social platforms such as Tumblr.

**Comparison With Prior Work**

Consistent with existing research on web-based SSIs [24], all 3 interventions were (1) rated as acceptable by users and (2) associated with improvements across primary outcomes. Furthermore, despite reducing intervention length by nearly 75%, effect sizes for these 5- to 8-minute SSIs were remarkably similar to effect sizes for SSIs designed to last 30 minutes (Cohen $d_c$ =0.71 vs 0.81 (hopelessness) and Cohen $d_c$ =0.61 vs 0.67 (self-hate) for full and abbreviated SSIs, respectively) [24]. These results support a growing body of evidence that suggests even extremely brief digital interventions may improve clinically relevant outcomes [20,47].

One possible reason for the relative similarity of postintervention effect sizes observed in this study (5–8-minute SSIs) versus within-group effects in earlier randomized trials (30-minute SSIs) [22,23] might be the shared design features and principles across the “brief” and “very brief” versions of these interventions. Given that these core principles have been featured in all versions of these SSIs to date, it is possible that these common principles are more important than the exact length of the SSI. Future research should formally evaluate this possibility in a head-to-head trial by comparing SSIs of various lengths.

Our results may also indicate the real-world utility of these very brief web-based SSIs. Naturalistic study designs similar to that used in this study are crucial for evaluating acceptability and utility among web-based SSIs, as randomized trials overestimate user engagement levels for unguided, digital mental health interventions—often producing usage rates that are 4 times greater than rates observed in real-world settings [27]. Once these interventions are disseminated outside of randomized trials, a small minority of individuals (0.5%-28.6%) complete all content [28]. Therefore, relative to real-world completion rates of other digital self-help interventions for mental health, completion rates for the 3 SSIs tested in this study (25%-57%) were extraordinarily high.

Low real-world completion rates for self-help digital interventions, especially relative to guided digital supports [26,48,49], are unsurprising; unguided supports require substantial emotional and mental bandwidth (eg, energy, sustained attention, and motivation) to find and engage with an unguided mental health support tool at the very moments when these capacities may be at their lowest (eg, when experiencing elevated distress). Our study sought to minimize the bandwidth necessary to engage with 3 single-session, unguided supports by (1) dramatically reducing their length and (2) bringing these interventions to web-based spaces where people already are. Future research should explicitly assess whether these strategies improve completion rates across other unguided digital mental health supports.
Embedding SSIs within a popular social platform (Tumblr) also likely increased the visibility and uptake of these SSIs. For example, after 6 months of recruitment using paid advertising and leveraging substantial media coverage, 1 study found that 700 youths viewed an open-access, web-based mental health platform featuring 3 SSIs [24]. The 3 SSIs in this study received a combined ≥18,800 views within 12 months—nearly 6240 of which were views of interventions that were never featured in a Tumblr-based advertisement (Project SAVE and REFRAME). These numbers suggest considerable interest in accessible, anonymous, “in-the-moment” support options, as well as the potential to sustainably offer these supports at high scale and relatively low cost.

Notably, existing research identifies safety as a primary ethical concern for researchers and stakeholders interested in using digital mental health tools among youth [50]; many digital resources lack evidence or clinical validation and others may not provide sufficient protection for sensitive user data. By using SSIs that have previously been evaluated in rigorous randomized trial research [22,23] and by collecting anonymous pre- and post-SSI user data, in this study, we aimed to mitigate these common concerns. Thus, calls for clearer guidelines for safety and quality in mental health apps [51] should also be accompanied by clearer guidelines, both for academic- and industry-based program developers and researchers, on how to responsibly and ethically disseminate mental health resources via partnerships with social networking platforms.

**Strengths and Limitations**

This study has several strengths. Although randomized trial research overestimates user engagement for digital interventions [27], it constitutes much of the existing research on web-based SSIs to date [22,23,52]. Therefore, the naturalistic design of this study provides a valuable, more accurate estimate of the potential for web-based SSIs to offer mental health supports at scale. Koko’s partnership with Tumblr also made it possible to offer anonymous, “in-the-moment” support for people seeking mental health–related content within the platform, rather than requiring individuals to search for external resources. Finally, we conducted a fine-grained analysis of usage data (ie, dropout) going item by item for each SSI. It was especially valuable to recognize high levels of user dropout relative to page views (3%-13%) on pages requesting written responses. Further studies should seek to understand patterns in user dropout and how they may inform digital intervention design. In addition, future evaluations may also want to expand upon this study by conducting smaller-scale usability testing [53] and research explicitly designed for the in-depth analysis of rich qualitative user feedback [54].

In addition to the aforementioned strengths, this study has some limitations. First, demographic information was not available for all individuals included in this study. Demographic information that was available from 1 of the 3 SSIs indicated substantial missing data (several users reported skipping demographic items to ensure they could not be identified). Black, Hispanic, and Asian youths consistently access mental health treatment at lower rates than their non-Hispanic White peers [55,56], yet up to 90% of youths in mental health clinical trials are White [57,58]. Digital interventions provide one possible avenue toward reducing disparities in access to mental health resources among racial and ethnic minority populations [59,60]; a vast majority of adolescents in the United States have internet access via either smartphones or desktops or laptops (88% and 95%, respectively) [61]. While there are disparities in broadband access by socioeconomic status, geographic region, educational attainment, and race and ethnicity, some evidence suggests that these gaps in access may be decreasing [62]. Should SSIs hope to provide truly accessible and equitable mental health supports, they must be accompanied with consistent evaluations of who has access to them, with researchers actively working to prevent further (or exacerbated) inequity via a new treatment modality [60].

In addition, as is often the case in web-based mental health support research [24,63,64], cisgender boys were underrepresented in this sample. Given unique barriers to seeking mental health treatments faced by cisgender boys and young men (eg, internalized masculine gender norms, such as “toughness”; elevated mental health stigma) [65,66], future mixed methods research may want to evaluate whether boys view SSIs as a less stigmatizing or more approachable mental health support option.

Finally, given that this study represents an unmasked evaluation of within-group intervention effects in a completers-only sample, our ability to draw causal inferences was limited. For example, those who completed an SSI may have provided more positive star ratings for the programs than those who exited before finishing the program. However, 2 of the 3 SSIs featured in this study have demonstrated positive effects on identical outcomes in large-scale, triple-masked, and randomized research [22,23]. SSIs have shown considerable promise in multiple studies and study designs.

**Conclusions**

Very brief SSIs (5-8 minutes) can be embedded within web-based social platforms as anonymous, in-the-moment mental health supports capable of reaching many individuals within months. Among those who complete these SSIs, individuals generally rate them as acceptable, and pre-post evaluations suggest that they may be helpful in reducing hopelessness and self-hate as well as in increasing the desire to stop self-harm. These pre-post findings, combined with results of earlier randomized trial research, suggest that SSIs delivered in this context may be a sustainable approach for providing the much-needed mental health resources, particularly for teenagers who may not have access to other mental health supports. Considering the substantial unmet need for mental health care among teenagers in the United States [67], SSIs may provide a valuable and complementary source of mental health support among a broader ecosystem of mental health treatment options (eg, school- and community-based programs, mental health screening, and gatekeeper training), all of which are necessary for reducing mental illness at scale.
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Abstract

Background: Women in midlife are vulnerable to developing cardiovascular disease, particularly those who have conditions such as hypertension. Physical activity (PA) can reduce risk, but efforts to promote PA in this population have been only modestly effective. More attention to social influences on PA behavior may be useful, particularly social support and social comparison processes. Activating these processes with digital tools can provide easy access that is flexible to the needs of women in midlife.

Objective: This paper describes the user-centered design processes of developing and conducting initial evaluation of a personalized and adaptive web application, tailored to the social needs of women in midlife. The goal was to gather feedback from the population of interest, before and during the design process.

Methods: This study was conducted in 4 stages. The first and second authors (DA and AFL) developed technical specifications, informed by their experience with the population of interest. We collected feedback on potential content for the web application with women in midlife using both interviews (5/10, 50%; mean age 47.4, SD 6.66 years; mean BMI 35.3, SD 9.55 kg/m²) and surveys (5/10, 50%; mean age 51, SD 6.60 years; mean BMI 32.7, SD 8.39 kg/m²). We used their feedback to inform support messages and peer profiles (ie, sources of social comparison information). Nine members of the behavioral science team and 3 testers unfamiliar with the web application completed internal testing. We conducted naturalistic functionality testing with a different group of women in midlife (n=5; mean age 50, SD 6.26 years; mean BMI 30.1, SD 5.83 kg/m²), who used the web application as intended for 4 days and provided feedback at the end of this period.

Results: Iterative storyboard development resulted in programming specifications for a prototype of the web application. We used content feedback to select and refine the support messages and peer profiles to be added. The following 2 rounds of internal testing identified bugs and other problems regarding the web application’s functioning and full data collection procedure. Problems were addressed or logged for future consideration. Naturalistic functionality testing revealed minimal further problems; findings showed preliminary acceptability of the web application and suggested that women may select different social content across days.

Conclusions: A multidisciplinary and user-centered design approach led to a personalized and adaptive web application, tailored to the social needs of women in midlife. Findings from testing with this population demonstrated the feasibility and acceptability of the new application and supported further development toward its use in daily life. We describe several potential uses of the...
Introduction

Background
Cardiovascular disease (CVD) remains the leading cause of mortality worldwide, and its public health burden continues to grow [1-3]. Risk for CVD increases with age, with the increased prevalence of risk conditions such as type 2 diabetes and hypertension [4]. Women in midlife (aged 40-60 years [5]) with these conditions are particularly vulnerable; their risk is already heightened by the processes of aging [6], associated weight gain [7] and menopause transition [4,8]. Engaging in regular physical activity (PA) substantially reduces their risk for CVD [9] and has many other physical and mental health benefits for women [10]. However, the gender disparity in PA engagement that favors men across the life span widens during midlife [11], and less than half of the women in the United States in this age range meet US national PA guidelines [12]. Consequently, promoting PA among women in midlife with elevated CVD risk has received considerable empirical and clinical attention as a key pathway for improving cardiovascular health in this population [4,13].

Behavior change techniques such as goal setting, intention formation, and self-monitoring show positive effects on PA adoption and maintenance, at least in the short term (ie, 6 months to 1 year [14,15]). However, these techniques are not widely effective for increasing PA among women in midlife [16]. In addition to widespread challenges such as low motivation [17], many women in midlife face barriers to prioritizing their own health in daily life. Women in this group often serve a variety of caretaking roles in addition to other personal and professional responsibilities [18], and many perceive that taking time for their own PA is selfish [19]. Thus, there is a clear need for novel, low-burden PA resources that are tailored specifically for this population. This paper describes a user-centered design (UCD) approach to address the PA needs and preferences of women in midlife, with a tailored digital tool.

Social Influences on PA Among Women in Midlife
Great attention to social influences on PA in interventions may be particularly useful for women in midlife, as women in this age range often cite lack of social support for PA as a key barrier to engagement [19]. Social support for behavior change is a multifaceted construct that involves various types of behavior or communication from others. For example, informational support involves providing resources or suggestions (eg, reasons or ways to change a behavior), whereas emotional support involves demonstrating compassion (eg, encouragement or validation). Individuals differ in the type or types of support they prefer and find helpful [20], and their preferences and responses may fluctuate across days or weeks (eg, based on mood or perceived barriers [21]). A simple way to provide support in digital interventions for health behavior change is via text-based messages, which can be assigned by the system or self-selected by users to meet their immediate needs. Common categories of support in such interventions include information (ie, advice and tips for ways to change health behaviors), encouragement (ie, motivational messages to reinforce and promote health behavior efforts or success), and accountability (ie, tips for increasing commitment to health behavior goals or plans [22]).

Similarly, social comparisons, or self-evaluations relative to others [23], show influence on PA among women in midlife. This group expresses desire for and positive subjective response to PA role models, particularly those who are similar to them (eg, regarding demographic background, caregiving responsibilities, and workload [24,25]). A range of PA-based comparisons can have positive effects. Comparing one’s own PA behavior with that of someone who engages in more PA (eg, steps or minutes of aerobic exercise per day), or upward comparison, can provide inspiration, motivation, and guidance to achieve a similar outcome [26]. Comparing one’s own PA behavior with that of someone with the same level of PA engagement, or lateral comparison, can provide assurance of keeping up to a relevant standard [27]. Comparing one’s own PA behavior with that of someone who engages in less PA, or downward comparison, can prompt satisfaction with one’s own PA behavior and motivation to continue PA efforts to stay ahead of others [28]. Importantly, both upward and downward comparisons can have the opposite effects: upward comparisons can lead to dejection and disappointment (particularly when there is a very large or consistent discrepancy between one’s own and the target’s PA [29,30]), and downward comparisons can confirm that one’s own PA situation is bad (or likely to become so [31]), and lead to decreased PA. Lateral comparisons are least likely to prompt negative responses; however, the range of their effects is currently unclear. The consequences of all 3 types of comparisons for PA also differ between people and fluctuate within the same person over time [32-36].

Some existing studies have attempted to activate social support and comparison processes during group interventions to promote PA among women in midlife [37,38]. Others have matched intervention participants with one another to create PA partnerships that foster support and comparison, with matching based on demographic characteristics [39,40]. Findings from these studies suggest that women in midlife will engage in discussions that offer mutual support for PA between participants and will respond to social comparison opportunities (eg, by indicating that they are motivated to keep up with others...
in the program or use them as role models). Importantly, however, a subset of these studies show that women differ in their responses to opportunities for support or comparison and that these opportunities can result in decreased PA motivation or behavior [39,40]. A reason for this heterogeneity in response is that existing approaches do little to ensure that opportunities for support or comparison are those that match individual preferences. Furthermore, users’ preferences may not be most effective for fostering PA adoption or maintenance [41]. In addition to facilitating on-demand PA resources, digital tools that allow self-selection of support and comparison prompts can provide useful information about alignment between preferences and needs and inform improvements to intervention approaches (for women in midlife and more broadly).

**Digital PA Support: Personalization, Adaptation, and UCD**

Historically, evidence-based interventions to promote health behaviors such as PA have been fixed, such that all participants receive the same intervention content over time [42]. Digital tools have the potential to account for individual differences in participants’ responses to intervention content. **Personalization**, or the use of specific content for its alignment with individual characteristics of the user, is intended to increase users’ attention by signaling that information is meant specifically for them. Personalized content is expected to be more relevant than generic content, and thus, increase the power of communication [43]. Common personalization strategies in digital PA interventions include individualized feedback, such as customizing messages to users based on their baseline PA level, and user targeting, which adapts content based on user demographics (eg, gender and BMI [44]).

However, even personalized interventions can be insufficient, as they do not account for changes or natural fluctuations in users’ needs and preferences. This is a key issue for digital behavior change tools; personalization may only address who a user was in the past, rather than who they currently are, or may not meet a user’s needs in the moment [45]. **Adaptation** is a more advanced form of personalization, whereby application content is adjusted based on recent or immediate context [44]. This ensures that digital tools communicate information to users as it is currently relevant, rather than relying on data collected when the user adopts the tool initially. For example, a digital tool may account for a user’s recent daily steps when delivering feedback in an intervention for PA, so that the feedback is relevant to that day’s PA behavior. Digital platforms may be most effective when they are both personalized and adaptive [46,47]. As noted, there are individual differences and time-related and context-related variations in individuals’ preferences for and behavioral responses to social support and comparison, both generally [36,48,49] and specifically among women in midlife who have elevated CVD risk [32,50].

Effectively personalizing and adapting digital platforms requires a detailed understanding of the target population. **UCD**, which encompasses several principles and methods aimed at deeply understanding intended end users [51], is widely used in industry settings (eg, product or service development) and is steadily gaining attention in academic research as the demand for engaging digital health platforms and services grows. UCD is iterative—new insights are used to drive and refine development throughout the process (eg, user testing informs design modifications). UCD methods have been used to develop digital health tools for many health behaviors and outcomes, including weight control and binge eating (via digital diaries and personas [52]), medication adherence (via interviews, needs assessments, and focus groups [53]), and chronic obstructive pulmonary disease (via background analysis, prototyping, and usability testing [54]). With respect to digital PA tools, UCD methods have been used to personalize apps for walking among breast cancer survivors (via needs assessment, prototyping, and usability testing [44]), sitting time reduction among office workers (via usability testing and user interviews [55]), and leisure time PA among adults living in close proximity to parks (via needs assessment and user evaluation [56]). Few existing studies, if any, have used UCD principles to develop resources for women in midlife, and no existing study has developed a digital PA tool specifically for this population.

**Aims of This Study**

There is a clear need for more effective PA promotion resources for women in midlife, and digital tools are appealing because of their flexibility and ease of access. To address this need, our team of behavioral and computer scientists developed a personalized and adaptive web application that is tailored to the needs of this population. This tool is accessed via a web browser and allows users to self-select PA-related social support and social comparison opportunities, which are intended to bolster PA self-efficacy and motivation. Other behavior change techniques activated by the web application include PA self-monitoring, goal setting, and intention formation or planning [26,57]. Social support is provided via short, text-based messages, and comparisons are prompted via exposure to the profile of a peer. As described in the following sections, personalization occurs with respect to the user’s age and racial and ethnic identification, and the application adapts to the user’s level of PA behavior at each use. Of note, the web application is designed for brief, repeated use—specifically, 10 minutes per day for multiple consecutive days—on days when users wear a PA monitor (eg, pedometer or Fitbit). This allows for the assessment of variability in selections and responses, including subjective perception of selected content and objective PA behavior on a given day.

The overarching goal of this paper was to describe the UCD process of developing and conducting the initial evaluation of the web application prototype, including the results of feasibility, acceptability, and functionality testing with real end users from the target population of women in midlife with elevated CVD risk. We also note some of the lessons learned and present recommendations for future collaborations between behavioral and computer scientists to develop similar digital tools. This study was conducted in four stages: (1) initial application development, (2) feedback on the potential content of the web application (ie, content of peer profiles and messages) from the population of interest, (3) internal functionality testing, and (4) functionality testing with a different set of participants from the population of interest. Table 1 provides a summary of the goals, users, and methods for each stage.
Table 1. Summary of the 4 stages of web application development and testing.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Goal</th>
<th>Users</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initial development</strong></td>
<td>Final storyboard and specifications to guide prototype programming</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Discussions between investigators, iterative storyboard generation, and feedback</td>
</tr>
<tr>
<td><strong>Content feedback</strong></td>
<td>Selection of profile images, formats, and messages in response to end users’ input</td>
<td>A total of 10 women in midlife, with ≥1 CVD&lt;sup&gt;b&lt;/sup&gt; risk conditions</td>
<td>In total, 5 qualitative interviews and 5 survey responses</td>
</tr>
<tr>
<td><strong>Internal testing</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Round 1</td>
<td>Identification of bugs or other problems to address with respect to web application functioning</td>
<td>A total of 9 behavioral science trainees (clinical psychology and health behavior) who were familiar with the web application</td>
<td>Totally, 9 sets of positive and negative testing</td>
</tr>
<tr>
<td>Round 2</td>
<td>Identification of bugs or other problems to address with respect to full data collection procedure</td>
<td>A total of 3 behavioral science trainees (clinical psychology) who were not familiar with the web application</td>
<td>In total, 3 in vivo tests, each over 3 days (morning web application use, pedometer wear, and end-of-day survey)</td>
</tr>
<tr>
<td>Naturalistic functionality testing</td>
<td>Identification of bugs or other problems to address with respect to full data collection procedure and obtaining end-user feedback</td>
<td>A total of 5 women in midlife, with ≥1 CVD risk conditions</td>
<td>In total, 5 in vivo tests, each over 4 days (morning web application use, pedometer wear, and end-of-day survey)</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.
<sup>b</sup>CVD: cardiovascular disease.

Methods

Description of Web Application Content and Use Flow

Each user was provided a study identifier and unique link to the web application. Their researcher-created profile included their age and racial or ethnic identification, for personalization (see next paragraph); the web application does not collect any identifying information during use. The initial page of the application reminds users about the content they will encounter and instructions for optimal use of the application (eg, allocate approximately 10 minutes to engage with it via a web browser each morning). Then, the users are guided to report their step and active minute goals for the day from their PA monitors and reflect on their satisfaction with their PA behavior from the previous day.

Next, social comparisons are prompted by exposure to a peer profile, which shows an image of a fictitious peer and brief text with this peer’s characteristics (ie, another woman who appears to be between 40 and 60 years of age, who is interested in increasing her PA; refer to Figure 1 for an example). Each profile text lists the peer’s average number of steps and active minutes per week, their favorite way to be physically active, their biggest challenge to being active, and their social context (ie, work situation, family, and caregiving responsibilities). Users can select one of four options: a highly active peer (upward target), a moderately active peer (lateral target), a not-so-active peer (downward target), or no preference. In the latter case, the system randomly selects an upward, lateral, or downward target with equal probability.

For the first peer shown at each daily use, personalization is achieved by showing images of peers whose age and racial or ethnic background align with those of the user; users who do not provide a racial or ethnic identification are indicated as race or ethnicity unspecified and view a peer image whose identification is randomly selected at each use. Each image is tagged with 2 relevant age ranges and 2 relevant racial or ethnic identifiers. Within these specifications, the application randomly selects an image and peer text from a database for each profile, ensuring that a user is not shown the same image or text on 2 consecutive profiles. Adaptation occurs by anchoring the peers’ average daily steps and active minutes to the user’s reported PA behavior from the previous day, and peers’ PA metrics are updated every day in response to changes in the user’s PA behavior. Specifically, highly active peers’ steps and active minutes are 130% of that of the user from the previous day, moderately active peers’ PA is 95% to 105% of that of the user from the previous day, and not-very-active peers’ PA is 68% of that of the user from the previous day. If PA behavior data are unavailable for the previous day, these adaptations are made using prespecified ranges. Users review the provided peer profile and then respond to a series of questions about their perceptions of the peer described.
Following peer profile reflections, social support is provided via exposure to a brief support message. Users are able to select one of four options for message category: encouragement, tips (ie, suggestions for ways to be more active and information about the benefits of activity for women), accountability (ie, suggestions for holding yourself accountable to your PA goals), or no preference. In the latter case, the system selects the user’s least-recently-used message category. Then, the system randomly selects encouragement, tips, or accountability message from a database (Figure 1). The system ensures that a user is not shown the same text on 2 consecutive messages. Users review the provided message and respond to a series of questions about their perceptions of the message, including how helpful they found it to be.

After completing these items, users are asked whether they would like to see a third message (yes or no). Those who select no are directed to the last set of questions for the day, which prompts PA intention formation via text entry. Those who select yes are offered a new set of options: encouragement, tips, accountability, another peer, or no preference. Users who attempt to select the same message category twice in the same use episode are prompted to keep things interesting—select another type of message, and the system does not allow them to move forward until they select a different category. Users who select to view a second peer for the day are not able to choose the type; they are randomized to a profile using the rules described previously for a no preference selection. After viewing the third message, the user responds to a series of questions about their perceptions and then is prompted to form PA intentions or plans via text entry, as described previously. textbox 1 lists all the behavior change techniques activated by web application use.
Textbox 1. Physical activity (PA) behavior change techniques activated by the new web application.

Self-monitoring
- Use of pedometer, which is worn on days of web application use
- Reflection on the previous day’s PA progress

Goal setting
- Identification of step and active minute goals for the day

Social support
- Selection of support message type to support PA motivation and behavior
- Reflection on message content and application

Social comparison
- Selection of comparison type (peer profile) to support PA motivation and behavior, personalized to match user’s age and racial or ethnic identification and based on user’s recent PA behavior (adapted to steps and active minutes)
- Reflection on response

Planning or intention formation
- Open-ended response to the following prompt: “Please describe your plan for reaching your activity goals today. How will you get your steps or active minutes in today?”

Recruitment and Participants

Initial Application Development
PhD-level researchers in clinical health psychology (DA) and computer science (AFL) met regularly throughout 2019 and 2020 to develop the purpose, functions, and technical specifications of the web application (described in detail in the Procedures section). Both investigators were women; 50% (1/2) of them identified as White and 50% (1/2) identified as Latina.

Content Feedback From the Population of Interest
Women from the target population were recruited for 90-minute feedback interviews conducted via Zoom (Zoom Technologies, Inc). Eligibility criteria required that women be aged between 40 and 60 years (inclusive), with ≥1 risk conditions for CVD (ie, hypertension or prehypertension, prediabetes or type 2 diabetes, hyperlipidemia or hypercholesterolemia, metabolic syndrome, current smoker, or quit smoking in the past 3 months); that they were not currently pregnant; and that they had access to Zoom for the interview. Recruitment was conducted via electronic advertisements posted to the supporting institution’s announcement service and social media sites such as Twitter. Interviews were conducted in January 2021. Of the 6 women who were initially contacted about their interest, 5 (83%) enrolled and completed the interview. The average participant’s age was 47.4 (SD 6.66) years and BMI was 35.3 (SD 9.55) kg/m². As all but one of these participants (4/5, 80%) identified as White, 5 additional participants were recruited to provide feedback via electronic survey, to ensure representation of perspectives of women from a range of backgrounds. For this group, the average participant’s age was 51 (SD 6.60) years and their BMI was 35.3 (SD 9.55) kg/m². Of all but one of these participants (4/5, 80%) identified as White, 5 additional participants were recruited to provide feedback via electronic survey, to ensure representation of perspectives of women from a range of backgrounds. For this group, the average participant’s age was 51 (SD 6.60) years and their BMI was 35.3 (SD 9.55) kg/m².

Internal Functionality Testing
Investigators familiarized their team members (ie, not users from the target population) with the application’s purpose and previous stages of development. Then, the entire team conducted internal testing to confirm that the application functioned as intended. A total of 9 testers were included in the first round, of which 3 (33%) were doctoral students, 4 (44%) were undergraduate students in psychology, 1 (11%) was PhD-level program manager, and 1 (11%) was Phd-level investigator in clinical health psychology. All of them have backgrounds in digital health research. Of these 9 testers, 5 (56%) were women and 7 (78%) identified as White. In the second round, testers were 3 doctoral students in clinical psychology, without familiarity with the web application. All of them (3/3, 100%) were women aged 25 to 30 years; 67% (2/3) of them identified as White and 33% (1/3) identified as Black.

Feasibility, Acceptability, and Functionality Testing With the Population of Interest
Women were recruited using electronic advertisements posted to the supporting institution’s announcement service and social media sites (eg, Twitter), to engage in 4-day naturalistic functionality testing. In addition to the eligibility criteria described for content feedback, eligibility required that women did not have an active injury or illness that impeded their PA. A total of 11 women expressed interest in participating, and 5 (45%) women enrolled and completed these tests in June 2021. The average participants’ mean age was 50 (SD 6.26) years and BMI was 30.1 (SD 5.83) kg/m². Of the 5 participants, 1 (20%) identified as Black, 1 (20%) identified as Latina, and 3 (40%) identified as White. None of these women (0/5, 0%) participated in the earlier phases of this study and thus, were naive to the content of the web application. These users tested the application each morning for 4 consecutive days. They also wore either their personal PA monitors or a study-provided pedometer.
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completed end-of-day surveys on each day, and engaged in a brief exit interview at the end of data collection.

**Measures**

**Content Ratings (Initial Feedback)**

Qualitative responses were noted for participants’ impressions of peers’ ages, racial or ethnic backgrounds, and professional circumstances for each image shown and for preferences regarding peer profile content. Participants who engaged in the initial interviews were asked to rate each PA message on a scale of 1 (not at all) to 10 (extremely), regarding (1) how much they liked each message and (2) how helpful they thought it would be for supporting their PA behavior. Participants were asked to briefly articulate their reasons for these ratings.

**PA Monitors and End-of-Day Surveys (Second Phase of Internal Testing as Well as Feasibility and Naturalistic Functionality Testing)**

Women who participated in the second phase of internal testing (3 trainees; 3 days each) and in feasibility/naturalistic functionality testing (5 women in midlife; 4 days each) wore a PA monitoring device during each test day. These participants used either their own personal device (eg, Fitbit or Apple Watch; worn on the wrist) or a study-provided Accusplit AX2720MV pedometer (worn on the waist or hip). These devices captured steps and active minutes (ie, high-intensity activity) throughout the day, and participants reported their totals from these devices at the start and end of each day. Participants reported their starting PA at the start of web application use each morning and daily totals in end-of-day surveys (sent via SMS text message or email).

**Web Application Use and Technical Problems (Second Phase of Internal Testing as Well as Feasibility and Naturalistic Functionality Testing)**

We determined the feasibility of web application use as intended by the percentage of times the application was accessed successfully and returned no errors (or other noteworthy problems), relative to the number of expected uses. Additional relevant data were related to devices and browsers used to access the web application, nature and replicability of reported errors, and application navigation information (eg, peer and message category selections).

**Exit Interview (Feasibility/Acceptability/Naturalistic Functionality Testing Only)**

Women in midlife who completed feasibility/naturalistic functionality testing engaged in a brief exit interview after the end of their tests, conducted via Zoom (15-30 minutes). Participants were asked about their overall experience with the web application, each component of the application, and whether they would be interested in future use. Given the complexity and lack of consensus regarding measuring acceptability in digital health research [58], responses in these domains were used to informally summarize participants’ views of acceptability (as described in the following sections).

**Procedures**

**Initial Development**

Collaboration began in 2018, with support from internal and external funding provided to the first author (DA). Investigators met regularly in 2019 and 2020 to discuss the goals of a new tool, how it may be tailored to the needs of women in midlife with elevated CVD risk, and the process of identifying technical specifications. Although we considered a stand-alone mobile app as the outcome, we selected a web application owing to its versatility and ease of access across devices and platforms. During this time, the first author built on her previous studies with the population of interest [37,39,59] by conducting additional observational and qualitative studies [32,33,60,61] and collecting preliminary data to assess their needs and preferences. Insights from previous studies, discussions between investigators, and new participant responses informed the refinement of the goals of the new tool.

In the spring and summer of 2020, investigators developed storyboards to specify the requirements of the web application. We developed a total of 7 storyboard drafts using an interactive process, which was led by the first author (DA) and modified with questions and input from the computer science expert (second author [AFL]). Figure 2 shows screenshots of the final storyboard, illustrating some of the important steps of the user experience with the web application. This resource included 37 sheets describing the intended progress through 15 pages of the application, including descriptions of progress for 2 fictional users and skeleton of a database that would house participants’ selections and responses as they used the application. The storyboarding process led to the creation of a penultimate set of technical specifications, which the computer scientist (AFL) used to develop the code for the initial draft of the application.

Development of the application occurred during the summer and fall of 2020. We chose the Django framework for its integration of front-end and back-end development and its secure superuser view that allows team members to edit the database entries for peer texts and support messages. The application was deployed on an Amazon Web Services ec2 instance using the SQLite database. During this time, the first author (DA) and trainees in behavioral science created a preliminary set of peer profiles and support messages. This included images, profile text, and message text. Images of women who appeared to be aged between 40 and 60 years were selected from open-access web-based databases [62] to represent a range of racial or ethnic and professional backgrounds. Profile text was generated based on the investigators’ knowledge of and experience with prompting PA-based social comparisons, creating 5 versions of the same 2 profiles that offered different levels of detail. Finally, 18 support messages (6 each for encouragement, tips, and accountability) were generated based on those used in previous studies [63-65], with modifications to address the needs of women in midlife and attention to the possibility of limited access to fitness facilities during the COVID-19 pandemic (eg, exercises that are easy to do at home, without equipment).
Content Feedback With the Population of Interest

Procedures were approved by the supporting institutional review boards (IRBs), and the participants provided written informed consent via Adobe electronic signature (5/10, 50%). Participants met with the first author (DA) for individual, 90-minute interviews via Zoom. These interviews focused on gathering women’s perceptions, preferences, and suggestions for improvements to sample peer images, profile text, and messages. After initial overview of the session and introduction to the purpose of the web application, participants were asked to view a series of peer images and indicate their perceptions of the woman’s age, racial or ethnic identification, and profession. Then, they viewed 5 versions of each of the 2 peer profiles and were asked to verbally evaluate each version (ie, strong vs weak preference for each, relative to the previous version, and their reasons). These profiles showed minimal information initially and increased in the number of facts presented in each version (Figure 3). Next, participants were asked to read each of the 18 messages and rate each one on the scales described previously. Finally, they were asked to rate their interest in using the web application to support their PA efforts in the future on a scale of 1 (not at all interested) to 5 (extremely interested). Women who provided feedback via electronic survey (5/10, 50%) provided informed consent by clicking a button to verify that they consented to proceeding with the survey; they were given a brief explanation of the web application and asked to respond to a subset of the stimuli described previously.

The interviewer (first author [DA]) took detailed notes during the Zoom feedback sessions to capture numeric ratings, narrative explanations for these ratings, and other suggestions from participants. Then, the interviewer and another member of the behavioral science team reviewed and synthesized these notes and responses from the participants who completed the survey. They identified common themes and recommendations for changes, which were implemented as described in the following sections. A third member of the behavioral science team was consulted for input on messages that received a wide range of responses, and disagreements about changes were resolved by consensus.
In the first phase, research team members were randomly assigned to user accounts representing women in the target age range, from varying racial or ethnic backgrounds, and asked to conduct a series of tests of the web application. First, they completed a round of positive testing (using valid data entry) to verify that the application worked as expected. Then, they completed a round of negative testing (using invalid or improper data entry) to check for unexpected conditions. Each user conducted between 5 and 20 tests over the course of 4 months, with application updates occurring between each round of tests (February 2021 to May 2021). A subset of team members (5/9, 56%) also exported data files for recent use episodes to check for errors in recording the use variables in the database.

Users in the second phase of testing received instructions via email for testing the application between 8 AM and 9 AM each day for 3 consecutive days, wearing their personal PA monitors, and completing end-of-day surveys on each day. Of the 3 users, 1 (33%) user tested as a woman with racial or ethnic identification the same as her own (Black), and 2 (67%) tested as women not matched to their racial or ethnic identification (the White trainee users tested as a Latina woman and as a woman whose identification was unspecified, respectively).

Feasibility, Acceptability, and Functionality Testing With the Population of Interest

All procedures were approved by the relevant IRBs, and participants provided written informed consent via Adobe electronic signature (5/5, 100%). Each participant met with the
first author (DA) via Zoom for introduction to the web application and study procedures, during which the first author used screen share to show participants an episode of web application use in real time. Participants who requested to use a study pedometer (3/5, 60%) received these devices and printed instructions in the mail before this meeting (with prepaid postage for the return mailing) and were invited to ask questions about intended use for data collection. Next, participants received an overview of the end-of-day survey content and procedures and engaged in a live test of receiving surveys via SMS text messages. The interviewer collected information about participants’ wake and sleep times and discussed their preferred time for using the application and receiving end-of-day surveys, according to their wake and sleep times. Specifically, participants were asked to use the web application within 2 hours of waking up and to complete the end-of-day survey within 1 hour before going to sleep. The investigators were available during the application test windows each morning to receive and address any reports of errors or access difficulties. Finally, before participants accessed the web application on the following day, the first author entered the step and active minute totals to the application, to enable adaptation of the PA levels shown in peer profiles. Following the procedures outlined previously, the interviewer (first author) took detailed notes during the Zoom exit interviews to capture participants’ views of acceptability. The interviewer and another member of the behavioral science team reviewed and synthesized these notes to generate a summary of the acceptability feedback.

Ethics Approval
The IRB at Rowan University approved this study (PRO-2020-163).

Results
Development
Refinement of the initial idea for the web application occurred over a period of 1 year. This period involved regular discussions among investigators, storyboarding, identifying technical specifications, and designing a database. Investigators created 7 drafts of the web application storyboard using a process of iterative feedback. At each stage, discussions generated questions to be answered and functions to be refined, which would allow for individual user personalization and day-to-day adaptation. The initial version of the storyboard used 8 pages to describe the 9 distinct screens needed to achieve a full-use episode. The final version used 37 pages to specify back-end decision points, 15 distinct screens needed to achieve a full-use episode, and full examples of 2 different users’ experiences of a full-use episode. Separate files illustrated the database (where users’ selections, entries, time spent in using the application, and end-of-day data are collected and stored), administration pages (for creating users, entering end-of-day data, and downloading database files), and a penultimate set of technical specifications. The software implementation, deployment, testing, and support tasks required approximately 3 months of effort from the computer science expert (second author [AFL]). Finally, we deployed and tested the web application as described previously.

Content Feedback
Gathering feedback on potential web application content occurred during the later stages of programming, over a 4-week period. Participants who engaged in 90-minute interviews via Zoom (5/10, 50%) reported strong overall interest in using the web tool under development to support their PA efforts (mean score 4.5 out of 5). Regarding peer images, there was high agreement regarding perceived age (87%), racial or ethnic background (88%), and types of careers (85%). A total of 2 images were perceived as depicting women aged between 40 and 46 years, 3 images as women aged between 45 and 52 years, and 2 images as women aged between 52 and 60 years. A total of 3 images were perceived as depicting Black women (or multiracial with Black as an identification), 4 as Latina women (or multiethnic with Latina as an identification), 2 as White women (or multiracial with White as an identification), and 1 as Middle Eastern or South Asian (Indian or multiracial with one of these as an identification). A total of 3 images were described as portraying women with administratively focused jobs (eg, office assistants and business managers), 2 as teachers, and 3 as other (eg, coaches and retired). All images were deemed acceptable for the stated purpose, and participants indicated that some variety across images (eg, in types of clothing) may make the peer profiles relatable to a wide range of women in midlife.

A total of 2 images were perceived as intimidating by ≥1 participant. The first image was described as projecting a “no nonsense” attitude (however, still moderately welcoming), whereas the second appeared to “have it all” (ie, fit, affluent, and carefree). These happened to be the 2 images used for the next set of prompts related to the amount and types of information that participants perceived as useful for inclusion in peer profiles. For this set of prompts, the participants viewed 5 different versions of each woman’s profile, each increasing the amount of information presented. For both profiles, participants indicated that the middle version provided the optimal amount of information (ie, version 3 in Figure 3). Although 60% (3/5) of the participants specifically expressed interest in the addition of fun facts in each profile (as these made the profiled women seem more relatable), they indicated that the short versions were the best for providing useful information efficiently.

Participants’ overall recommendations for PA messages were to keep them short; however, there was considerable heterogeneity in the subjective response to each message. Consider the following message: “We’re often told how important physical activity is to our health. But why is it important to you? Remind yourself of YOUR reasons to be more active.” This message received a score of 0 from one participant (regarding how much she liked the message and found it helpful); she indicated that the message implied that PA “must not be important if I’m not doing it,” which was not motivating. However, the same message received a score of 10 from another participant (who said it was “thought-provoking and affirming”), and the average ratings for liking and helpfulness were 6.2.

Examples of the highest-rated and lowest-rated messages are listed in Table 2. The lowest-rated messages were removed or
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**Internal Testing**

**Round 1**

Of the 25 positive tests conducted, 2 (8%) resulted in initial errors, and they were resolved. A further 16% (4/25) of the tests revealed bugs, including failing to offer a second message and repeating the same content twice in 1 use episode. Both of these problems were resolved after the conclusion of round 1 testing. Negative testing (involving 20 use episodes) identified two application navigation pitfalls: using the back button allowed for many selections in the same use episode and entering spaces or other non-language-based text was accepted as valid responses to the open-ended questions. Across both types of tests, several team members also indicated that certain details of peer profiles did not match their intended ages. For example, a subset of photos of women in their late fifties was paired with profiles describing them as having very young children.

At the end of round 1, the investigators consulted and agreed that the application should insist that the user proceed strictly in the order described previously, irrespective of the user’s attempts to use their browser’s back button. The second author (AFL) made system modifications such that the user is required to complete a day’s survey on a single device and browser, and the user’s attempt to use their browser’s back button redirects them to the next screen. These updates were completed before the functionality testing with end users. The application specifications did not include procedures for preventing non-language text responses to the open-ended questions. In contrast, the peer profiles were intended to be tagged with age indicators (similar to peer images), but this step was skipped in the build process. As the latter two issues were deemed substantial revisions, they were noted and postponed until a future round of substantive updates.

**Round 2**

Across 3 testers and 3 days of use episodes (total of 9 episodes), 11% (1/9) of the test uses of the web application resulted in an error. The error for the assigned client could not be resolved and the tester was assigned a new client ID. After this substitution, all use episodes were successful, and all end-of-day surveys were completed as intended. Of the 3 testers, 1 (33%) tester noted that she received the same message twice in the same use episode, despite choosing different message categories, and this error was logged for correction. All testers (3/3, 100%) expressed their perception that the web application would be useful for supporting women’s PA efforts and indicated that the web application’s personalization and adaptation features were effective for tailoring their experience of peer profiles. Testers also offered additional feedback on the wording of peer profiles, messages, and end-of-day surveys to clarify the specific experiences of interest (eg, a missing text box for entering details if the other response to a multiple-choice item was selected).
Feasibility, Acceptability, and Naturalistic Functionality Testing

Testing with a different group of women from the target population was conducted over 4 weeks. All the participants (5/5, 100%) were able to access the web application on their personal devices. This included the use of desktop and laptop computers, tablets, and smartphones, across Chrome and Safari browsers. A total of 60% (3/5) of the participants did not encounter any errors or problems with access on any of their days of participation. Of the 5 participants, 1 (20%) participant received an error after starting use (ie, getting to the starting page without entering any data), closing her browser, and attempting to restart later. As the application allows only 1 use per client per day, this difficulty demonstrated correct functionality. The participant was able to access the application on the same day after her first attempt was deleted by the research staff. The final participant received error messages for attempts to access the web application on her smartphone but encountered no problems when she switched to her laptop computer the following day. The initial problem could not be duplicated by the research staff but was noted in case of repeated difficulties. Thus, of the 20 expected use episodes (5 participants; 4 days each), 18 (90%) were completed and resulted in use data without incident and the remaining 2 (10%) were missing, owing to access difficulties described previously. In total, 85% (17/20) of the episodes were informed by previous end-of-day step and active minute totals.

Participants’ peer profile and message selections are summarized in Table 3. Across participants and use episodes, initial peer type selections were most frequently lateral or downward targets (6/18, 33% each). Upward targets and no preference—choose for me were selected during 17% (3/18) of episodes each, by a different participant each time; no preference was selected on different days of use each time, whereas 67% (2/3) of the selections of upward targets were on the last days of use. All of the participants (5/5, 100%) selected at least two different peer options. Of the peers actually displayed, lateral or downward targets were seen in 39% (7/18) of episodes each, and upward targets were seen in 22% (4/18) of episodes. As noted, these directions were relative to participant’s PA behavior on the previous day. Initial message type selections were predominantly those providing accountability (7/18, 39%), followed by encouragement (6/18, 33%) and tips (3/18, 17%). No preference—choose for me was selected only twice, by a different participant and on a different day of observation each time. A second peer and an encouragement message were chosen twice each; a tip message and no preference were selected once.

Table 3. Summary of peer profile and message selection types during end-user functionality testing stage (5 users; 4 days each).

<table>
<thead>
<tr>
<th>Categories</th>
<th>Selections of episodes (n=18), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upward peer</td>
<td>3 (17)</td>
</tr>
<tr>
<td>Lateral peer</td>
<td>6 (33)</td>
</tr>
<tr>
<td>Downward peer</td>
<td>6 (33)</td>
</tr>
<tr>
<td>No preference for peer</td>
<td>3 (17)</td>
</tr>
<tr>
<td>Encouragement message</td>
<td>6 (33)</td>
</tr>
<tr>
<td>Tips message</td>
<td>3 (17)</td>
</tr>
<tr>
<td>Accountability message</td>
<td>7 (39)</td>
</tr>
<tr>
<td>No preference for message</td>
<td>2 (11)</td>
</tr>
</tbody>
</table>

During the exit interviews, all participants (5/5, 100%) indicated that their overall experience with the web application was positive; 80% (4/5) of them indicated that they found the application very helpful in setting a positive tone for their PA for the day and reminding them to be more active. For example, a participant stated that she noticed herself walking her dog more often as a way to increase her PA. The final participant reported that she found the web application acceptable. As she was previously very active and used several of the application’s suggested approaches at that time, the content was “not new” to her. However, she reported an expectation that it would be useful for someone just starting an effort to be more active. All participants (5/5, 100%) indicated that they would be interested in using an expanded version of the web application to support their ongoing PA efforts, with 60% (3/5) of them specifying that use would be most beneficial in conjunction with PA coaching (ie, additional, formal guidance to build behavioral and psychological skills).

Discussion

Principal Findings

Women in midlife—particularly those who have health conditions that exacerbate their increasing risk for CVD—would benefit from PA-specific resources that address their social preferences and needs. This paper describes a multidisciplinary, iterative, UCD approach for developing a personalized, adaptive web application for this purpose. Our approach involved four stages: initial design and building, gathering content feedback, internal testing, and naturalistic functionality testing with end users. Changes were made to the application’s content, function, and navigation in response to feedback at each stage, which resulted in a prototype that showed evidence of feasibility and acceptability among the target population.

Our initial findings also suggest the possibility of heterogeneity in the PA preferences and experiences of women in midlife. Some social content was consistently rated as favorable, whereas other content generated wide ranges of favorability, and women...
showed noteworthy variability in their support message and peer (comparison target) selections in their daily lives. Some of this variability may be due to curiosity and desire to explore the available options [66,67]. The content that women in midlife want or believe will be most helpful also likely varies from day to day (eg, with mood and other contextual factors). An important next step is to conduct studies with long test periods and large samples to determine the extent of stability versus ongoing variability in women’s selections and responses. Incorporating UCD principles and methods throughout the development process provided insight into the needs and preferences of our target population. By taking an iterative approach, we identified issues early, which allowed for refinement before further testing. This process was made easy by regular, planned discussions between the behavioral science and computer science teams and ensured a shared vision and scope for the project.

### Uses and Future Directions for a New PA Web Tool

There are multiple potential uses for our new web application, and our future studies will investigate the utility of the tool for each purpose. First, as suggested by members of the target population, this tool may be used as an adjunct to and extension of more traditional PA coaching. Individual or group-based coaching, which often occurs via live interaction (in person or through phone calls or video calls), can provide a range of psychological and behavioral skills for adopting or maintaining regular PA routines (eg, intention formation and planning [68]). The web application, available daily, can supplement these interactions by providing content that reinforces skills and guides actions on demand in women’s daily lives. Similarly, the web application can serve as a low-intensity introduction to some basic PA skills (eg, goal setting) and help women to determine the types of support or behaviors that may work best for their goals. Given its low intensity, the web application is unlikely to be widely effective as a stand-alone intervention for PA adoption. However, there may be a subset of women in midlife who benefit from the minimal, noninvasive, personalized, and adaptive support that it offers, either for initial PA adoption or for reinitiation of previous PA routines (eg, as women recover from PA changes owing to the COVID-19 pandemic [69,70]).

We also see potential for more innovative uses of the web application, beyond traditional PA support. For example, as noted, what users want and what works for prompting behavior change in daily life do not always align [41]. When combined with objective PA monitoring, data from the new tool can facilitate the assessment of alignment between a user’s social PA content preference (selection), their subjective response to this content (liking or perceived helpfulness), and their daily PA behavior. This can be informative in 2 ways. First, from a basic science perspective, such assessment on a large scale will indicate the prevalence and distinct types of misalignments. This can inform our understanding of phenomena such as cognitive biases that interfere with PA, including strong preferences for and liking of content that is self-enhancing (eg, downward comparison targets [71]), despite the behavioral benefit of exposure to less-enhancing contact, such as upward comparison targets [72]. Second, from an intervention perspective, information about any observed misalignment of preferences and behavioral responses can be offered as feedback (eg, from PA coaches). This can enable women to gain insight into patterns that facilitate or inhibit their PA behavior change.

A final potential use of the new web application is for assessing the alignment of preferences and responses between users, which also has implications for PA interventions. Specifically, the procedures described in the naturalistic functionality testing phase can be used to generate a profile or type for each user. Content selections and both subjective and behavioral responses can determine the optimal social support and comparison exposures for promoting a user’s engagement with the tool and PA behavior [45]. At the same time, responses to survey items and PA behavior data can determine the type or types of support and comparison targets that the user would offer to other women in midlife. Then, this profile of optimal social input and likely output can be matched with a complementary profile to create PA partner dyads that are likely to meet each other’s social needs. This process can maximize the power of the social environment of PA interventions to promote PA among women in midlife.

The present set of studies represents only the formative steps in a long process to fully develop and test a new digital health tool. Consistent with many of the existing UCD studies, we used both quantitative and qualitative methods with modest sample sizes [73]. Each of these potential uses of the web application will require the noted substantive revisions to the tool (which are currently underway) and large-scale testing with large and more diverse samples of women in midlife.

### Lessons Learned and Recommendations for Future Digital Health Collaborations

The present series of studies and the creation of a new digital health tool resulted from close collaboration between behavioral and computer scientists. This type of collaboration is becoming more common and desirable to ensure that the development of a tool to support health behavior change is informed by a range of relevant expertise [74]. Such partnerships can be extremely fruitful but are not without challenges. For example, the fields of behavioral and computer science prioritize different methods and often share little common language. In this study, although we developed the storyboard and specifications for the web application over several months and a series of iterations, potentially important navigation rules were left unspecified (ie, use of the web browser’s back button, entry of spaces, or nonlanguage text as open-ended responses). These and similar oversights may be owing to behavioral scientists’ implicit assumptions and lack of familiarity with the problems that such errors can cause, and thus, failing to specify all desired rules ahead of time. To avoid the need for major changes after the initial tool is built—particularly if funding for such changes is limited or uncertain—there is additional pressure on computer science team members to foresee all types of possible pitfalls. In an academic setting, where funding for the development of digital tools may be scarce, early discussions about how and when substantive, unforeseen changes will be handled are critical.
Behavioral scientists also tend to focus, from the beginning, on a process of human subjects research that involves regulatory oversight, informed consent discussions, certain types of documentation (e.g., test user feedback), and multiple attempts to secure additional (limited) funding. This process is intentionally methodical and can be quite slow as a result [74]. Computer scientists may not be familiar with the IRB processes, training required to participate in studies with human participants, and delays that these may cause. Computer scientists may prefer agile and iterative software development methods with multiple rounds of user feedback, but may not realize, at the beginning, the time and effort required to obtain IRB approvals and recruit participants. For this collaboration, although we were aware of the potential regulatory challenges from the beginning, we encountered difficulties regarding questions about permissions for server housing and IRB questions about the collection of protected health information via the new web application. The web application was designed to protect users’ identities and does not collect protected health information; however, the process of effectively communicating this to the IRB and securing permission to house the web application on a commercial server was lengthy and involved. This was one of the several delays in the large process of web application development and testing that contributed to the extension of the project time line. The onset of the COVID-19 pandemic was the cause of another delay, as part of the investigators’ research time was redirected to other professional and personal responsibilities [75].

**Strengths, Limitations, and Conclusions**

Despite these delays, this study had several strengths, including a base of foundational work with the population of interest [32,37,60,61,69], adherence to widely recommended UCD principles [51,73], emphasis on recruiting women from racial or ethnic minority backgrounds to maximize diversity in small samples, and collaboration between flexible researchers who are committed to the project. This process also benefited from multiple phases of internal testing, including a range of testers who were familiar with and those who were naive to the web application specifications and phases of both positive and negative testing. There were also noteworthy limitations to our study. For example, all data collection processes and feedback sessions with women in midlife were conducted by the first author (DA), who is the principal investigator of the project. This was intentional to ensure consistency in interview style and optimal synthesis of findings across study stages, particularly for the small samples recruited and the resources available. However, knowing that they were speaking to the project director may have heightened the participants’ social desirability or self-presentation behaviors. The first author’s direct involvement can also enable confirmation bias regarding the conclusions drawn (e.g., from interview feedback). Interview scripts were designed to probe dislikes or nonpreferred content to limit this concern, and additional team members were consulted to provide an additional perspective, but it remains a possibility. This may be particularly relevant for the assessment of acceptability, which was performed informally in this study. In future studies, it would be ideal to record interviews and have multiple raters use a standard set of guidelines [76].

However, it is important to note that these procedures may not be possible at formative study stages owing to limited financial support to protect team members’ time for such activities. Relative to the resources available for later stages of the process, such as efficacy testing for an existing digital health tool, research funding for the formative stages of tool development is often much more modest. Consequently, creative thinking, patience, and persistence are critical to the early success of such a venture. Together, this series of studies provides a useful example of how to approach these formative stages to gain necessary insights from the population of interest and to identify pitfalls and the next steps for future studies.
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Abstract

Background: There is growing evidence of the benefits of mobile health technology, which include symptom tracking apps for research, surveillance, and prevention. No study has yet addressed arbovirus symptom tracking in pregnancy.

Objective: This study aimed to evaluate the use of a smartphone app (ZIKApp) to self-report arbovirus symptoms and pregnancy complications and to assess compliance with daily symptom diaries during pregnancy in a cohort of women in an arbovirus-endemic, subtropical, middle-income country (Jamaica).

Methods: Pregnant women aged ≥16 years, having a smartphone, and planning on giving birth at the recruiting center were enrolled between February 2020 and July 2020. ZIKApp comprised a daily symptom diary based on algorithms to identify potential episodes of arbovirus infection and pregnancy complications. Sociodemographic, epidemiological, and obstetric information was collected at enrollment, with additional review of medical records, and users’ perception was collected through an exit survey. Descriptive analyses and logistic regression analysis of possible factors associated with diary adherence were performed.

Results: Of the 173 women enrolled, 157 (90.8%) used ZIKApp for a median duration of 155 (IQR 127-173) days until pregnancy end, 6 (3.5%) used the app for <7 days, and 10 (5.8%) exited the study early. For each successive 30-day period from enrollment up to 150 days after enrollment, of these 157 women, 121 (77.1%) to 129 (82.2%) completed their daily symptom diary; 50 (31.8%) to 56 (35.7%) did so on the same day. Overall, 31.8% (50/157) of the women had good adherence to diary reporting (ie, they completed the task on the same day or 2 to 3 days later for ≥80% of the days enrolled). There were 3-fold higher odds of good adherence for participants aged >34 years versus those aged 25 to 29 years (adjusted odds ratio 3.14, 95% CI 1.10-8.98) and 2-fold higher odds for women with tertiary versus secondary education (adjusted odds ratio 2.26, 95% CI 1.06-4.83). Of the 161 women who ever made a diary entry, 5454 individual symptom reports were made (median 17 per woman; IQR 4–42; range...
Background

Zika virus (ZIKV), chikungunya virus (CHIKV), and dengue virus (DENV) are arboviruses transmitted primarily by the *Aedes aegypti* mosquito that have caused multiple epidemics in recent years, notably the explosive epidemic of CHIKV in Latin America and the Caribbean that started in 2013, followed by the re-emergence of ZIKV a year later [1,2]. These arboviruses are of major public health concern and have been associated with significant morbidity alongside substantial economic impacts [3-5]. Although ZIKV outbreaks in particular have been highlighted with respect to maternal and infant health, owing to the causal link between ZIKV and microcephaly and other fetal and infant abnormalities [6], CHIKV and DENV are also both vertically transmitted, and all 3 viruses have been associated with adverse pregnancy outcomes (eg, preterm delivery, miscarriage, and stillbirth) and infant sequelae in the context of congenital infection [7-10].

Jamaica has experienced several DENV outbreaks of increasing intensity, severity, and magnitude in recent years (2010, 2012, and 2018-2019), with increased attributable morbidity and mortality in the very young, including reported cases of neonatal microcephaly [11-14]. Jamaica also experienced an explosive CHIKV epidemic in 2014 [3,15-18]: >80% of the general and antenatal populations were affected, with significant perinatal (maternal and newborn) illnesses, increased attributable neonatal morbidity and mortality [3,16,19], and >2500 deaths during the epidemic year nationally [18].

The ZIKV epidemic in Jamaica occurred in 2016-2017 [20-23]. National hospital-based surveillance revealed increased annual rates of severe microcephaly from 23.6 per 100,000 live births in 2010 (during the period of DENV outbreaks) to 41.7 per 100,000 live births in 2017 in association with the ZIKV epidemic [14], alongside surveillance reports of the congenital syndrome associated with ZIKV and related fetal brain disruption sequences temporally and spatially related to reported ZIKV cases [14]. The congenital syndrome was also being recognized simultaneously in 0.8% to 2.2% of the newborns in 3 urban public maternity hospitals [23], with a 15.6% ZIKV immunoglobulin G antibody seroprevalence in pregnancy reported [19]. Other complications included Guillain-Barré syndrome and varied neurological presentations in children and adults [21,22].

The COVID-19 pandemic has seen a growing number of symptom tracker mobile phone apps that have helped to develop an understanding of an emerging infection and its associated clinical manifestations [24-27]. Before the emergence of SARS-CoV-2, there was already an increasing body of research demonstrating the benefits of mobile health (mHealth) technology for remote monitoring of symptoms, public health surveillance, education, and prevention [28], including for arboviruses [29-32]. With respect to pregnancy, mHealth apps have been used for multiple interventions, including to optimize gestational weight gain, to increase intake of vegetables and fruit, for smoking cessation, to identify specific symptoms of pre-eclampsia, for drug safety monitoring, and to support health care delivery for prevention of asthma and infections [33-38]. However, there is limited literature on the levels of adherence to mHealth apps for daily reporting of symptoms during pregnancy. This is a significant gap in evidence because the requirement for daily reporting could be an important factor potentially limiting long-term adherence.

Objectives

This pilot study aimed to evaluate the use of ZIKApp by pregnant women to report symptoms indicative of an arbovirus infection and pregnancy complications, including evaluating adherence with daily symptom diary reporting up to the end of pregnancy. The study setting was Jamaica, an example of an arbovirus-endemic, subtropical, middle-income country with high levels of smartphone penetration.

Methods

Recruitment

This pilot study was conducted at the University Hospital of the West Indies (UHWI), a university teaching hospital that performed approximately 1500 deliveries in 2016, as part of research conducted by the ZIKAction consortium, which conducts maternal and child health–focused research on ZIKV and other arboviruses in Latin America and the Caribbean. Participants were recruited between February 2020 and July 2020 from the antenatal care service by research nurses. This pilot study sought to enroll approximately 200 participants who met the following eligibility criteria: pregnant women aged ≥16
years who planned to give birth at the UHWI and had access to a smartphone compatible with the mobile app. Following these criteria, the research nurses orally explained the study, invited these pregnant women in the waiting room of this antenatal clinic on their first medical clinic visit (when the general educational talks are delivered) to take part in the study, and enrolled those interested. Furthermore, some of the participants also told other pregnant women about the study and recommended their participation, after which these women would also individually approach the research nurses, who would follow-up with the standard enrollment procedures. Names and contact details were stored locally by the research nurses, but all study questionnaires were pseudonymized with the use of unique study identifiers. Enrollment visit procedures are presented in the Study Implementation section.

The ZIKApp Intervention

ZIKApp was developed by the University Medical Center Utrecht in partnership with Your Research, a company based in the Netherlands. ZIKApp is compatible with both Android and iOS platforms. The app included a daily symptom diary for reporting presence or absence of symptoms and provided users with information on potential symptoms. In addition, the app provided information about the study itself and included a Frequently Asked Questions section (Figure 1A).

The app was designed to provide regular informative messages related to the pregnancy such as “Your baby is now the size of a pear,” similar to content provided by commercial pregnancy tracking apps (Figure 1B). This was to provide an additional incentive for women to adhere to app use.

Participants were sent daily reminders by email to complete their symptom diary. The daily diary entry could be completed on the same day or with a lag period of up to 7 days, after which it was no longer accessible. The symptoms included in the app and the start and end of arbovirus episode triggers are presented in Multimedia Appendix 1 and were selected to identify symptoms suggestive of arbovirus infection as well as 2 specific pregnancy complications (painful uterine contractions and vaginal bleeding). The app also included some short periodic questionnaires; for example, the first questionnaire requested information on the woman’s last menstrual period date (to allow the app to send gestation-appropriate messages). Data recorded in the app were stored on a secure cloud-based portal (ResearchFollowApp portal). The portal also provided a user-friendly dashboard for the research nurses with an authorized log-in to monitor in real time the symptoms reported by participants.
Study Implementation

A standard operating procedure (SOP) was developed to guide the research nurses, and in-person training was conducted at the UHWI in January 2020. The SOP detailed the different tasks that research nurses should fulfill during the recruitment once informed consent was obtained. It explained the process of setting up an account for the participant through the portal, assisting her in downloading the app from the Google Play Store or Apple App Store, guiding the initial app log-in, instructing her about the different app functions and notifications that she could receive (potential arbovirus episode or possible pregnancy complication), and guiding her to complete her first diary entry. Likewise, the SOP detailed the process to report any app or network issues to the coordinating University College London and University Medical Center Utrecht teams to resolve them and thus avoid early exits by participants and to improve app functionality.

At recruitment, a standardized form was used to collect additional sociodemographic, obstetric, and clinical information regarding the participant extracted from the medical chart. Data were entered and managed using REDCap (Research Electronic Data Capture; Vanderbilt University) hosted at Penta Foundation ONLUS [39,40]. REDCap is a secure, web-based software platform designed to support data capture for research studies. The ResearchFollowApp portal was also designed to facilitate the follow-up of participants by the research nurses and to send automatic emails and notifications. The research nurses implemented the use of WhatsApp messages to inform participants about their office hours and to advise those who received notifications of potential arbovirus episode or possible pregnancy complication to contact the health services using a provided list of phone numbers. All participants received monthly phone credits to enable internet access to allow the app to transmit the data collected to the portal.

Study participation ended when the participant gave birth or when the pregnancy came to an end for other reasons (e.g., miscarriage), although the women could withdraw from the study at any time. At study exit, the research nurses guided participants to uninstall ZIKApp and invited them to complete an exit survey that included questions on their experience of using the app. In addition, a standardized questionnaire was used to collect data regarding the delivery as well as details of the newborn, which were entered in the study REDCap database.
A case note review was conducted for women with potential arbovirus triggers to identify any maternal diagnoses (eg, from the laboratory information systems). During the pilot study, surveillance for SARS-CoV-2 among the pregnant women was implemented at the UHWI, and a case note review was also carried out for enrolled women with positive SARS-CoV-2 tests.

**Statistical Analysis**

App data stored on the ResearchFollowApp portal was downloaded and merged with data from the REDCap database using unique study identifiers before analysis. Descriptive analyses of participant characteristics were conducted. Univariable comparisons of categorical variables were assessed using chi-square or Fisher exact tests. To assess participants’ adherence to completing the daily symptom diary, every diary day for each woman (ie, for the total time they used the app) was coded into 1 of 4 categories: diary completed on the same day, 2 to 3 days later, 4 to 7 days later, and >7 days elapsed without diary entry (ie, not completed). Next, for each woman, 2 binary variables (0 and 1) were created: for **good adherence** and **poor adherence** for their entire period of enrollment. **Good adherence** was where a participant had completed her diary on the same day or 2 to 3 days later for at least 80% of the time between enrollment and pregnancy end. **Poor adherence** was where there was an uncompleted diary (ie, >7 days had elapsed without diary entry) 30% of the time.

Potential factors associated with **good** and **poor** adherence were assessed using logistic regression analysis to obtain the odds ratios with 95% CIs: participant age, education, number of children, having an income, previous adverse pregnancy outcome, comorbidities and chronic diseases, duration of app use, and whether a potential arbovirus episode was reported. Several factors were considered when selecting the final multivariable models: first, all variables that were significant with a \( P \) value of <.10 in univariable analysis were considered for inclusion; second, a backward stepwise selection approach was used to determine the final adjusted model. Stata software (version 16.1; StataCorp LLC) was used to conduct the analyses.

**Ethics Approval**

The protocol for this study was reviewed and approved by the University College London Research Committee on 27 September 2021 (Project ID 3715/005) and by the University of the West Indies Mona Campus Research Ethics Committee (project ID ECP 47, 19/20). All participants signed an informed consent form during the enrollment.

**Results**

**Overview**

A total of 173 pregnant women were enrolled in the study (Figure 2), with the last delivery occurring on January 5, 2021. Of these 173 women, 5 (2.9%) had no data recorded in the app portal, indicating that they never used the app (although, of these 5 women, for 2, 40%, this may have been a technical or connection issue as both reported completing the diary in their exit survey) and 1 (0.6%) had <1 week of study participation owing to a miscarriage 6 days after enrollment. These women were excluded from further analyses. Of the remaining 167 women, 157 (94%) used the app until they gave birth or the end of their pregnancy, whereas 10 (6%) chose to exit the study before they gave birth.

**Figure 2.** Study participant flow chart.

Table 1 presents the participants’ baseline characteristics, stratified by study completion and study exit status. Overall, of the 167 women, 166 (99.4%) were born in Jamaica and 1 (0.6%) was born in the United Kingdom; most (137/167, 82%) of the women were enrolled in the second trimester of pregnancy. Of the 10 women who exited the study, 6 (60%) gave phone-related reasons for their study exit (eg, no longer having a smartphone or having changed their phone), 2 (20%) changed their mind about study participation, and 2 (20%) cited problems with phone credit reimbursement. There were no statistically significant differences between the women who exited the study and those who remained and used the app until they gave birth with respect to sociodemographic characteristics and comorbidities (data not shown).
Table 1. Participant sociodemographic, clinical, and app use characteristics by study completion and study exit status (N=167).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Completed study (n=157)</th>
<th>Exited study (n=10)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), median (IQR; range)</strong></td>
<td>28 (24-32; 18-44)</td>
<td>26.5 (22-31; 21-36)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>45 (28.7)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Cohabiting</td>
<td>47 (29.9)</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Single</td>
<td>60 (38.2)</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>5 (3.2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Highest level of education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary</td>
<td>61 (38.9)</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Tertiary</td>
<td>96 (61.2)</td>
<td>7 (70)</td>
</tr>
<tr>
<td><strong>Employed or has regular income, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>77 (49)</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Yes</td>
<td>80 (51)</td>
<td>7 (70)</td>
</tr>
<tr>
<td><strong>Parity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nulliparous</td>
<td>90 (57.3)</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Primiparous</td>
<td>41 (26.1)</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Multiparous</td>
<td>26 (16.6)</td>
<td>2 (20)</td>
</tr>
<tr>
<td><strong>Chronic conditions, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>93 (59.2)</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Hypertension&lt;sup&gt;a&lt;/sup&gt;</td>
<td>26 (16.6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Sickle cell disease&lt;sup&gt;a&lt;/sup&gt;</td>
<td>11 (7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Pre-existing or gestational diabetes&lt;sup&gt;a&lt;/sup&gt;</td>
<td>7 (4.6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Asthma&lt;sup&gt;a&lt;/sup&gt;</td>
<td>24 (15.3)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Obesity&lt;sup&gt;a&lt;/sup&gt;</td>
<td>6 (3.8)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Gestational age at enrollment (weeks), median (IQR; range)</td>
<td>18 (15-22; 11-38)</td>
<td>17 (16-18; 14-21)</td>
</tr>
<tr>
<td><strong>Pregnancy outcome, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Live birth</td>
<td>151 (96.2)</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Stillbirth</td>
<td>2 (1.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Miscarriage</td>
<td>3 (1.9)</td>
<td>N/A</td>
</tr>
<tr>
<td>Termination (abnormality)</td>
<td>1 (0.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Gestational age at delivery&lt;sup&gt;c&lt;/sup&gt; (weeks), n (%)</td>
<td>133 (104-172; 80-179)</td>
<td></td>
</tr>
<tr>
<td>Duration of app use (days), median (IQR; range)</td>
<td>155 (127-173; 25-235)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Multiple responses were possible.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>Live births only (1 unknown).

**Daily Symptom Diary Reporting and Factors Associated With Good and Poor Adherence**

Overall, 78.68% (17,833/22,664) of the daily diaries were completed over the study period. The timing of symptom diary completion (ie, same day, 2-3 days later, 4-7 days later, or not completed) per successive 30-day periods between enrollment and pregnancy end is presented in Figure 3 and Multimedia Appendix 2. For each of these periods (up to 150 days), of these 157 women, between 121 (77.1%) and 129 (82.2%) completed...
their daily symptom diary, with the proportion of diaries completed on the same day per 30-day period (up to 150 days) staying roughly constant at one-third (Figure 3; Multimedia Appendix 2).

The proportion of noncompleted diaries (ie, >7 days elapsed without diary completion) increased from the fifth month of app use. From day 181 onwards, the 7-day period within which a participant could complete her symptom diary retrospectively would have likely encompassed the date of delivery. Considering only diary days that were completed, there was also evidence of a reduced timeliness of reporting with increasing enrollment duration, with 41.69% (1024/2456), 37.67% (440/1168), and 32.4% (56/173) of the diaries completed on the same day at days 121-150, 151-180, and 181-210, respectively (P<.001).

To understand whether external events (eg, the Christmas holiday season) had an impact on the timeliness of diary completion, we compared the period from December 19, 2020, to January 2, 2021, and the period from December 1, 2020, to December 15, 2020, and found that the proportion of diaries completed on the same day was higher in the earlier period than during the Christmas period at 33.5% (190/568) versus 23.1% (78/337), respectively, although the proportion of noncompleted diaries was lower at 24.6% (140/568) versus 29.4% (99/337; P=.01), respectively.

Among the 157 women who used the app until the end of their pregnancy, there were 50 (31.9%) classified as having good adherence to diary completion (ie, completed same day or 2-3 days later at least 80% of the days). In univariable analysis (Table 2), women in the oldest age group (women aged >34 years vs those aged 25-29 years) and with tertiary education level (vs secondary education level) had higher odds of good adherence, although there was no association between good adherence and history of adverse pregnancy outcome, having a regular income, number of children, chronic disease status, duration of app use, or report of symptoms of arbovirus infection through the app. In the adjusted model (which included age and education only), both variables remained independently associated with good adherence, with the odds of good adherence being 3-fold higher for participants aged >34 years compared with those aged 25 to 29 years and 2-fold higher for women with a tertiary education compared with those who received a secondary education (Table 2).

In total, 24.8% (39/157) of the participants were classified as poor adherers to the symptom diary. Consistent with findings for good adherence, older women (those aged >34 years) had a significantly lower odds (adjusted odds ratio 0.10, 95% CI 0.01-0.80) of being poor adherers than participants aged 25 to 29 years. In addition, a short duration of app use (ie, <90 days) was associated with poor adherence (adjusted odds ratio 2.71, 95% CI 1.06-6.93).

Figure 3. Timing of symptom diary completion, by 30 day period from initiation of app use (n=157). The raw data corresponding to the percentages, and the number of women contributing to each 30 day period, are shown in Multimedia Appendix 2.
Table 2. Factors associated with good adherence to symptom diary reporting (N=157).

<table>
<thead>
<tr>
<th>Explanatory variables</th>
<th>Values, n (%)</th>
<th>Good adherence, n (%)</th>
<th>Unadjusted OR(^a) (95% CI)</th>
<th>(P) value</th>
<th>Adjusted OR (95% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Participant age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25 to 29</td>
<td>53 (33.8)</td>
<td>15 (28.3)</td>
<td>Reference</td>
<td>N/A(^b)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>&lt;25</td>
<td>40 (25.5)</td>
<td>10 (25)</td>
<td>0.84 (0.33-2.15)</td>
<td>.72</td>
<td>0.97 (0.37-2.51)</td>
<td>.95</td>
</tr>
<tr>
<td>30 to 34</td>
<td>42 (26.8)</td>
<td>13 (31)</td>
<td>1.14 (0.47-2.75)</td>
<td>.78</td>
<td>1.22 (0.49-3.00)</td>
<td>.67</td>
</tr>
<tr>
<td>&gt;34</td>
<td>22 (14)</td>
<td>12 (54.6)</td>
<td>3.04 (1.09-8.52)</td>
<td>.03</td>
<td>3.14 (1.10-8.98)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Previous adverse pregnancy outcome</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>110 (70.1)</td>
<td>35 (31.8)</td>
<td>Reference</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>47 (29.9)</td>
<td>15 (31.9)</td>
<td>1.00 (0.48-2.09)</td>
<td>.99</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Regular income</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>77 (49)</td>
<td>23 (29.9)</td>
<td>Reference</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>80 (51)</td>
<td>27 (33.8)</td>
<td>1.20 (0.61-2.34)</td>
<td>.60</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Number of children</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>90 (57.3)</td>
<td>26 (28.9)</td>
<td>Reference</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>1</td>
<td>41 (26.1)</td>
<td>14 (34.2)</td>
<td>1.28 (0.58-2.81)</td>
<td>.55</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>&gt;1</td>
<td>26 (16.6)</td>
<td>10 (38.5)</td>
<td>1.54 (0.62-3.83)</td>
<td>.36</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary</td>
<td>61 (38.9)</td>
<td>13 (21.3)</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Tertiary</td>
<td>96 (65.3)</td>
<td>37 (38.5)</td>
<td>2.32 (1.11-4.84)</td>
<td>.03</td>
<td>2.26 (1.06-4.83)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Comorbidities and chronic diseases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>93 (59.2)</td>
<td>29 (31.2)</td>
<td>Reference</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>64 (40.8)</td>
<td>21 (32.8)</td>
<td>1.08 (0.55-2.13)</td>
<td>.83</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Duration of app use (days)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;90</td>
<td>25 (15.9)</td>
<td>7 (28)</td>
<td>Reference</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>≥90</td>
<td>132 (84.1)</td>
<td>43 (32.6)</td>
<td>1.24 (0.48-3.20)</td>
<td>.65</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Symptoms of arbovirus infection reported</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>148 (94.3)</td>
<td>49 (33.1)</td>
<td>Reference</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>9 (5.7)</td>
<td>1 (11.1)</td>
<td>0.25 (0.03-2.08)</td>
<td>.20</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio.

\(^b\)N/A: not applicable.

**Reporting of Symptoms Overall**

Overall, across the 17,883 completed diaries, there were 5454 (30.5%) individual reports of symptoms (n=5320, 29.75%, if vaginal bleeding and painful uterine contractions were excluded), including symptoms that may have been reported on the same day (eg, a headache and cold or cough). The most commonly reported symptoms were headache and feeling unwell or less fit (Figure 4). Of the 161 women who ever made a symptom diary entry (including n=4, 2.5%, who exited the study early), the median number of symptoms reported per woman was 17 (IQR 4-42; range 0-278); 17 (10.6%) women never reported a symptom.
Potential Arbovirus Infection Symptom Episodes

In total, 5.6% (9/161) of the participants reported a combination of symptoms that triggered a potential arbovirus episode, with 1 episode each at a median 26 (range 13-36) gestational weeks. The distribution of symptoms for these women, including those reported just before and after the episode, is presented in Multimedia Appendix 3. Of these 9 women, 4 (44%) reported some symptoms (headache, joint pain, or rash) the day before the notification of a potential arbovirus episode was triggered. In addition, of the 9 women, 2 (22%) had patterns of symptoms that resulted in both type 1 and 2 triggers and both reported additional symptoms (vomiting and cold symptoms or cough). Of the remaining 7 women, 5 (71%) reported one or more symptoms in the episode in addition to the relevant trigger symptoms, with cold symptoms or cough being the most common (reported by n=3, 43%; Multimedia Appendix 3).

No diagnosis of an arbovirus-related illness in relation to these episodes was made for any of the women (n=7) where detailed chart reviews were conducted. The women kept their regular antenatal appointments and had abdominopelvic ultrasound scans (anomaly scan and usually one more) to evaluate maternofetal health throughout pregnancy (which is the policy for evaluating any complications of arbovirus-related illness). Many (6/7, 86%) of the women had intercurrent illnesses in pregnancy, including cholestasis, urinary tract infections (several), ligamentous pain, otitis media, gastroesophageal reflux disease, and pre-eclampsia. All the women (n=9) delivered live births. None had SARS-CoV-2 detected in surveillance swabs.

COVID-19 Diagnoses

Of the 157 participants, 3 (1.9%) had laboratory-confirmed SARS-CoV-2 infection (nasopharyngeal swab positive for SARS-CoV-2 by polymerase chain reaction; all gave birth in late September and mid-October 2020). Of these 3 women, 1 (33%) reported headache over a 3-day period through the app, starting 4 days before the SARS-CoV-2 positive result; no symptoms were recorded in her medical notes.

Potential Pregnancy Complication Episodes

Of the 157 participants, 55 (35%) reported 114 pregnancy complication symptoms (painful uterine contractions or vaginal bleeding) up to, and including, the day of delivery or the end of pregnancy. Delivery occurred at term in 85% (47/55) of the women, at 34 to 36 weeks’ gestation in 7% (4/55), and before 34 weeks in 4% (2/55). Of the 55 women, 2 (4%), miscarried. Among the 114 pregnancy complication symptoms, there were 59 (51.8%) reports of painful uterine contractions, which occurred at a median of 36 (IQR 5-108; range 0-199) days before delivery, and 39 (34.2%) reports of vaginal bleeding, which occurred at a median of 64 (IQR 6-127; range 0-174) days before delivery. Nearly a third of these symptom reports occurred within 7 days before delivery (35/114, 30.7%; for both). There were 8 episodes where both these symptoms were reported on the same day, in all cases in the 3 days before delivery.

Adverse Pregnancy Outcomes and Symptom Reporting

Of the 5 participants whose pregnancy ended in miscarriage or stillbirth, 2 (40%) did not complete their diary in the 2 weeks before the end of the pregnancy. Of the remaining 3 participants, 2 (67%) reported pregnancy complications during this period; in addition, all (3/3, 100%) reported one or more of the following symptoms: unwell or less fit, rash, headache, red eyes, muscle ache, cold symptoms or cough, and diarrhea (but without activating the potential arbovirus trigger).

Participants’ Perceptions of the App

Of the 157 participants who used the app until delivery or the end of their pregnancy, 139 (89%) participated in the exit survey. Regarding their experience of participating in the study, 51.8% (71/137) rated it as excellent (5 on a scale of 1-5), with 35.8% (49/137), 11.7% (16/137), and 0% (0/137) giving ratings of 4, 3, and 2, respectively. Of the 137 respondents, only 1 (0.7%) reported her experience as disappointing (rating of 1). The women who reported an excellent experience were less likely to be poor adherers to symptom diary completion than other women, with 18% (13/71) having poor adherence compared with 33% (22/66) who had good adherence (P=.04).

Of the 139 respondents, 138 (99.3%) reported that the app was easy to understand and use. Overall, 52.5% (73/139) of the respondents were very satisfied with the ease of use of the app (rating of 5).

Figure 4. Count of total reports of symptoms (excluding pregnancy complications).
women reported experiencing technical difficulties while using the app (ie, difficulties accessing Wi-Fi to complete their diary, difficulties accessing the internet on their mobile phone, and app freezing). However, experiencing technical difficulties was not associated with poor adherence ($P=.90$) or good adherence ($P=.60$; data not shown).

Of the 10 women who exited the study before delivery, 5 (50%) participated in the exit survey. With respect to their experience as participants in the study, of the 5 respondents, 2 (40%) rated their experience as excellent, 2 (40%) gave a rating of 4, and 1 (20%) gave a rating of 2. Of these 5 women, 5 (100%) reported that the app was easy to understand and 4 (80%) reported that it was easy to use. In addition, of the 4 women who answered the section on technical difficulties, 2 (50%) reported experiencing them while using the app.

**Discussion**

**Principal Findings**

This pilot study enrolled 173 pregnant women attending antenatal care at a university hospital clinic in Jamaica to evaluate their longitudinal engagement with a smartphone app to report symptoms potentially associated with arbovirus infections and pregnancy complications. Specifically, we wanted to understand whether it was feasible for pregnant women to report through the app the presence or absence of symptoms as well as symptom type on a daily basis over a prolonged period (from the second trimester to delivery).

This 1-year pilot study achieved a larger sample than pilot studies of other apps in pregnancy, for example, monitoring weight gain (2 studies recruiting ≤100 women [34,41]) or on reducing stress (29 women) [42], which is noteworthy given that our pilot overlapped with the beginning of the COVID-19 pandemic that forced many countries to stop or reduce ambulatory health care. We found that very few (10/173, 5.8%) women exited the study early and only 3.5% (6/173) never used the app after enrollment. This compares favorably with a study in Germany, which involved monthly web-based visits and surveys to digitally assess pregnancy-related symptoms and complications (including physical symptoms, depression, and anxiety), in which 7% of the women formally exited the study and 55% overall stopped using the app and made no further contact with the study team [43]. Thus, initial concerns that there might be a high rate of attrition because of the perceived burden of symptom reporting were not borne out in our pilot study.

ZIKApp was designed to tolerate delayed reporting of symptoms (ie, up to 7 days later), with the rationale that this cutoff would maximize reporting over the remainder of pregnancy while minimizing recall bias and allowing for any temporary problems with internet access. Adherence to symptom reporting through the app was good, with 79% (17,905/22,664) of all diaries completed. As shown in our figure of timing of symptom diary completion (Figure 3), overall patterns were fairly consistent with increasing duration of app use (considering successive 30-day periods) over the first 20 weeks after enrollment, with approximately a third of the diaries completed on the same day during this period (Multimedia Appendix 2). For the first 5 months of enrollment, only approximately 20% of the daily diaries were not completed at all (Multimedia Appendix 2).

However, patterns after 150 days of enrollment showed a decrease in diary completion overall, which may partly reflect women giving birth while they were within the 7-day window for daily diary completion. However, considering only those women who completed a diary, we showed that, as the duration of enrollment increased, there was a significant decline in the proportion completing their diary on the same day. The challenge of long-term adherence as a potential drawback of self-monitoring of symptoms through e-diaries has also been confirmed in other studies in pregnant and nonpregnant women that have reported less frequent diary reporting over calendar time [43-50].

A possible explanation for the good engagement of our participants could be the push notifications and reminders that were sent through our app as well as through email that could have been essential cues to action that encouraged our participants to complete their diaries or communicate with health care providers. This would be consistent with findings from a trial evaluating an mHealth intervention for healthy weight gain in pregnancy, which had good engagement in the intervention arm (only 9% attrition overall) in which SMS text messaging was a central feature [34]. The provision of phone credits in our study is also likely to have contributed because poor socioeconomic status has been associated with low engagement with an app for pregnant women elsewhere [51].

We found that older women (those aged >34 years) and women who had been to college or university were more likely to be good adherers to symptom diary reporting than younger women and those with less education, respectively. This finding supports other studies that have shown social variables such as older age and higher educational level to be significantly associated with sustained app use, including symptom diaries [43,44,47,52]. Other variables such as having a regular income, number of children, history of adverse pregnancy outcome, having a chronic condition, duration of app use, and reporting arbovirus infection symptoms were not found to be associated with good adherence in our study in contrast to others [44]. It was interesting to note that, although there was lower diary reporting overall and reduced timeliness of symptom reporting over the Christmas period (consistent with competing priorities during the busy holiday season), there was no association between other external factors such as technical difficulties using the app (eg, internet access and wireless connectivity) and adherence. In Jamaica, because the Christmas period is known to be a period of increased deliveries (including preterm births), the significant association with decreased app use is an important observation that should be considered for future implementation.

Of the 161 women who ever made a diary entry, 145 (90.1%) reported at least one symptom over a median of 22 weeks of app use. There was substantial heterogeneity in symptom reporting, with 1 in 10 women reporting no symptoms, whereas some (5/161, 3.1%) reported >200 symptoms. A potential challenge of using symptom diaries in pregnancy to identify signals of potential infections is the noise generated as a result...
of common pregnancy-related symptoms. Triggers were selected to try to differentiate between noise and signals of true infections, but the pilot was not designed to evaluate the diagnostic performance of these triggers, which would require a different type of study to include diagnostic follow-up of all women with and without episode triggers. The most common symptoms reported in our study were headache, feeling unwell or less fit, and muscle ache, whereas the relatively low frequency of vomiting may reflect the fact that the first quartile of gestational age at enrollment was 15 weeks. It should also be noted that 45.5% (76/167) of the participants had at least one chronic condition, although participation in the study per se could have meant that the women were more sensitized to any physical symptoms they were experiencing and reported accordingly, whereas the normal ailments of pregnancy may have been exaggerated in other women, especially in light of the ongoing COVID-19 pandemic, potentially creating additional stressors for the pregnant woman.

This pilot study coincided with the start of the COVID-19 pandemic in Jamaica and as the study progressed, national surveillance for SARS-CoV-2 moved from passive to active surveillance, with pregnant women screened for symptomatic illness and asymptomatic involvement. Simultaneously, an unlinked serosurvey was performed in the antenatal population, which showed increasing SARS-CoV-2 seroprevalence, from 6.9% in September 2020 to 16.9% in October 2020 and 24% in November 2020; of the 37 pregnant women who tested SARS-CoV-2 immunoglobulin G antibody positive, only 3 were symptomatic [53]. The app development predated the emergence of SARS-CoV-2 but did capture some symptoms commonly reported with COVID-19. It was interesting to note that of the 3 pregnant women diagnosed with SARS-CoV-2, 2 (67%) reported symptoms approximately at the time of infection through the app that were not reported in the medical notes, whereas 1 (33%) did not report the fever and cough she experienced through the app (but delivered preterm within 4 days of experiencing symptoms and 2 days of testing positive).

The findings of this pilot suggest that despite most arbovirus infections being asymptomatic, screening pregnant women for relevant symptoms can improve case detection among those who are symptomatic [54], and that was part of the rationale for the development of ZIKApp. Our perspective is supported by recent evidence showing that a simple score based on clinical data and laboratory results provides a useful tool to help diagnose arbovirus infections [55].

To improve the usefulness of the app, it would possibly be more valuable to implement it during an epidemic period, rather than during a period of low prevalence of circulating arboviruses in the community, which was the case during this study. We also incorporated 2 symptoms (painful vaginal contractions and vaginal bleeding) that could signal important pregnancy complications (depending on timing).

We obtained feedback from participants about their experience of using the app in the exit survey, which had a high participation (139/157, 88.5%). More than half (71/137, 51.8%) of the responding women stated that their experience in the study was excellent and, consistently, they were less likely to be poor adherers to diary completion. Almost all (138/139, 99.3%) reported that the app was easy understand and use, despite a relatively high proportion experiencing technical difficulties at some point. This finding differs from a study in pregnant women with gestational diabetes that found that technological problems with the app had a negative impact on user satisfaction [56]. Overall, our exit survey results corroborate other mHealth intervention results that show ease of use and simplicity [33,44,56] and ease of navigation and ease of understanding [57,58] are key features of apps that can influence sustained adherence. Furthermore, our findings support previous evidence about the role of the perception of the product on intended app use by women [59].

Our finding of long and strong adherence to symptom diary reporting in pregnant women in this Jamaican setting provides important evidence to inform the potential applications of apps where symptom diaries and self-monitoring may be used as a tool for research (eg, to develop a better understanding of patient-reported outcomes), for surveillance and participatory epidemiology (eg, as seen for tracking COVID-19 or influenza), or for clinical purposes (eg, for remote health monitoring of low-risk pregnancies, the importance of which was highlighted by the disruption of traditional pathways for health care during the COVID-19 pandemic). Our experience in this pilot study showed that future implementation of this intervention for clinical use will require women to be linked directly to clinical care providers in different health services (eg, antenatal clinic, labor ward, emergency department, high-risk obstetric ward, and newborn services) rather than through research nurses to allow interpretation of symptoms and provision of appropriate clinical care in real time.

Limitations

We were unable to conduct the planned qualitative aspects of this study (ie, focus discussion groups with a sample of participants and staff) because of COVID-19–related restrictions, although we were able to obtain data on user perceptions through the exit survey. We were therefore unable to explore other potential facilitators (eg, the generic pregnancy-related messages embedded in the app, acceptability of answering questionnaires through the app, the role of the research nurses, and the perceived role of the app in the context of the COVID-19 pandemic) as well as barriers to app engagement (eg, whether feeling unwell had an impact on the timeliness of diary completion) or cues to action regarding health-seeking behaviors. Questions relating to facilitators and barriers to prolonged engagement with health-monitoring apps in pregnancy as well as linked health-related behaviors therefore require future research (eg, with mixed methods approaches).

Other limitations of this pilot study include the possibility of selection bias because only pregnant women who approached the nurses after the initial information provision in the clinic waiting room were recruited into the study. Consequently, our participants likely represent pregnant women using this antenatal clinic who were willing to take part in an mHealth intervention study. Likewise, women who were willing to participate were potentially more likely to adhere to diary reporting than nonparticipants, potentially resulting in social desirability bias.
response bias, particularly with respect to the exit survey. In addition, the results of this pilot study may not be generalizable to all pregnant women in Jamaica because of potential sociodemographic differences between our study population and the general antenatal population; for example, there were higher proportions of women who were nulliparous and who had received tertiary education in our study than in another ZIKAction consortium study that enrolled pregnant women from across the Kingston, Jamaica, metropolitan area [60]. Further research could recruit women from community-based antenatal clinics to capture a more socioeconomically diverse sample.

Conclusions

We have demonstrated the feasibility and usability of ZIKApp in an arbovirus-endemic region, showing that most pregnant women were able to adhere to symptom reporting through the app for a prolonged period and supporting its future development to contribute to surveillance and diagnosis of, and communication about, arbovirus infections in pregnancy. The findings also indicate that such an app shows promise for future development and implementation by direct treatment and care teams to optimize obstetric care. For any of these potential uses, further research will be required, for example, to explore how app use could be linked to sampling (including self-sampling) and testing within a surveillance program while adapting the mobile app interface, features, and messages to the appropriate cultural context.
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Abstract

Background: Older adults are a high priority for telemedicine given their elevated COVID-19 risk and need for frequent provider contact to manage chronic illnesses. It seems that many older adults now use smartphones but few studies have examined their overall readiness for telemedicine.

Objective: The aim of this study is to survey older primary care patients about their telemedicine preparedness, including internet usage, internet-capable devices, telemedicine experiences and concerns, and perceived barriers. Results were used to inform a telemedicine preparedness training program.

Methods: Community-dwelling older adult patients (aged 65-81 years; N=30) with a chronic health condition that could be managed remotely who were present at a family medicine clinic that primarily serves an urban African American population for a prescheduled in-person appointment were asked to complete a brief survey written for this study. Data were collected February-June 2021 at a large, urban, Midwestern hospital. To minimize patient burden, the survey was limited to 10 questions, focused on the most critical topics.

Results: Most participants (21/30, 70%) reported having a device that could be used for telemedicine and using the internet. However, about half had only a single connected device, and messaging and video calling were the most commonly used applications. Few used email and none used online shopping or banking. Only 7 patients had had telemedicine appointments. Telemedicine users were younger than nonusers and used more internet functions than nonusers. Only 2 people reported problems with their telemedicine visits (technology and privacy). Nearly all respondents recognized avoiding travel and COVID-19 exposure as telemedicine benefits. The most common concerns were loss of the doctor-patient connection and inability to be examined.

Conclusions: Most older adults reported having devices that could be used for telemedicine, but their internet use patterns did not confirm the adequacy of their devices or skills for telemedicine. Doctor-patient conversations could be helpful in addressing telemedicine concerns but device and skill gaps must be addressed as well.

(JMIR Form Res 2022;6(7):e35028) doi:10.2196/35028
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Introduction

Background
Since the COVID-19 pandemic began, telemedicine appointments have replaced many in-person health care visits [1,2]. However, older people are less likely to participate in telemedicine, preferring in-person care or foregoing care altogether [3-6]. With a high prevalence of chronic conditions and vulnerability to COVID-19 morbidity and mortality through exposure to others in health care environments [1-4], promoting telemedicine use among older adults should be a high priority.

Older Adults’ Barriers to Telemedicine
Older adults face significant barriers to participation in telemedicine, including limited access to the internet and devices suitable for telemedicine [7]. Older adults may also lack digital skills or have visual, auditory, and tactile difficulties with telemedicine, or be uncertain about whether or when to use it. To inform our plans for offering telemedicine training to older adults presenting to an outpatient family medicine teaching clinic that serves predominantly African American, economically disadvantaged adults with chronic illness in Cleveland, Ohio, we administered a survey to learn about their telemedicine readiness, and telemedicine barriers and facilitators.

Methods

Participants
We sought to recruit 30 participants, the minimum recommended sample size for estimating univariate averages, and a number thought adequate to identify common patient journeys that would guide our plans for telemedicine training [8,9]. Participants were recommended to this convenience sample by primary care providers who were familiar with their medical history and the study criteria. Inclusion criteria included age ≥65 years and having a chronic health condition (diabetes, hypertension, arthritis, etc) that could be managed remotely. Patients with known dementia, residence in a long-term care facility, and presenting with an acute condition requiring in-person care (eg, fall or chronic obstructive pulmonary disease exacerbation) were ineligible.

Survey Instrument
Because existing surveys tend to lack the specificity needed to determine the adequacy of devices and skills for telemedicine, we designed and pretested a new survey instrument based on a review of the literature, and input from our primary care providers and a digital equity expert (Multimedia Appendix 1). Because we were not offering compensation, we minimized patient burden by limiting the survey to 10 questions. Topics included demographics, experience using telemedicine, problems and perceived barriers, ownership of telemedicine-ready devices(s), and use of various internet functions.

Procedures
Patients present at an in-person primary care visit for issues that could be accomplished remotely were approached by a research assistant to complete the survey between February and June 2021. Data were collected on paper, with a research assistant available to read the survey questions and record responses if needed. The research assistant entered anonymous responses into a REDCap database to protect patient privacy. Descriptive statistics were calculated to inform our telemedicine readiness training plans. Chi-square tests were used to test for statistical significance, α=.05.

Ethical Considerations
University Hospitals’ Institutional Review Board determined the study (2021611) to be no more than minimal risk and granted expedited approval. Written informed consent was not required but prior to beginning the study, participants received written information informing them that they were invited to participate in a voluntary research study and were free to decline participation.

Results

Devices and Internet Usage
Of 30 respondents, 25 (83%) said they had devices that could be used for a telemedicine visit and that they went on the internet, but just 7 of 30 (23%) had had telemedicine visits. However, few patients had advanced devices (iPhones, desktops, laptops, or tablets) that are best suited to telemedicine. In addition, 14 of 30 respondents (47%) had only a single device that was not an iOS-based mobile device (Table 1) and may have had limited videoconferencing ability. All participants with devices said they used them for “messaging on the internet,” but this was the only function used by 12 of 30 respondents (40%). No one used the internet for banking or shopping, and few used internet functions commonly needed for telemedicine (email: 7 respondents, 23%; video calling: 9 respondents, 30%) (Table 1).
### Table 1. Survey participant demographics and telemedicine readiness.

<table>
<thead>
<tr>
<th>Demographics and telemedicine readiness</th>
<th>Participants, n</th>
<th>Participants, %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65-74</td>
<td>24</td>
<td>80</td>
</tr>
<tr>
<td>75-80</td>
<td>5</td>
<td>17</td>
</tr>
<tr>
<td>80-89</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td><strong>Chronic conditions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>17</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>43</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>33</td>
</tr>
<tr>
<td>≥4</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>Hypertension</td>
<td>19</td>
<td>63</td>
</tr>
<tr>
<td>Diabetes</td>
<td>18</td>
<td>60</td>
</tr>
<tr>
<td><strong>Device ownership</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone</td>
<td>5</td>
<td>17</td>
</tr>
<tr>
<td>Desktop, tablet, laptop</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>Other smartphone only</td>
<td>14</td>
<td>47</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>17</td>
</tr>
<tr>
<td>1</td>
<td>21</td>
<td>70</td>
</tr>
<tr>
<td>≥2</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td><strong>Internet use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telemedicine visit</td>
<td>7</td>
<td>23</td>
</tr>
<tr>
<td>Video calls</td>
<td>9</td>
<td>30</td>
</tr>
<tr>
<td>Entertainment</td>
<td>5</td>
<td>17</td>
</tr>
<tr>
<td>Email</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>Messaging only</td>
<td>12</td>
<td>40</td>
</tr>
<tr>
<td>Work, banking, shopping</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>No internet functions</td>
<td>5</td>
<td>17</td>
</tr>
<tr>
<td>1 internet function</td>
<td>12</td>
<td>40</td>
</tr>
<tr>
<td>2 internet functions</td>
<td>8</td>
<td>27</td>
</tr>
<tr>
<td>3 internet functions</td>
<td>5</td>
<td>17</td>
</tr>
<tr>
<td><strong>Telemedicine advantages</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No travel</td>
<td>29</td>
<td>97</td>
</tr>
<tr>
<td>Avoid COVID-19</td>
<td>25</td>
<td>83</td>
</tr>
<tr>
<td><strong>Telemedicine disadvantages</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doctor cannot examine me</td>
<td>7</td>
<td>23</td>
</tr>
<tr>
<td>Loss of personal connection</td>
<td>10</td>
<td>33</td>
</tr>
<tr>
<td>Inferior care quality</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>Lack of privacy</td>
<td>7</td>
<td>23</td>
</tr>
<tr>
<td>Other disadvantage</td>
<td>3</td>
<td>10</td>
</tr>
</tbody>
</table>

<sup>a</sup>Mean age 70.8 (SD 4.3) years; range 65-81 years.
Telemedicine Experiences and Perceptions

Of 30 respondents, 7 (23%) had had a telemedicine appointment. Participants who owned a computer or iPhone were more likely to have had a telemedicine visit than others ($\chi^2 = 9.5; P = .002$), as were participants who had used the internet for email or functions other than messaging ($\chi^2 = 11.9; P < .001$). All but one respondent who had a telemedicine visit had an iPhone or a computer and used internet functions other than messaging. Participants with iPhones or computers used their devices for a broader range of tasks ($\chi^2 = 18.0; P < .001$), endorsed fewer telemedicine disadvantages ($\chi^2 = 11.9; P = .008$), and were more likely to indicate interest in future telemedicine visits ($\chi^2 = 5.7; P = .02$) than were patients with other types of mobile devices or no devices at all. Telemedicine attitudes of patients who used email or other internet functions were similar to those with advanced devices. Loss of connection with their doctor was the most commonly endorsed telemedicine disadvantage (10/30, 33%) followed by concerns about exam privacy and quality (7/30, 23%). Patients who were aged 65-70 years were more likely to have an iPhone or other computer ($\chi^2 = 10.5; P = .001$; Figure 2A), and were more likely to have had a telemedicine visit ($\chi^2 = 6.7; P = .01$; Figure 2B) and to have used internet functions other than messaging ($\chi^2 = 15.9; P < .001$; Figure 2C) compared with patients aged 70 years and older.

Figure 1. Comparisons of likelihood to have had a telemedicine visit by device ownership and device usage.

Table 2. Internet uses and telemedicine attitudes by device type.

<table>
<thead>
<tr>
<th>Devices and functions used</th>
<th>Internet uses</th>
<th>Telemedicine attitudes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean number of ways participants use the internet</td>
<td>Messaging only, n (%)</td>
</tr>
<tr>
<td><strong>Type of device</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone</td>
<td>2.4</td>
<td>0 (0)</td>
</tr>
<tr>
<td>iPad or computer</td>
<td>2.3</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Other mobile only</td>
<td>1.2</td>
<td>11 (92)</td>
</tr>
<tr>
<td>None</td>
<td>0.0</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Internet functions used</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used email</td>
<td>N/Aa</td>
<td>N/A</td>
</tr>
<tr>
<td>No email but used entertainment or video calling</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Used messaging only</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>No internet use</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*aN/A: not applicable.*
Discussion

Principal Findings
This small survey revealed significant gaps in telemedicine readiness among older adults who said they had devices that could be used for telemedicine and that they went online. No patients used key internet functions needed for staying safe during the COVID-19 pandemic, and few used internet applications that required the skills needed for accessing telemedicine. Few patients had devices that are optimal for older adults using telemedicine. Patients with more advanced devices used more internet functions and had more telemedicine experience and more favorable attitudes than others. Our results confirm previous studies [10-12] showing generally lower technological proficiency among older adults and some concerns about participating in telemedicine. However, our study is novel in pointing to subtle dimensions of telemedicine readiness that warrant further study—device capacity and use of internet in ways that build skills needed for telemedicine such as email and video calling. Before training older adults to use telemedicine, it is important to ensure that they have the devices, basic digital skills, and connectivity needed for telemedicine. Screening for readiness may require nuanced assessment regarding specific device capacity and skills.

Limitations and Future Directions
Because of the survey’s limited nature, other important topics, such as home internet access and interest in digital skills training, could not be addressed. Results may not be generalizable to other contexts, such as specialty clinics or rural areas. Participants present in the clinic may be different from those not seeking care, which could bias our results. Larger studies are needed to confirm our results and apply multivariate analysis to understand the relationships among age, device quality, internet skills, and telemedicine attitudes. Development of validated scales of telemedicine readiness as well as telemedicine training to complement in-person care can help health systems offer precision-matched interventions to address barriers, facilitate increased adoption, and generally improve patients’ overall access to primary care and engagement with their primary care provider.
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Abstract

Background: Owing to the impact of the COVID-19 pandemic, work environments and systems, as well as occupational health measures or activities that fall within our research field, are constantly changing. It is necessary to assess the impact of these changes on the physical and mental health of workers.

Objective: To assess how occupational health measures affect the health of workers, we conducted a baseline, longitudinal internet-based survey among Japanese workers in October 2021 and additionally scheduled 2 follow-up surveys for 2022 and 2023. We describe the details of the protocol of the work systems and health internet research (WSHIR) study, provide an overview of the results of the baseline survey, and discuss the study procedures and data used in the study.

Methods: This prospective cohort study was conducted online among internet monitors. The baseline survey was conducted from October 1 to 7, 2021. This study targeted those who were working and between the ages of 20 and 69 years. A total of 5111 respondents who passed the screening survey and proceeded to the main survey were enrolled according to collection units organized by sex and age. For the screening and main surveys, the questionnaire consisted of 9 and 33 items with 9 and 55 questions, respectively. Consistency and completeness checks were performed after the questionnaires were submitted. We compared basic characteristics, such as sex, age group, educational background, and marital status, among all participants, including those who withdrew from the analysis.

Results: Of the 5111 initial survey respondents, 571 (11.2%) were considered fraudulent. The data of the remaining 4540 (88.8%) participants (2273, 50.1%, males; 2267, 49.9%, females) included in the analysis were well balanced across participant sex and age groups according to the sampling plan because there was no significant difference by sex and age group using the chi-square test for checking the distribution bias of the participants (P=.84). Compared to female participants, male participants tended to be more likely to be managers and supervisors (323, 14.2%, males; 86, 3.8%, females), to work in a secondary industry (742, 32.6%, males; 357, 15.7%, females), and to have an annual income of ≥5 million yen (976, 42.9%, males; 429, 18.9%, females). For the evaluation of a psychological indicator, Kessler 6 (K6) score, by sex and age group, the characteristics of the score distribution of the included participants were similar to those reported in previous studies.

Conclusions: This study presents a protocol and overview of the results of an internet-based occupational health survey of workers. Using the results of this survey, we hope to evaluate the changes in occupational health activities and their impact on workers' health while controlling for the COVID-19 pandemic.
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Introduction

The global outbreak of COVID-19 in 2020 had a profound impact on the economy, daily and working life, and medical practice in Japan [1-3]. The Japanese government repeatedly announced a state of emergency, asking the public to exercise voluntary restraint, such as refraining from going out and traveling to distant places, curtailing corporate business activities, and refraining from dinners and other socializing opportunities [4]. In the occupational field, several COVID-19 infection control guidelines were developed by various industries and organizations [5]. The introduction of telecommuting [6] and the implementation of COVID-19 vaccination or antigen testing in workplaces have also been recommended. These changes brought about by the COVID-19 pandemic have resulted in dramatic changes in the work environment, work systems, and occupational health activities [7,8].

In Japan, the occupational health system is defined using occupational safety and health laws, and occupational health services are implemented in many companies [9,10]. Companies with 50 or more employees are required to appoint at least 1 industrial physician and 1 health manager [9]. Occupational physicians have been among the leaders in promoting infection prevention measures in workplaces during the COVID-19 pandemic [5]. Occupational physicians have often played a central role in workplace COVID-19 vaccination programs as well as in awareness-raising activities for countermeasures against the COVID-19 pandemic in occupational fields. They provide health support for employees affected by COVID-19 and health management for all employees in view of the ever-changing landscape and the impact of the COVID-19 pandemic. We believe that the COVID-19 pandemic brought a more vivid focus on occupational physicians by the public and that it served as the turning point for the promotion of occupational health activities.

In Japan, since the lifting of the government's emergency restrictions at the end of October 1, 2021, until now (end of June 2022), no restrictions have been in place, and more than 60% of the population has completed the third vaccination against COVID-19. It is possible that COVID-19 will once again become prevalent in Japan and that countermeasures will have to be taken on a case-by-case basis. However, it is unlikely that the situation will change as dramatically as it did between early 2020 and September 2021. Looking ahead to the post–COVID-19 pandemic era, it is important to monitor future occupational health activities and assess how they will affect the work environment and systems or the health of workers.

We consider it necessary to focus on future challenges and issues regarding occupational health fields by looking ahead at the post–COVID-19 pandemic period. Such future challenges and issues include cooperation between health management and practice; workers’ health management, including annual health checkups, countermeasures against communicable diseases in the workplace, and fitness to work; and the actual status of occupational health services and occupational physician activities, in addition to longitudinally assessing how these affect the health of workers. Therefore, we conducted a longitudinal study, that is, a work systems and health internet research (WSHIR) study, among workers from October 2021. In addition, we scheduled 2 follow-up surveys for 2022 and 2023.

The aim of this paper is to present details of the WSHIR study protocol. Moreover, it provides an overview of the results of the baseline survey and includes a discussion of the study procedures and improvements to the quality of the data used in the study. We plan to use the data from this study to inform various research themes focused on occupational health issues, such as the impact of occupational health services and activities on workers, changes, and new challenges for occupational health in the workplace in the post–COVID-19 state.

Methods

Study Design

This survey was a prospective cohort study conducted online among internet monitors registered with Cross Marketing Inc. (Tokyo, Japan), which is a Japanese internet research contractor with 4.7 million registered monitors. We sent participation information to the registered monitors, so this was not an open survey.

The baseline survey was conducted from October 1 to 7, 2021. Two follow-up surveys are scheduled for 2022 and 2023. The study targeted those who were working and between the ages of 20 and 69 years in the baseline survey.

A document describing the time required to complete the survey, storage location, period of the survey data, the investigator, and the purpose of the study are available on the website of the Department of Work System and Health, Institute of Industrial Ecological Sciences, University of Occupational and Environmental Health, Japan (in Japanese).

Ethical Considerations

All participants provided informed consent online to participate in this study. The study was approved by the ethics committee of the University of Occupational and Environmental Health, Japan (reference no. R3-037).

Sample Size

The statistical method was not determined, because this study was mainly exploratory. However, the sample size was calculated by adapting the following conditions, which are most likely to be assumed: in sectional or cohort studies, 2-sided significance level (1 – α)=95%; power (1 – β, percentage chance of detecting)=80%; ratio of sample size, unexposed/exposed=1; percentage of unexposed with the outcome=5; odds ratio=1.5;
risk/prevalence ratio=1.5; and risk/prevalence difference=2.3. Under these conditions, the required total sample size was calculated to be 3380 [11]. Hence, we set the sample size to 5000 to account for data exclusion.

**Sampling Plan**

Only people registered with Cross Marketing Inc. (Tokyo, Japan) could complete the survey. First, the questionnaire for the screening survey confirmed informed consent to participate in the study; the respondents were regular workers, we excluded temporary and part-time workers, and the age was ≥20 years. Only respondents who met these conditions proceeded to the main survey, which consisted of 10 collection units organized by both sex and age group, with 500 respondents per collection unit, for a total sample size of 5000. Third, each collection unit was designed to be closed once it reached 520 respondents; thereafter, respondents could not proceed from the screening stage to the main survey stage.

Personal information was not collected from a series of surveys. The respondents were contracted according to the privacy policy of Cross Marketing, Inc.

**Recruitment Process for Participants**

As instructed, Cross Marketing Inc. sent emails that included a link to the website, along with an introduction to the survey and an entry to the questionnaire page. There is an automatic method for capturing the responses on a website. Completion of this survey was voluntary, and as an incentive to complete the survey, the respondents earned points that could be exchanged for various products.

We counted the number of participants in this survey by counting the monitor IDs assigned to the respondents when they accessed the survey system. For the first survey, participation invitations were sent via email to approximately 59,000 monitors randomly selected by Cross Marketing Inc. from among more than 5 million registered monitors. This survey was started on October 1, 2021, and all sample collections were completed on October 5, 2021.

**Measurements**

For the screening and main surveys, the questionnaire consisted of 9 and 33 items with 9 and 55 questions, respectively. The questionnaire consisted of 33 pages, with 1 item per page. The survey consisted of the following 3 major categories: basic and socioeconomic characteristics and health status, a psychological questionnaire that was already validated, and questions pertaining to occupational medicine and health.

Questions relating to basic and socioeconomic characteristics included sex, age, marital status, income, educational background, area of residence, and work-related factors, such as occupation, number of employees at workplaces (branches, factories, and sales offices), type of industry where the participants worked, and average working hours. In addition, single items regarding the participants’ health status included present medical history, presence of current physical and psychological problems and their causes, and the number of days of sick leave absence.

The psychological questionnaires included the Brief Job Stress Questionnaire [12], the Japanese version of the 3-item Utrecht Work Engagement Scale [13,14], and Quantity and Quality [15] as an evaluation index of presenteeism. Other psychological questionnaires were the Patient Health Questionnaire-2 [16] and the Kessler 6 (K6) score [17,18]. The reliability and validity of these questionnaires on psychological scales have been confirmed in previous studies. The Japanese versions of these psychological scales were used without modification.

For questions related to occupational medicine and health, we surveyed the perceived workplace health support [19], the actual state of health management for workers (eg, health checkups, countermeasures for return to work), fitness to work, countermeasures against communicable diseases in the workplace, provision of occupational health services, health consultation services, and management of workers’ health information. Each question consisted of 1 or 2 original items and was not evaluated by calculating the scale scores.

All the aforementioned questionnaires were created or selected by 3 experts certified by senior occupational health physicians, who were certified by the Japan Society for Occupational Health, the body that discusses current issues regarding occupational health in Japan. After generating the questionnaires, we requested 3 other occupational physicians to respond and review the drafts.

Additionally, we verified that these questions could be answered without any problems on a web-based system before conducting the main survey. We also checked for inappropriate expressions, ease of answering, typographical errors, and other issues that were used to revise the questionnaires.

**Completeness Check**

Consistency and completeness checks were performed after the questionnaires were submitted. We detected fraudulent respondents based on the 3 types of algorithms designed in this survey:

- Respondents who failed to correctly answer 2 basic knowledge questions unrelated to the survey. Specifically, one was to correctly select odd numbers among five 2-digit numbers, and the other was to correctly select multiples of 3 out of five 2-digit numbers.
- Respondents who provided contradictory answers to the 3 predetermined questions (the 3 questions were likely to be contradictory if the respondents did not answer them carefully). Specifically, we designed a 2-option (yes/no) question on whether the respondent had undergone a health checkup within the past year, followed by a 6-option question on how to obtain, store, and use the results of the health checkup. In 1 instance, the respondent answered, “I had not had a health checkup within a year,” but the respondent also answered, “I kept the results of the health checkup within a year.”
- Respondents whose response time was <3 minutes. To exclude questionnaires submitted too soon, we excluded those with a response time of less than 3 minutes. We set these cut-off points based on our actual response time to the questionnaires and the fact that Fujino et al [20] set the
cut-off points at 6 minutes for the questionnaire consisting of 55 items and 160 questions in their study.

Respondents who met the exclusion criteria based on these consistency or completeness checks were considered withdrawn; otherwise, they were considered enrolled.

Statistical Analysis
We compared basic characteristics, such as sex, age group, educational background, and marital status, between enrolled and withdrawn participants in the analysis using the chi-square test. In addition, we used the chi-square test to compare the characteristics between respondents who provided contradictory answers to the 3 questions and those who did not and between those whose response time was <3 minutes and those whose response time was ≥3 minutes. The comparisons between those who answered the 2 basic knowledge questions correctly and incorrectly were not analyzed because of incorrect answers.

We analyzed the educational background, marital status, occupation, industrial classification, number of employees in the business unit where the participants worked, number of employees in the company where the participants worked, and annual income (yen) by sex or age group (20-29, 30-39, 40-49, 50-59, and 60-69 years) using the chi-square test. We analyzed the K6 score by sex using the Mann-Whitney U test or by age group using the Kruskal-Wallis test.

Results
Participant Details
As shown in Figure 1, the survey invitation was sent to approximately 59,000 registrants, and 7300 (12.4%) responded to the screening survey. A total of 2189 (30%) respondents were excluded from the screening survey stage, and 5111 (70%) completed the main survey (completion rate=ratio of users who completed the survey to users who agreed to participate). The distribution of the enrolled participants by sex and age group (ie, by 10 collection units) is shown in Table 1. The number of enrolled participants by sex and age group was evaluated using the chi-square test to check for distribution bias; there was no significant difference (P=0.99). Of the 5111 respondents, 571 (11.2%) withdrew. Of those with duplication, 434 (8.5%) provided contradictory answers to the 3 questions, 161 (3.2%) had a response time of less than 3 minutes, and none had incorrect answers to the 2 basic knowledge questions. The final number of participants enrolled in the analysis was 4540 (Figure 1). The number of enrolled participants by sex and age group was evaluated using the chi-square test to check for distribution bias; there were no significant differences (P=0.84).

According to residence (prefecture), the 4540 participants were distributed across all 47 prefectures in Japan. The highest and lowest proportion of respondents per 100,000 population was 5.4 (Tokyo) and 1.5 (Miyazaki Prefecture), with a 47-prefecture median (quartile) of 3.0 (2.5-3.6). Among 9 (19.1%) of the 47 prefectures, with a population of more than 5 million per prefecture, 7 (77.8%) were among the top 10 with the highest proportion of respondents per 100,000 population.

We compared the basic characteristics of the enrolled and withdrawn participants (Table 2). There were no significant differences in sex, educational background, or marital status among groups. However, a higher proportion of younger participants withdrew.

We also compared the basic characteristics of the respondents who provided contradictory answers to the 3 questions (Table 2). The number of respondents who provided contradictory answers was 434 (8.5%) of 5111. They tended to be younger and less educated, and 24 (5.5%) had a response time of <3 minutes; in addition, they were significantly more in number (n=434, 8.5%) than those who provided no contradictory responses (n=137, 2.9%).

Next, we compared the basic characteristics of respondents whose response times were ≥3 and <3 minutes (Table 3). The number of respondents with a response time of <3 minutes was 161 (3.2%). The median, 25th, and 75th percentiles were 6 minutes 49 seconds, 4 minutes 56 seconds, and 9 minutes 50 seconds, respectively. Those with a response time of <3 minutes tended to be younger, better educated, and unmarried. Of those with a response time of <3 minutes, those with contradictory answers were significantly more in number (n=24, 14.9%) than those with a response time of ≥3 minutes (n=410, 8.3%).

We compared the basic and work-related characteristics of the enrolled participants between the sexes and among the 5 age groups (Tables 4 and 5). Male participants tended to be more likely to be married and have a university or graduate school degree than female participants. In terms of work-related characteristics, male participants tended to be more likely to be managers and supervisors, work in a secondary industry or in large-size workplaces or enterprises, and have an annual income of ≥5 million yen (US $36,183.51) than the female participants. Female participants were significantly more likely to be in a third industry, to work in small workplaces or enterprises, and to have an annual income of <2.99 million yen (US $20,986.44) than the male participants.

The 20-29-year age group tended to be less likely to be married compared to those in other age groups. Regarding educational background, younger participants tended to be more likely to have a university or graduate school degree, be regular employees, and be employed in large workplaces or enterprises. With the increasing age of the respondents, an increased proportion was found among those who were engaged in workplaces or enterprises (49 employees or fewer), as well as those who were engaged in the secondary industry.

The K6 score was higher in female participants than in male participants; in addition, the K6 score tended to be higher in those aged 20-39 years (Table 6).
Figure 1. Flowchart of participant selection. WSHIR: work systems and health internet research.

Table 1. Respondents and enrolled participants per collection unit by age group and sex.

<table>
<thead>
<tr>
<th>Age group (years)</th>
<th>All participants (N=5111), P=.99</th>
<th>Enrolled participants (N=4540), P=.84</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male participants (N=2551), n (%)</td>
<td>Female participants (N=2560), n (%)</td>
</tr>
<tr>
<td>20-29</td>
<td>507 (19.9)</td>
<td>513 (20.0)</td>
</tr>
<tr>
<td>30-39</td>
<td>505 (19.8)</td>
<td>509 (19.9)</td>
</tr>
<tr>
<td>40-49</td>
<td>514 (20.1)</td>
<td>500 (19.5)</td>
</tr>
<tr>
<td>50-59</td>
<td>511 (20.0)</td>
<td>518 (20.2)</td>
</tr>
<tr>
<td>60-69</td>
<td>514 (20.1)</td>
<td>520 (20.3)</td>
</tr>
</tbody>
</table>
Table 2. Comparison of enrolled and withdrawn participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=5111), n (%)</th>
<th>Enrolled (N=4540), n (%)</th>
<th>Withdrawn (N=571), n (%)</th>
<th>Contradictory answers&lt;sup&gt;a&lt;/sup&gt;</th>
<th>No (N=4677), n (%)</th>
<th>Yes (N=434), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex; participants</strong>&lt;sup&gt;P=.53&lt;/sup&gt;, <strong>contradictory answers</strong>&lt;sup&gt;P=.33&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2551 (49.9)</td>
<td>2273 (50.1)</td>
<td>278 (48.7)</td>
<td>2344 (50.1)</td>
<td>207 (47.7)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2560 (50.1)</td>
<td>2267 (49.9)</td>
<td>293 (51.3)</td>
<td>2333 (49.9)</td>
<td>227 (52.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Age group (years); participants</strong>&lt;sup&gt;P&lt;.001&lt;/sup&gt;, <strong>contradictory answers</strong>&lt;sup&gt;P&lt;.001&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>1020 (20.0)</td>
<td>843 (18.6)</td>
<td>177 (31.0)</td>
<td>898 (19.2)</td>
<td>122 (28.1)</td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>1014 (19.8)</td>
<td>868 (19.1)</td>
<td>146 (25.6)</td>
<td>914 (19.5)</td>
<td>100 (23.0)</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>1014 (19.8)</td>
<td>915 (20.2)</td>
<td>99 (17.3)</td>
<td>941 (20.1)</td>
<td>73 (16.8)</td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>1029 (20.1)</td>
<td>961 (21.2)</td>
<td>68 (11.9)</td>
<td>967 (20.7)</td>
<td>62 (14.3)</td>
<td></td>
</tr>
<tr>
<td>60-69</td>
<td>1034 (20.2)</td>
<td>953 (21.0)</td>
<td>81 (14.2)</td>
<td>957 (20.5)</td>
<td>77 (17.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Educational background; participants</strong>&lt;sup&gt;P=.83&lt;/sup&gt;, <strong>contradictory answers</strong>&lt;sup&gt;P=.04&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junior high school or high school</td>
<td>1104 (21.6)</td>
<td>976 (21.5)</td>
<td>128 (22.4)</td>
<td>995 (21.3)</td>
<td>109 (25.1)</td>
<td></td>
</tr>
<tr>
<td>Technical college or junior college</td>
<td>1086 (21.2)</td>
<td>963 (21.2)</td>
<td>123 (21.5)</td>
<td>984 (21.0)</td>
<td>102 (23.5)</td>
<td></td>
</tr>
<tr>
<td>University or graduate school</td>
<td>2921 (57.2)</td>
<td>2601 (57.3)</td>
<td>320 (56.0)</td>
<td>2698 (57.7)</td>
<td>223 (51.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status; participants</strong>&lt;sup&gt;P=.11&lt;/sup&gt;, <strong>contradictory answers</strong>&lt;sup&gt;P=.62&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>2486 (48.6)</td>
<td>2190 (48.2)</td>
<td>296 (51.8)</td>
<td>2270 (48.5)</td>
<td>216 (49.8)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>2625 (51.4)</td>
<td>2350 (51.8)</td>
<td>275 (48.2)</td>
<td>2407 (51.5)</td>
<td>218 (50.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Contradictory answers&lt;sup&gt;a&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>4677 (91.5)</td>
<td>4540 (100.0)</td>
<td>137 (24.0)</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>434 (8.5)</td>
<td>0</td>
<td>434 (76.0)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Response time (minutes; contradictory answers</strong>&lt;sup&gt;P=.003&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥3</td>
<td>4950 (96.8)</td>
<td>4540 (100.0)</td>
<td>410 (71.8)</td>
<td>4540 (97.1)</td>
<td>410 (94.5)</td>
<td></td>
</tr>
<tr>
<td>&lt;3</td>
<td>161 (3.2)</td>
<td>0</td>
<td>161 (28.2)</td>
<td>137 (2.9)</td>
<td>24 (5.5)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Respondents who provided contradictory answers to the 3 predetermined questions (yes) and those who did not (no).

<sup>b</sup>N/A: not applicable.
Table 3. Basic characteristics of respondents (N=5111) whose response times were ≥3 and <3 minutes.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total, n (%)</th>
<th>Response time (minutes)</th>
<th>≥3 (N=4950), n (%)</th>
<th>&lt;3 (N=161), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex; <em>P</em>=.56</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2551 (49.9)</td>
<td>2467 (49.8)</td>
<td>84 (52.2)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2560 (50.1)</td>
<td>2483 (50.2)</td>
<td>77 (47.8)</td>
<td></td>
</tr>
<tr>
<td>Age group (years); <em>P</em>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>1020 (20.0)</td>
<td>957 (19.3)</td>
<td>63 (39.1)</td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>1014 (19.8)</td>
<td>960 (19.4)</td>
<td>54 (33.5)</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>1014 (19.8)</td>
<td>983 (19.9)</td>
<td>31 (19.3)</td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>1029 (20.1)</td>
<td>1021 (20.6)</td>
<td>8 (5.0)</td>
<td></td>
</tr>
<tr>
<td>60-69</td>
<td>1034 (20.2)</td>
<td>1029 (20.8)</td>
<td>5 (3.1)</td>
<td></td>
</tr>
<tr>
<td>Educational background; <em>P</em>=.004</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junior high school or high school</td>
<td>1104 (21.6)</td>
<td>1082 (21.9)</td>
<td>22 (13.7)</td>
<td></td>
</tr>
<tr>
<td>Technical college or junior college</td>
<td>1086 (21.2)</td>
<td>1059 (21.4)</td>
<td>27 (16.8)</td>
<td></td>
</tr>
<tr>
<td>University or graduate school</td>
<td>2921 (57.2)</td>
<td>2809 (56.7)</td>
<td>112 (69.6)</td>
<td></td>
</tr>
<tr>
<td>Marital status; <em>P</em>=.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>2486 (48.6)</td>
<td>2393 (48.3)</td>
<td>93 (57.8)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>2625 (51.4)</td>
<td>2557 (51.7)</td>
<td>68 (42.2)</td>
<td></td>
</tr>
<tr>
<td>Contradictory answers*; <em>P</em>&gt;=.003</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>4677 (91.5)</td>
<td>4540 (91.7)</td>
<td>137 (85.1)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>434 (8.5)</td>
<td>410 (8.3)</td>
<td>24 (14.9)</td>
<td></td>
</tr>
</tbody>
</table>

*a*Respondents who provided contradictory answers to the 3 predetermined questions (yes) and those who did not (no).
Table 4. Basic characteristics of enrolled participants by sex.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Male participants (N=2273), n (%)</th>
<th>Female participants (N=2267), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Educational background; ( P&lt;.001 )</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junior high school or high school</td>
<td>501 (22.0)</td>
<td>475 (21.0)</td>
</tr>
<tr>
<td>Technical college or junior college</td>
<td>276 (12.1)</td>
<td>687 (30.3)</td>
</tr>
<tr>
<td>University or graduate school</td>
<td>1496 (65.8)</td>
<td>1105 (48.7)</td>
</tr>
<tr>
<td><strong>Marital status; ( P&lt;.001 )</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>877 (38.6)</td>
<td>1313 (57.9)</td>
</tr>
<tr>
<td>Married</td>
<td>1396 (61.4)</td>
<td>954 (42.1)</td>
</tr>
<tr>
<td><strong>Occupation; ( P&lt;.001 )</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regular employees</td>
<td>1257 (55.3)</td>
<td>1354 (59.7)</td>
</tr>
<tr>
<td>Managers</td>
<td>323 (14.2)</td>
<td>86 (3.8)</td>
</tr>
<tr>
<td>Others</td>
<td>693 (30.5)</td>
<td>827 (36.5)</td>
</tr>
<tr>
<td><strong>Industrial classification; ( P&lt;.001 )</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary industry</td>
<td>8 (0.4)</td>
<td>3 (0.1)</td>
</tr>
<tr>
<td>Secondary industry</td>
<td>742 (32.6)</td>
<td>357 (15.7)</td>
</tr>
<tr>
<td>Third industry</td>
<td>1523 (67.0)</td>
<td>1907 (84.1)</td>
</tr>
<tr>
<td><strong>Number of employees of business units where the participants worked; ( P&lt;.001 )</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-49</td>
<td>809 (35.6)</td>
<td>1028 (45.3)</td>
</tr>
<tr>
<td>50-999</td>
<td>831 (36.6)</td>
<td>726 (32.0)</td>
</tr>
<tr>
<td>( \geq 1000 )</td>
<td>561 (24.7)</td>
<td>375 (16.5)</td>
</tr>
<tr>
<td>Unclear</td>
<td>72 (3.2)</td>
<td>138 (6.1)</td>
</tr>
<tr>
<td><strong>Number of employees of companies where the participants worked; ( P&lt;.001 )</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-49</td>
<td>643 (28.3)</td>
<td>818 (36.1)</td>
</tr>
<tr>
<td>50-299</td>
<td>457 (20.1)</td>
<td>445 (19.6)</td>
</tr>
<tr>
<td>300-999</td>
<td>292 (12.8)</td>
<td>269 (11.9)</td>
</tr>
<tr>
<td>1000-9999</td>
<td>466 (20.5)</td>
<td>290 (12.8)</td>
</tr>
<tr>
<td>( \geq 10,000 )</td>
<td>274 (12.1)</td>
<td>191 (8.4)</td>
</tr>
<tr>
<td>Unclear</td>
<td>141 (6.2)</td>
<td>254 (11.2)</td>
</tr>
<tr>
<td><strong>Annual income (yen); ( P&lt;.001 )</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;3 million ((&lt;US $21,710.11^{a} ))</td>
<td>281 (12.4)</td>
<td>713 (31.5)</td>
</tr>
<tr>
<td>3-4.9 million (US $21,710.11-$35,459.84)</td>
<td>735 (32.3)</td>
<td>720 (31.8)</td>
</tr>
<tr>
<td>5-9.9 million (US $36,183.51-$71,643.35)</td>
<td>787 (34.6)</td>
<td>354 (15.6)</td>
</tr>
<tr>
<td>( \geq 10 ) million (US $72,367.02)</td>
<td>189 (8.3)</td>
<td>75 (3.3)</td>
</tr>
<tr>
<td>Unclear</td>
<td>281 (12.4)</td>
<td>405 (17.9)</td>
</tr>
</tbody>
</table>

\(^a\) An exchange rate of 1 Japanese yen=US $0.0072 has been applied.
Table 5. Basic characteristics of enrolled participants by age group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>20-29 years (N=843), n (%)</th>
<th>30-39 years (N=868), n (%)</th>
<th>40-49 years (N=915), n (%)</th>
<th>50-59 years (N=961), n (%)</th>
<th>60-69 years (N=953), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Educational background; P&lt;.001</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junior high school or high school</td>
<td>145 (17.2)</td>
<td>147 (16.9)</td>
<td>197 (21.5)</td>
<td>281 (29.2)</td>
<td>206 (21.6)</td>
</tr>
<tr>
<td>Technical college or junior college</td>
<td>144 (17.1)</td>
<td>150 (17.3)</td>
<td>221 (24.2)</td>
<td>251 (26.1)</td>
<td>197 (20.7)</td>
</tr>
<tr>
<td>University or graduate school</td>
<td>554 (65.7)</td>
<td>571 (65.8)</td>
<td>497 (54.3)</td>
<td>429 (44.6)</td>
<td>550 (57.7)</td>
</tr>
<tr>
<td><strong>Marital status; P&lt;.001</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>632 (75.0)</td>
<td>436 (50.2)</td>
<td>443 (48.4)</td>
<td>389 (40.5)</td>
<td>290 (30.4)</td>
</tr>
<tr>
<td>Married</td>
<td>211 (25.0)</td>
<td>432 (49.8)</td>
<td>472 (51.6)</td>
<td>572 (59.5)</td>
<td>663 (69.6)</td>
</tr>
<tr>
<td><strong>Occupation; P&lt;.001</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regular employees</td>
<td>635 (75.3)</td>
<td>621 (71.5)</td>
<td>563 (61.5)</td>
<td>451 (46.9)</td>
<td>341 (35.8)</td>
</tr>
<tr>
<td>Managers</td>
<td>9 (1.1)</td>
<td>38 (4.4)</td>
<td>111 (12.1)</td>
<td>159 (16.5)</td>
<td>92 (9.7)</td>
</tr>
<tr>
<td>Others</td>
<td>199 (23.6)</td>
<td>209 (24.1)</td>
<td>241 (26.3)</td>
<td>351 (36.5)</td>
<td>520 (54.6)</td>
</tr>
<tr>
<td><strong>Industrial classification; P=.01</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary industry</td>
<td>4 (0.5)</td>
<td>3 (0.3)</td>
<td>2 (0.2)</td>
<td>2 (0.2)</td>
<td>0</td>
</tr>
<tr>
<td>Secondary industry</td>
<td>202 (24.0)</td>
<td>224 (25.8)</td>
<td>232 (25.4)</td>
<td>256 (26.6)</td>
<td>185 (19.4)</td>
</tr>
<tr>
<td>Third industry</td>
<td>637 (75.6)</td>
<td>641 (73.8)</td>
<td>681 (74.4)</td>
<td>703 (73.2)</td>
<td>768 (80.6)</td>
</tr>
<tr>
<td><strong>Number of employees in business units where the participants worked; P&lt;.001</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-49</td>
<td>223 (26.5)</td>
<td>286 (32.9)</td>
<td>331 (36.2)</td>
<td>445 (46.3)</td>
<td>552 (57.9)</td>
</tr>
<tr>
<td>50-999</td>
<td>357 (42.3)</td>
<td>347 (40.0)</td>
<td>346 (37.8)</td>
<td>283 (29.4)</td>
<td>224 (23.5)</td>
</tr>
<tr>
<td>≥1000</td>
<td>197 (23.4)</td>
<td>186 (21.4)</td>
<td>199 (21.7)</td>
<td>202 (21.0)</td>
<td>152 (15.9)</td>
</tr>
<tr>
<td>Unclear</td>
<td>66 (7.8)</td>
<td>49 (5.6)</td>
<td>39 (4.3)</td>
<td>31 (3.2)</td>
<td>25 (2.6)</td>
</tr>
<tr>
<td><strong>Number of employees in companies where the participants worked; P&lt;.001</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-49</td>
<td>132 (15.7)</td>
<td>209 (24.1)</td>
<td>268 (29.3)</td>
<td>375 (39.0)</td>
<td>477 (50.1)</td>
</tr>
<tr>
<td>50-299</td>
<td>211 (25.0)</td>
<td>199 (22.9)</td>
<td>181 (19.8)</td>
<td>179 (18.6)</td>
<td>132 (13.9)</td>
</tr>
<tr>
<td>300-999</td>
<td>135 (16.0)</td>
<td>127 (14.6)</td>
<td>126 (13.8)</td>
<td>91 (9.5)</td>
<td>82 (8.6)</td>
</tr>
<tr>
<td>1000-9999</td>
<td>166 (19.7)</td>
<td>136 (15.7)</td>
<td>174 (19.0)</td>
<td>156 (16.2)</td>
<td>124 (13.0)</td>
</tr>
<tr>
<td>≥10,000</td>
<td>93 (11.0)</td>
<td>111 (12.8)</td>
<td>86 (9.4)</td>
<td>95 (9.9)</td>
<td>80 (8.4)</td>
</tr>
<tr>
<td>Unclear</td>
<td>106 (12.6)</td>
<td>86 (9.9)</td>
<td>80 (8.7)</td>
<td>65 (6.8)</td>
<td>58 (6.1)</td>
</tr>
<tr>
<td><strong>Annual income (yen); P&lt;.001</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;3 million (&lt;US $21,710.11)**</td>
<td>219 (26.0)</td>
<td>178 (20.5)</td>
<td>160 (17.5)</td>
<td>205 (21.3)</td>
<td>232 (24.3)</td>
</tr>
<tr>
<td>3.4-9 million (US $21,710.11-$35,459.84)</td>
<td>406 (48.2)</td>
<td>312 (35.9)</td>
<td>258 (28.2)</td>
<td>218 (22.7)</td>
<td>261 (27.4)</td>
</tr>
<tr>
<td>5.9-9.9 million (US $36,183.51-$71,643.35)</td>
<td>97 (11.5)</td>
<td>234 (27.0)</td>
<td>310 (33.9)</td>
<td>279 (29.0)</td>
<td>221 (23.2)</td>
</tr>
<tr>
<td>≥10 million (US $72,367.02)</td>
<td>11 (1.3)</td>
<td>36 (4.1)</td>
<td>54 (5.9)</td>
<td>82 (8.5)</td>
<td>81 (8.5)</td>
</tr>
<tr>
<td>Unclear</td>
<td>110 (13.0)</td>
<td>108 (12.4)</td>
<td>133 (14.5)</td>
<td>177 (18.4)</td>
<td>158 (16.6)</td>
</tr>
</tbody>
</table>

*aIn 33% of the cells, the expected frequencies are <5; therefore, this P value is not accurate.

bAn exchange rate of 1 Japanese yen=US $0.0072 has been applied.
Table 6. K6\textsuperscript{a} scores of enrolled participants by sex and age group (P<.001).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>K6 score</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male (N=2273)</td>
<td>0-7</td>
<td>2 (0.1)</td>
</tr>
<tr>
<td>Female (N=2267)</td>
<td>0-7</td>
<td>3 (0.1)</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-29 (N=843)</td>
<td>0-8</td>
<td>8 (0.9)</td>
</tr>
<tr>
<td>30-39 (N=868)</td>
<td>0-9</td>
<td>9 (1.0)</td>
</tr>
<tr>
<td>40-49 (N=915)</td>
<td>0-7</td>
<td>7 (0.7)</td>
</tr>
<tr>
<td>50-59 (N=961)</td>
<td>0-6</td>
<td>6 (0.6)</td>
</tr>
<tr>
<td>60-69 (N=953)</td>
<td>0-4</td>
<td>4 (0.4)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}K6: Kessler 6.

Discussion

Principal Findings

In October 2021, after the fifth wave of the COVID-19 pandemic had subsided in Japan, we conducted an internet-based occupational health survey among workers. Internet surveys have become more common in recent years in the fields of public health and epidemiology, health care services, and even medicine because of the potential to collect relatively large amounts of data in a short period [21]. Compared to conventional population and workplace surveys, internet surveys have the advantages of making it easier to achieve the target sample size, incorporating many conditions, surveying in a short period, and making it easier to conduct surveys targeting workers. We believe that our data obtained using the WSHIR study will be valuable for future research on the working conditions and health status of workers post-COVID-19.

One of the problems with internet surveys is that respondents may provide fraudulent answers [22,23]. Many private internet survey companies set up incentives, such as points that can be exchanged for products, to increase the number of registrants and encourage them to completely respond to various surveys. There is a possibility that some respondents may answer the questionnaires inappropriately without understanding the aims of the survey or the questionnaire just to obtain these incentives. Therefore, internet surveys must be designed to detect fraudulent respondents.

In this study, we used 3 algorithms to detect fraudulent respondents. The first was the setting of 2 basic knowledge questions that were not related to the main survey. However, all the respondents answered these questions correctly. It is possible that in many surveys, questions have already been prepared to detect fraudulent respondents or that many respondents are aware that the questions are designed to detect fraudulent practices; thus, respondents decide to respond correctly. However, we speculate that ensuring that the respondents are aware that the questionnaire contains algorithms to detect fraudulent respondents may have a deterrent effect on fraudulent responses.

Second, the way the 3 predetermined questions were set could lead to contradictory answers if they were not answered carefully. This algorithm is complicated because the respondent must be consistent among the 3 predetermined questions. In fact, 434 of 5111 respondents provided contradictory answers, and all were treated as fraudulent respondents.

Finally, the cut-off points were set to exclude premature response times to the questionnaire, which were recorded using a questionnaire system by Cross Marketing Inc. In this survey, the median, 25th, 75th, and 5th percentiles were 6 minutes 49 seconds, 4 minutes 56 seconds, 9 minutes 50 seconds, and 3 minutes 16 seconds, respectively. Therefore, we believe it was reasonable to exclude 161 respondents whose answers were within 3 minutes. Regarding the 2 conditions for detecting fraudulent respondents, we found that those who met one of the conditions were significantly more likely to meet the other condition.

In this study, we used 3 algorithms to detect fraudulent respondents. The first was the setting of 2 basic knowledge questions that were not related to the main survey. However, all the respondents answered these questions correctly. It is possible that in many surveys, questions have already been prepared to detect fraudulent respondents or that many respondents are aware that the questions are designed to detect fraudulent practices; thus, respondents decide to respond correctly. However, we speculate that ensuring that the respondents are aware that the questionnaire contains algorithms to detect fraudulent respondents may have a deterrent effect on fraudulent responses.
psychological indicators, it has been reported that the K6 scores of women are higher than those of men [24,25], and a similar trend was observed in this study. Regarding age groups, the younger age group was more likely to be unmarried, and the proportion of managers was higher in the 40-49- and 50-59-year age groups and lower in the 60-69-year age group. In Japan, most companies have a mandatory retirement age of 60 years, and those aged ≥60 years are often rehired without job positions, on contract, or in fixed-term employment. As for psychological indicators, previous studies have reported that K6 scores tend to be higher in younger persons, and similar results were observed in this study [26].

Selection bias is unavoidable in internet surveys. For example, those who use the internet and are willing to answer the questionnaire will inevitably be selected. Respondents were simply those who were registered with an internet research company and did not represent a particular population. Measurement error refers to errors caused by differences in the approach used in responding, even by the same respondent, depending on whether the answers are recorded using other methods (eg, by telephone or interview) or are self-recorded (eg, by the respondent self-completing individually) and whether the answers are shown once the questionnaire paper has been filled out or shown on an internet screen [22,27,28]. To improve the validity of this study, we adhered to the Checklist for Reporting Results of Internet E-Surveys (CHERRIES) statement [21]. In addition, it is important to clarify the characteristics of the survey population by comparing various factors with those in previous studies. This study focused on occupational health, and we confirmed work-related factors, such as occupation, industry classification, size of the workplaces or enterprises where the participants worked, annual income, working hours, occupational health system, and activity status in as much detail as possible. We also examined several health-related factors of workers and psychosocial indicators related to work that have been used in many previous studies, which can be compared to the results of this study.

This study is intended to be conducted over a 3-year period, starting in October 2021, when several people in Japan have been vaccinated against COVID-19, with the number of infected people remaining low even after the government lifted the state of emergency. Of course, there is a possibility of a recurrent epidemic in the future. However, the government and the Japan Federation of Economic Organizations (Nippon Keidanren) are making efforts to resume or strengthen economic activities, since the situation may be approaching a possible control of the COVID-19 pandemic [21,22]. Once controlled, this study could provide an overview of changes in occupational health in Japan and how COVID-19 has affected workers.

Limitations
We mentioned some research limitations before, but there are several other limitations to this study. First, the sampling plan was not specifically designed to consider the unit of workplace characteristics, such as workplace size, location, and type of industry. Therefore, it should be noted that the results of this study generalize to the whole working population in Japan. Second, some of the participants belonged to the same workplace. According to the Statistics Bureau of the Ministry of Internal Affairs and Communications, the number of workplaces in Japan is approximately 578,000. The likelihood that all participants had different workplaces was approximately 16.8% by a simple calculation. Because of the possibility that participants may belong to the same workplace, we need to be careful when analyzing and evaluating the study data. However, as we plan to continue this study in the future, we believe that the quality of the data can be improved by obtaining data such as the zip codes of the workplaces in a follow-up survey. Third, all data in this survey were based on parameters self-reported by individual workers. Respondents of this study might be unaware of or might not correctly understand the health-related measures implemented in their workplaces, depending on their position or status. In addition, this study did not use objective indicators of mental or physical health. Such research should utilize many indicators that have been commonly used in previous studies and should be examined with reference to previous studies.

Conclusion
We commenced an internet-based occupational health survey focusing on occupational health activities and workers' health in October 2021 when approximately 80% of the population aged ≥12 years had been vaccinated and the fifth wave of the COVID-19 pandemic was under control in Japan. This paper presents the protocol of this study and provides an overview of the data from the baseline survey, the study procedures, and the quality of the data in this survey. Using the data of this survey, we aimed to evaluate the changes in occupational health activities and their impact on workers' health after the COVID-19 pandemic was controlled. We plan to analyze the data from multiple perspectives and present new findings regarding occupational health fields sequentially.
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Abstract

Background: Social media–delivered lifestyle interventions have shown promising outcomes, often generating modest but significant weight loss. Participant engagement appears to be an important predictor of weight loss outcomes; however, engagement generally declines over time and is highly variable both within and across studies. Research on factors that influence participant engagement remains scant in the context of social media–delivered lifestyle interventions.

Objective: This study aimed to identify predictors of participant engagement from the content generated during a social media–delivered lifestyle intervention, including characteristics of the posts, the conversation that followed the post, and participants’ previous engagement patterns.

Methods: We performed secondary analyses using data from a pilot randomized trial that delivered 2 lifestyle interventions via Facebook. We analyzed 80 participants’ engagement data over a 16-week intervention period and linked them to predictors, including characteristics of the posts, conversations that followed the post, and participants’ previous engagement, using a mixed-effects model. We also performed machine learning–based classification to confirm the importance of the significant predictors previously identified and explore how well these measures can predict whether participants will engage with a specific post.

Results: The probability of participants’ engagement with each post decreased by 0.28% each week (%CI 0.16%-0.4%). The probability of participants engaging with posts generated by interventionists was 6.3% (%CI 5.1%-7.5%) higher than posts generated by other participants. Participants also had a 6.5% (%CI 4.9%-8.1%) and 6.1% (%CI 4.1%-8.1%) higher probability of engaging with posts that directly mentioned weight and goals, respectively, than other types of posts. Participants were 44.8% (%CI 42.8%-46.9%) and 46% (%CI 44.1%-48.0%) more likely to engage with a post when they were replied to by other participants and by interventionists, respectively. A 1 SD decrease in the sentiment of the conversation on a specific post was associated with a 5.4% (%CI 4.9%-5.9%) increase in the probability of participants’ subsequent engagement with the post. Participants’ engagement in previous posts was also a predictor of engagement in subsequent posts (%CI 0.74%-0.79%). Moreover, using a machine learning approach, we confirmed the importance of the predictors previously identified and achieved an accuracy of 90.9% in terms of predicting participants’ engagement using a balanced testing sample with 1600 observations.

Conclusions: Findings revealed several predictors of engagement derived from the content generated by interventionists and other participants. Results have implications for increasing engagement in asynchronous, remotely delivered lifestyle interventions.
which could improve outcomes. Our results also point to the potential of data science and natural language processing to analyze microlevel conversational data and identify factors influencing participant engagement. Future studies should validate these results in larger trials.

**Trial Registration:** ClinicalTrials.gov NCT02656680; https://clinicaltrials.gov/ct2/show/NCT02656680

*(JMIR Form Res 2022;6(7):e38068) doi:10.2196/38068*
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**Introduction**

**Background**

Obesity is prevalent in the United States and is a known risk factor for cardiovascular disease, type 2 diabetes [1,2], and cancer. Although lifestyle interventions are effective for weight loss and diabetes prevention [3], they require numerous clinic visits for up to a year, which is burdensome for many people. Technology-delivered lifestyle interventions, by not requiring visits, are less burdensome for participants and have shown promising weight loss outcomes [4]. Some technology-based interventions use popular commercial social media platforms such as Facebook in an effort to meet people where they are [5,6]. Many social media users already use these platforms to discuss their health experiences [7,8]. Community-building features on social media platforms, such as private groups [9,10], make them particularly amenable to delivering group-based lifestyle interventions.

Systematic reviews and meta-analyses show support for the efficacy of social media–delivered lifestyle interventions [4,11]; however, this area of research is still nascent. Participant engagement, defined as posts in the group, replies to posts, “likes,” and votes in polls, appears to be an important predictor of outcomes [12-15]. For example, a study found that every 10 posts by participants corresponded to ~0.5% weight loss [16]. Another study found only certain types of engagement predicted weight loss [17]. Interestingly, the degree of participant engagement reported in studies of social media–delivered interventions is highly variable, ranging from an average of once during the entire intervention period to 11 times per week [17-19]. Engagement also generally declines over time in these programs [16]. Our understanding of the factors that influence participant engagement in these interventions is limited. Emerging evidence in the web-based communication literature shows the importance of multilevel factors influencing participant engagement, such as the characteristics of posts (eg, post length and topic and popularity of the poster), characteristics of the conversation thread in response to the post (eg, sentiment and reciprocity behavior), and participant characteristics (eg, motivation and habits) [14,20-27]. However, research is scant in the context of social media–delivered behavioral interventions [28]. Furthermore, characteristics of the conversation thread (ie, other peoples’ replies and comments) preceding each participant’s engagement is often ignored, which could be valuable in terms of providing microlevel contextual data that influences each participant’s decision to engage.

A promising approach to increase our understanding of the factors influencing participants’ engagement in social media–based behavioral interventions is to study the content and interactions generated by the interventionists and participants during the intervention using natural language processing (NLP). Data collected directly from web-based platforms (eg, Facebook) can provide detailed, real-time behavioral information over the course of intervention programs. NLP can handle a large quantity of text, generate reliable qualitative coding [29], be leveraged to derive various real-time microlevel insights concerning the characteristics of the posts (eg, topics) and conversations that followed the posts (eg, sentiment), and understand how they affect participants’ decisions of engagement independently and aggregately. This has potential implications for the design and implementation of future interventions to increase participant engagement, which could lead to more favorable weight loss outcomes.

**Objective**

Using data from a 16-week pilot feasibility randomized weight loss trial that delivered lifestyle interventions via Facebook, drawing on multilevel factors influencing participant engagement identified by previous web-based communication literature, we derived various factors from the content generated by participants and interventionists over the course of the intervention, including characteristics of the posts (eg, poster, time, and topic), conversations that followed the post (eg, sentiment and receiving replies), and participants’ previous engagement behaviors, and assessed how well these factors predict participant engagement individually and all together in the context of a social media–delivered lifestyle intervention.

**Methods**

**Study Design, Settings, and Participants**

In a pilot feasibility randomized trial, we randomized 80 participants who were overweight or obese into 1 of 2 remotely delivered lifestyle interventions. We recruited people interested in losing weight via web-based advertisements at the University of Connecticut on ResearchMatch and in yard sale or neighborhood Facebook groups in 37 states across the United States between June and October of 2019. Inclusion criteria included BMI between 27 and 45 kg/m², smartphone ownership, active Facebook user (ie, comments or posts more than once a week), aged 18 to 65 years, and having daily internet access. Exclusion criteria included pregnancy or planning to become pregnant during the study, bariatric surgery or plans for bariatric surgery during the study, ≥5% weight loss in the past 3 months,
pre-existing conditions that preclude physical activity or dietary changes, taking medications affecting weight, incapable of walking one-fourth of a mile unaided without stopping, type 1 or type 2 diabetes, and participation in prior weight loss studies under the principal investigator.

Participants completed an orientation webinar before randomization to learn more about the study, and those still interested in participating were mailed a Wi-Fi scale (FitBit Aria, FitBit Inc) and asked to provide the staff with their log-in information for the scale so that weights could be recorded for the assessments. We randomized 80 participants to the 2 conditions.

### Intervention Conditions

**Overview**

Participants were randomized to either a Facebook group in which new participants were continually enrolled during weeks 1 to 8 (open enrollment) or a Facebook group that included only the original 40 randomized participants (closed enrollment). In the open enrollment condition, 54 additional participants were enrolled between weeks 1 to 8 for a final group size of 94. However, we only included the original 80 randomized participants in this study to ensure all participants had an equal amount of time to engage in all 16 weeks of the intervention.

**Facebook-Delivered Lifestyle Intervention**

Both conditions received the identical 16-week lifestyle intervention based on the Diabetes Prevention Program (DPP) but modified to be delivered in a private Facebook group where twice-daily posts guided participants through the program, which was led by a dietitian (counselor) who was assisted by a student counselor. We adapted the DPP content to be appropriate for a web-based setting, as described elsewhere [30]. We gave each participant an individualized calorie goal that would facilitate a 1 lbs to 2 lbs weight loss weekly and asked them to use MyFitnessPal to track their calories daily. In addition, we asked participants to have the counselor review at least 2 weeks of their MyFitnessPal records, although they could request more as needed. The Facebook group was private such that only those invited by the study team could join the group and view the intervention content. We gave participants diet and exercise goals for the week each Monday and asked them to report progress on their goals in a conversation thread on Sunday and report their weight change for the week in a conversation thread each Friday. In between, intervention posts addressed the learning objectives of each module of the DPP. The dietitian leading the group was instructed to reply to all participant posts and comments that merited a reply and otherwise hit a reaction (eg, like and laugh) button to acknowledge the participants’ comments. Participants were encouraged to post to the group and reply to each other. The details of the intervention, study procedures, and primary study results can be found elsewhere [31].

**Ethics Approval**

This pilot feasibility randomized trial was approved by the University of Connecticut Institutional Review Board (H17-215) in October 2017.

**Measures**

**Overview**

We included all posts and comments or replies within posts from interventionists and randomized and nonrandomized participants to construct the measures. Posts without text (approximately 6% of the posts were excluded) and polls were excluded, which resulted in 761 posts and 9396 comments or replies across the 2 intervention arms.

The outcome of interest was on the postparticipant pair level; that is, whether each participant had engaged with (ie, commented or replied to) a post in the Facebook group (1 if yes and 0 if no). Comments are in response to the original post, whereas replies are responses to comments made by others on a post. We focused on comments and replies as these activities are active forms of engagement rather than passive types of engagement such as views and reactions (eg, “likes”) and have been shown to positively predict weight loss [16,32,33]. We extracted engagement data from the private Facebook groups using the Grytics app [34]. The Grytics app allowed us to download all the content posted in each Facebook group into Microsoft Excel sheets along with its unique Facebook ID number (post ID, comment ID, and parent comment ID), time stamp, reaction data, and author. Participants were asked to allow the Grytics app to access their Facebook account name so that the content from the group was identified (ie, post or comment author name was included in export).

**Post Characteristics**

The post characteristics described in Textbox 1 were included.
Textbox 1. Post characteristics.

Original poster
- We used a binary variable to indicate whether the focal post was created by the interventionist (1) or participant (0).

Post length
- We measured the number of words in each post.

Content sentiment
- We measured the average sentiment (text polarity) of each post’s content. Text polarity measures the valence and emotion in the text and ranges on a continuous spectrum from negative (lower value) to positive (higher value). We standardized the measure of sentiment for the analysis. Sentiment analysis was performed using the `sentimentr` package in R (version 3.6.1).

Topics
- We used natural language processing to identify the topics that appeared in each post, comment, and reply. The content was preprocessed to remove emojis and non-English characters. Topics were detected using `Top2Vec` in Python 3.10.0, a deep learning–based sentence embedding algorithm that detects topics in the documents. It detected 117 unique topics along with their top words (see Multimedia Appendix 1 for a random sample of 35 topics with their top 8 words) from 10,157 pieces of content (posts, comments, and replies), which were further consolidated and coded under 7 topics based on the top 20 words of each original topic: exercise, diet, weight, MyFitnessPal app use, expressing emotion, sleep, and goals or plans. Each post could include multiple topics; for example, a post mentioning a specific dietary goal would be categorized under both diet and goals or plans.

Time of the post
- We collected the time (number of days from day 1 of the intervention) and day of the week when the post was created.

Reply or Comment Characteristics

We constructed a series of variables representing the characteristics of replies or comments on each post. To reflect the content of conversations before each participant’s engagement, if the participant engaged with the post, we calculated these variables based on all previous comments or replies under the post before their engagement for each unique postparticipant pair; if the participant did not engage with the post, we calculated these measures based on all the comments or replies under the post. The characteristics are described in Textbox 2.

Textbox 2. Reply or comment characteristics.

Tags or mentions
- We created two binary variables to represent whether each participant had been tagged or mentioned by (1) interventionists or (2) other participants in the previous replies or comments within the same post. It is worth mentioning that most tags or mentions in our data were generated automatically by Facebook (eg, when participant A comments or replies to participant B’s content, Facebook automatically generates a tag on B in A’s reply or comment). Thus, most tags or mentions in our data represent reply or comment relationships. In very few instances, interventionists deliberately tagged previously disengaged participants; however, the sample size was too small to test their effects separately.

Reply or comment content sentiment
- We measured the average sentiment of all replies or comments for each postparticipant pair. The measure was standardized for the analysis.

Participants’ Characteristics

The included participant characteristics were as follows:

- Percentage of previous posts commented or replied: For each post, we calculated the percentage of previous posts each participant has commented or replied to.
- Baseline and sociodemographic characteristics: Although these variables were not the focus of our analysis, we included baseline characteristics for each participant, including treatment condition (open vs closed), baseline weight, BMI, age, race, sex, education, marital status, number of people in the household, and employment status, as covariates in the analyses.

Statistical Analysis

We focused our analysis on whether each randomized participant (N=80) had engaged with each post, as randomized participants had access to the Facebook group the entire length of the intervention (it should be noted that each post was only available in a particular treatment arm and, thus, can only be seen by 40 randomized participants). To examine what predicts participant engagement with each post, analyses were performed on the postparticipation pair level (ie, whether each participant engaged with each post). This allowed us to construct measures that accurately reflect the content (ie, posts and conversations) before each participant’s engagement. We included all possible engagements (ie, instances where participants engaged and instances where they did not engage) from the 80 randomized...
participants with each of the 761 posts, which resulted in a final sample of 31,968 observations (participants engaged in 4,462 instances and did not engage in 27,506 instances) for our analysis.

The overall analysis framework is depicted in Figure 1. Data were screened for deviations from assumptions required for the used statistical analyses. We calculated descriptive statistics for the outcome and key independent variables for each treatment condition. To account for the fact that engagement was nested within each post, we performed a mixed-effects regression with post level random effects using participants’ engagement as the primary outcome, along with all aforementioned key predictors (ie, characteristics of the post, reply or comment, and the participants’ previous engagement behavior) as independent variables, with participants’ baseline and sociodemographic characteristics as covariates. We also included participant-level fixed effects as an alternative specification to account for possible omitted variable bias. As a robustness check, we also conducted a mixed-effects logistic regression with the same variables (Multimedia Appendix 1). To identify the important predictors of participant engagement, we reported the coefficient, 95% CI, and the associated P value for each predictor. All analyses were performed in STATA standard edition (version 16).

Figure 1. Analysis framework to identify important predictors of participant engagement. Left panel: an example of the intervention post and the comments or replies following it. Right panel: flow chart of the analysis. NLP: natural language processing.

Although regression analyses are useful to identify the statistical significance of linear relationships, some of the relationships might be much more complex (eg, nonlinear or moderated by other variables). To confirm the importance of significant predictors that we previously identified and to investigate how well these variables as a whole can predict participants’ engagement with a particular post, we included all aforementioned predictors in machine learning algorithms, including gradient boosting machines, deep learning models, and an ensemble of them [35,36], and examined the performance of these models by calculating key metrics, including (1) area under the curve (ranging from 0.5 to 1, with 1 being the best)
using a 5-fold cross-validation, (2) variable importance across different models, and (3) out-of-sample prediction accuracies on a balanced sample with 1600 observations (800 random observations with engagement and 800 observations without). In the machine learning model, variable importance was determined by calculating the relative influence of each variable: in the tree-based model, it was calculated based on whether that variable was selected or included during the tree-building process and how much it improves the model fit. In other non–tree-based models, it was calculated as the magnitude of the weight or coefficient connecting a specific input or variable to the output [37]. We also evaluated the variable importance using an alternative approach called Shapley Additive Explanations contribution in one of the top performing models, which measures how much the average model prediction would change with and without a specific feature or variable [38], as shown in Multimedia Appendix 1. All the analyses were performed using the h2o package [39] in R (R Foundation for Statistical Computing; version 3.6.1).

**Results**

Table 1 presents the sociodemographic characteristics and key measures of engagement for the participants (N=80). The mean age of participants was 40.2 (SD 11.2) years with a mean baseline BMI of 34.4 (SD 5.0) kg/m$^2$. Participants were predominantly female (68/80, 85%) and mostly White (72/80, 90%) White, with most (58/80, 73%) reporting completing college or graduate school. The baseline characteristics of the participants in the 2 treatment conditions were similar, and we did not observe significant differences in these variables between the groups. Over the 16-week intervention, participants in the closed group commented or replied to 9.9% (37/374; SD 10.4%) of the posts on average, whereas participants in the open group commented or replied to 8.8% (34/387; SD 9.7%) of the posts on average.

Table 2 presents the key characteristics of the posts and comments or replies generated over the 16-week intervention across the 2 treatment arms. Post length was 33.4 words on average (SD 23.81) and 57.3% (436/761) of the posts were created by the interventionists. It should be noted participants in the 2 groups were exposed to identical program posts (whereas the number of self-generated posts by interventionists could be different). Topic modeling results showed that diet was the most popular topic across all posts (310/761, 40.7%), followed by exercise (163/761, 21.4%), goal or plan (152/761, 19.9%), and weight (138/761, 18.1%). We did not observe significant differences in post or comment or reply characteristics across groups, except that the percentage of replies or comments directed at randomized participants was significantly higher in the closed group than the open group ($P<.001$), possibly because there were 54 nonrandomized participants in the open group.
Table 1. Participant characteristics (N=80).

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Closed enrollment (n=40)</th>
<th>Open enrollment (n=40)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>40.4 (11.8)</td>
<td>40.0 (10.6)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>34 (85)</td>
<td>34 (85)</td>
</tr>
<tr>
<td>Baseline BMI (kg/m(^2)), mean (SD)</td>
<td>34.8 (5.4)</td>
<td>34.0 (4.6)</td>
</tr>
<tr>
<td>Hispanic or Latino, n (%)</td>
<td>3 (8)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>36 (90)</td>
<td>36 (90)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>3 (8)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Asian</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Native Hawaiian or other Pacific Islander</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Multiethnic</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or living with partner but not married</td>
<td>29 (73)</td>
<td>30 (75)</td>
</tr>
<tr>
<td>Single</td>
<td>8 (20)</td>
<td>6 (15)</td>
</tr>
<tr>
<td>Widowed, divorced, or separated</td>
<td>3 (8)</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school, high school degree, GED(^a), equivalent</td>
<td>1 (3)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Trade, technical, some college, associates</td>
<td>8 (20)</td>
<td>11 (28)</td>
</tr>
<tr>
<td>Bachelor’s degree or some graduate school</td>
<td>21 (53)</td>
<td>17 (43)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>10 (25)</td>
<td>10 (25)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed full-time</td>
<td>28 (70)</td>
<td>27 (68)</td>
</tr>
<tr>
<td>Employed part-time</td>
<td>7 (18)</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Student</td>
<td>2 (5)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Unemployed, retired, disabled, or homemaker</td>
<td>3 (8)</td>
<td>6 (15)</td>
</tr>
</tbody>
</table>

\(^a\)GED: General Educational Development.
Table 2. Post and reply or comment characteristics over the 16-week intervention.

<table>
<thead>
<tr>
<th>Post characteristics</th>
<th>Closed enrollment (n=374)</th>
<th>Open enrollment (n=387)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content sentiment, mean (SD)</td>
<td>0.134 (0.197)</td>
<td>0.133 (0.195)</td>
</tr>
<tr>
<td>Number of words, mean (SD)</td>
<td>33.28 (23.12)</td>
<td>33.28 (23.12)</td>
</tr>
<tr>
<td>Created by interventionists, n (%)</td>
<td>225 (60.2)</td>
<td>211 (54.5)</td>
</tr>
<tr>
<td>Topic, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exercise</td>
<td>83 (21.4)</td>
<td>80 (21.4)</td>
</tr>
<tr>
<td>Diet</td>
<td>158 (42.2)</td>
<td>152 (39.3)</td>
</tr>
<tr>
<td>Weight</td>
<td>64 (17.1)</td>
<td>74 (19.1)</td>
</tr>
<tr>
<td>MyFitnessPal app</td>
<td>61 (16.3)</td>
<td>67 (17.3)</td>
</tr>
<tr>
<td>Expressing emotion</td>
<td>28 (7.5)</td>
<td>28 (7.2)</td>
</tr>
<tr>
<td>Sleep</td>
<td>6 (1.6)</td>
<td>5 (1.3)</td>
</tr>
<tr>
<td>Goals or plans</td>
<td>80 (21.4)</td>
<td>72 (18.6)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reply or comment characteristics</th>
<th>Closed enrollment (n=374)</th>
<th>Open enrollment (n=387)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content sentiment, mean (SD)</td>
<td>0.171 (0.255)</td>
<td>0.156 (0.234)</td>
</tr>
<tr>
<td>Participant’s reply to other participants, n (%)</td>
<td>750 (23.8)</td>
<td>803 (12.9)</td>
</tr>
<tr>
<td>Interventionist reply to a participant, n (%)</td>
<td>1018 (32.3)</td>
<td>1195 (19.1)</td>
</tr>
</tbody>
</table>

*Closed enrollment n=3152 and open enrollment n=6244.

Table 3 shows the results from mixed-effects regression models on how well each variable predicted participants’ engagement with a specific post. Regarding post characteristics, we found that the overall probability of participants’ engagement with each post decreased by 0.04% each day (P<.001; 95% CI 0.02%-0.06%). Participants had a 6.3% (P<.001; 95% CI 5.1%-7.5%) higher probability of engaging with posts generated by the interventionists than with posts created by other participants. Post length also mattered—one additional word in a post’s content was associated with a 0.03% (P<.001; 95% CI 0.03%-0.08%) increase in participants’ probability of engagement. Participants also had a 6.5% (P<.001; 95% CI 4.9%-8.1%) and 6.1% (P<.001; 95% CI 4.1%-8.1%) higher probability of engaging with posts if the post content was related to weight and goals or plans, respectively. Regarding reply or comment characteristics, participants were 44.8% (P<.001; 95% CI 42.8%-46.9%) more likely to engage with a post when they received replies from other participants in the conversation or 46% (P<.001; 95% CI 44.1%-48.0%) more likely to engage if they received replies by interventionists. A 1 SD decrease in the sentiment in the previous replies or comments was associated with a 5.4% (P<.001; 95% CI 4.9%-5.9%) increase in the probability of participant engagement. Participants’ engagement in previous posts was a strong predictor of future engagement—a 1% increase in participants’ previous engagement was associated with a 0.76% (P<.001; 95% CI 0.74%-0.79%) increase in their probability to engage with a subsequent post. Robustness analyses showed that these results were largely consistent with the results from (1) multivariate linear regression results and mixed-effects regression with participant-level fixed effects and (2) mixed-effects logistic regression with or without post-level random effects and participant fixed effects. Details of the results from these additional regression analyses can be found in Multimedia Appendix 1.

To confirm the importance of previously identified predictors and test how well the aforementioned variables can predict the probability of a participant engaging with a post, we performed a variety of machine learning–based classification algorithms with all the aforementioned predictors as the input and participant engagement as the outcome. Of the 32 models we tested, the ensemble approach of gradient boosting machine learning–based and deep learning–based classification algorithms performed the best, with an average area under the curve of 0.963 using 5-fold cross-validation (see more results in Multimedia Appendix 1). Figure 2 shows the variable importance across 20 machine learning models (excluding ensemble models) we tested, with those indicated by yellow and red being more important variables. The results show that receiving a reply from other participants and interventionists, percentage of previous posts participants had engaged in, average sentiment in previous replies or comments, time of the post, and day of the week were the most important variables across models, which were consistent with the results from regression analyses. Finally, we performed out-of-sample predictions on a balanced sample with 1600 observations (800 observations with engagement and 800 observations without) and achieved 90.9% accuracy and 0.908 F1 score at maximum.
Table 3. Mixed-effects regression results predicting participants’ engagement (N=31,968).a

<table>
<thead>
<tr>
<th>Mixed-effects regression</th>
<th>Values, mean (SD; range)</th>
<th>Coefficient (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Outcome: participants’ engagement</strong></td>
<td>0.140 (0.347; 0 to 1)</td>
<td>__b</td>
<td>—</td>
</tr>
<tr>
<td><strong>Post characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Created by interventionists</td>
<td>0.583 (0.493; 0 to 1)</td>
<td>0.0627 (0.0507 to 0.0746)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of words</td>
<td>33.44 (23.80; 1 to 107)</td>
<td>0.0005 (0.0003 to 0.0008)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Content sentiment (standardized)</td>
<td>0 (1; −3.67 to 4.74)</td>
<td>−.0042 (−0.097 to 0.0012)</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Topics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exercise</td>
<td>0.212 (0.409; 0 to 1)</td>
<td>0.0096 (−0.0075 to 0.0266)</td>
<td>.27</td>
</tr>
<tr>
<td>Diet</td>
<td>0.389 (0.487; 0 to 1)</td>
<td>−0.0085 (−0.0249 to 0.0078)</td>
<td>.31</td>
</tr>
<tr>
<td>Weight</td>
<td>0.191 (0.392; 0 to 1)</td>
<td>0.0654 (0.0494 to 0.0814)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MyFitnessPal app</td>
<td>0.163 (0.369; 0 to 1)</td>
<td>−0.0377 (−0.0534 to −0.0219)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Expressing emotion</td>
<td>0.071 (0.257; 0 to 1)</td>
<td>0.0083 (−0.01558 to 0.0321)</td>
<td>.50</td>
</tr>
<tr>
<td>Sleep</td>
<td>0.0141 (0.117; 0 to 1)</td>
<td>−0.0587 (−0.1070 to −0.0103)</td>
<td>.02</td>
</tr>
<tr>
<td>Goals or plans</td>
<td>0.209 (0.407; 0 to 1)</td>
<td>0.0612 (0.0414 to 0.0811)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time of the post</td>
<td>46.61 (32.94; 1 to 112)</td>
<td>−0.0004 (−0.0006 to −0.0002)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Reply or comment characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content sentiment (standardized)</td>
<td>0 (1; −7.84 to 5.91)</td>
<td>−0.0539 (−0.0589 to −0.0488)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Replied by other participants</td>
<td>0.026 (0.161; 0 to 1)</td>
<td>0.4484 (0.4279 to 0.4690)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Replied by interventionists</td>
<td>0.029 (0.167; 0 to 1)</td>
<td>0.4604 (0.4409 to 0.4798)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Participants characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percentage previous posts commented or replied</td>
<td>13.16 (13.68; 0 to 100)</td>
<td>0.0076 (0.0074 to 0.0079)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aThe model included postlevel random effects and also controlled for day of the week when the post was created and other baseline and sociodemographic characteristics of the participants, including treatment assignment, race, marital status, education, employment, number of people in the household, age, gender, baseline BMI, and weight.

bNot available.
Discussion

Principal Findings

In this study, we conducted secondary analyses using data from a 2-arm pilot feasibility randomized controlled trial that delivered lifestyle interventions via Facebook. We analyzed commenting or replying behavior from 80 participants in response to each of the 761 posts generated by counselors and participants over the 16-week intervention period and linked them to predictors, including post characteristics (eg, time, post length, and post topic), conversation characteristics (eg, sentiment of the conversation and participants being replied to), and participant characteristics (eg, sociodemographics and previous commenting or replying behavior). Our findings suggest that although participants’ comments or replies decreased over time, important characteristics of the post, the conversation attached to that post, and the participants’ engagement patterns predicted whether a participant engaged with a specific post. For example, we found that participants who engaged more with prior posts were more likely to engage with future posts. Posts that were longer (with the maximum number of words not exceeding 107), were created by interventionists, or had content related to weight (eg, weigh-in posts) and goal setting are more likely to attract engagement. The latter is consistent with the design of the intervention—participants were asked to set diet and exercise goals for the week each Monday, report their progress on their goals on Sunday, and report their weight change for the week each Friday. This is also encouraging because goal setting strategies. Furthermore, posts with replies or comments that directly mentioned the focal participant were much more likely to attract subsequent replies from that participant. Moreover, posts with replies or comments that contained negative sentiments were more likely to attract subsequent comments. This is likely because participants who share struggles, problems, and challenges are naturally more negative in sentiment (see Multimedia Appendix 1 for examples of replies or comments with negative sentiments), and such content often attracts support and brainstorming from other participants who may feel called to help when others are struggling. These results were robust to multiple alternative specifications. Machine learning results also show that together, these characteristics can predict participant engagement with a high accuracy of 90.9%.

Implications

In this study, we demonstrate the potential of using NLP tools to analyze microlevel conversational data and identify factors influencing participants’ commenting or replying behavior in a social media–delivered weight loss intervention. Our findings shed light on some important microlevel characteristics of the participants, posts, and conversations, which can shape participants’ experiences during the intervention and predict their future engagement. These results have implications for the design and implementation of social media–delivered behavioral interventions in ways that maximize participant engagement. We previously reported a strong association between participant engagement and weight loss, which suggests that engagement-enhancing strategies could lead to more favorable outcomes. For example, enhancing engagement...
early on may help with sustained engagement. Furthermore, we found that receiving replies appears to stimulate further engagement from the participant. This may also be a function of whether a participant shares something substantive about themselves in a comment. For example, if a participant’s comment is “thanks!” the interventionist may just hit the “like” button; however, if a participant’s comment is a question or sharing of a goal, the interventionist and other participants are more likely to reply to continue that conversation. Further research should explore the type of comments (eg, questions, sharing a problem, and setting a goal) that are most likely to elicit replies from others. Program content should be designed in ways that nudge participants to post more often and interact more with each other (eg, use open-ended questions and encourage peer-to-peer support). Although in this study we found that participants were more likely to respond to interventionists, greater peer-to-peer engagement could also facilitate stronger group cohesion, thereby further enhancing participant engagement. Posts in which participants share struggles, problems, and challenges they have encountered during the weight loss process may draw more participants into the conversation, which may generate richer brainstorming and social support, both of which could also enhance group cohesion. These implications could be applicable not only to social media–delivered weight loss interventions but also to other digital health interventions more generally.

Comparison With Prior Work

Although many studies have tested social media–delivered weight loss interventions or emphasized the importance of participant engagement in web-based communities [12-15,42], only a handful of studies have identified the factors that can influence participant engagement in digital health interventions [43,44], and most of them focused on macrolevel factors such as post type and participants’ characteristics (eg, age and gender) [9,14]. Few studies have examined microlevel factors such as conversation dynamics. Several studies recognized this limitation and called for more research to identify all relevant factors that can predict participant engagement [28,43,45,46]. This study contributes to this line of research in two ways: (1) we demonstrate how content generated by interventionists and participants during the course of a digital intervention can be leveraged and combined with data science and NLP tools to identify microlevel predictors of participant engagement, and (2) we have identified many microlevel factors that influence participant engagement, which, to the best of our knowledge, have not been studied in previous social media–based behavioral interventions. This has practical implications for future intervention designs that can maximize participant engagement.

Similar to previous studies, we found that participant engagement is highly variable [17-19], and it generally declines over time [16,47]. Although many factors identified in this study have not been studied in the social media–based behavioral intervention context, our findings are consistent with psychological and sociological theories, as well as several empirical research on web-based communication. For example, our finding that posts created by interventionists are more popular is consistent with other studies on web-based communities, showing that important users or those with designated roles are more likely to draw responses from other users [26], possibly because of preferential attachment [48]. Our finding that replies or comments with negative sentiments draw more engagement implies that participants are more likely to reply or comment when they see others sharing their struggles and challenges. This could be possibly explained by social support processes, which have substantial empirical support across various web-based settings [22-25,49]. Finally, the importance of being replied to by interventionists and other participants can be explained by the preference for reciprocity [50], which has been found to be an important driver for communication in many other web-based settings [20,21].

Limitations and Future Work

This study has several limitations that point to avenues for future research. First, our sample size was small (80 participants; 10,157 total posts, comments, and replies) and our participants were predominantly White (72/80, 90%) and female (68/80, 85%). This limits the generalizability of our results, following a long-standing pattern in weight loss studies of difficulty recruiting male participants [51]. Similarly, given that 96% (77/80) of our participants reported attaining a college degree or advanced degree, we cannot generalize our results to individuals with lower levels of education. Future studies should devise recruitment strategies that attract more male participants and participants with low levels of education to further explore the individual heterogeneity across people from different backgrounds. Second, this study did not fully tease out all possible confounding factors and thus cannot establish causality. For instance, participants who are more successful in losing weight might also be more likely to comment simply because they are paying more attention to the group and have more to say as they are applying the knowledge and strategies they are learning. Future studies should include larger trials, surveys with more longitudinal measures (eg, physical activity and diet, tracking, mental health, and other behaviors), and qualitative studies to establish the possible bidirectional and causal relationships between engagement and these factors. Third, we focused on replies and comments and did not explore other types of engagement such as reactions and views of posts and comments. Although comments and replies have been considered more substantive than other engagements (eg, likes and “lurking”), other engagements potentially comprise a substantial proportion of social media use and thus warrant careful consideration in future studies [33]. Similarly, although we included participants’ posts in our analysis, we did not include posts only with images or videos or investigate the factors influencing participants’ decisions to create posts, which is another important form of engagement. In addition, although we included tags or mentions relationships in our study, most tags were automatically generated by Facebook during replies or comments. Future studies should consider whether deliberate tagging can nudge disengaged participants to re-engage with the program. Fourth, we assumed all participants had an opportunity to engage with every post in the group, and we considered all replies or comments when constructing the predictors for participants who did not engage with a certain post, which might not necessarily be the case if the participant did not see the post or the previous comments or replies. Future research should explore the type of comments (eg, questions, sharing a problem, and setting a goal) that are most likely to elicit replies from others.
studies could take additional information into account, such as what participants viewed and the time a participant spends on Facebook. This will allow researchers to construct more refined measures to reflect the condition under which participants make a decision of whether to engage. Finally, although we observed that longer posts are more likely to draw engagement from participants, it should be noted the posts in this intervention were generally short by design (mean 33.4, maximum 107 words). Social media marketing reports reveal that Facebook posts that have <50 characters receive the highest level of engagement relative to longer posts [52]. A/B testing of a wide range of post lengths and different types of posts (eg, goal setting vs problem sharing) is needed to determine the ideal length of posts to maximize engagement in behavioral interventions.

Conclusions
In this study, we performed secondary analyses using data from a pilot feasibility randomized weight loss trial that delivered a lifestyle intervention via Facebook and linked participants’ engagement with several important predictors, including characteristics of the posts, replies or comments, and participants. Our results point to the potential of using data science and NLP tools to analyze microlevel behavioral or conversational data and identify factors influencing participants’ engagement during the social media weight loss intervention, which have implications for the design and implementation of future interventions that could lead to more favorable weight loss outcomes. Future studies are warranted to validate our results and further explore these relationships in similar and larger trials.
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Abstract

Background: Successful transition from pediatric to adult health care settings supports long-term health management and better overall outcomes in all domains. However, young people with spinal cord injuries (SCIs) continue to report challenges and unmet needs during the transition process. Including end users in health care research and intervention design is paramount as interventions designed in this way better meet their specific needs and are often more innovative. Although studies have reported involving young people with chronic conditions in the development of health care transition (HCT) interventions, few details have been provided as to how this was achieved.

Objective: This study outlined the co-design and development of an HCT intervention to support young people with SCIs. It contextualized the co-design process, methods, materials used, and steps implemented from defining the problem to conceiving and designing the solution. This was accomplished by understanding and listening to end users’ needs and recommendations for HCT.

Methods: Using participatory methods, this qualitative study reports the co-design of an HCT intervention to support young people with SCIs and parents or caregivers. Two co-design workshops were conducted: one with young people with SCIs and one with parents and caregivers. Categories were defined through a hybrid deductive and inductive qualitative content analysis process that was informed by the Care Transitions Framework and guided the development of the HCT intervention. Following the creation of a prototype intervention, young people with SCIs, parents and caregivers, and key pediatric SCI stakeholders provided feedback on the intervention content and design in focus groups. Similar to the workshops, the focus groups were analyzed using a hybrid deductive and inductive qualitative content analysis process informed by the Care Transitions Framework. The Enhancing the Quality and Transparency of Health Research guidelines for qualitative research (Consolidated Criteria for Reporting Qualitative Research) were applied.

Results: Overall, 4 young people and 4 parents or caregivers participated in the co-design workshops. Key recommendations for the HCT intervention were that participants wanted a “one-stop shop” for all their transition information needs and an editable portable medical summary to take with them to appointments. On the basis of the analysis of participants’ recommendations from the workshops, it was determined that a website would be an appropriate hosting platform for the interventions. The focus group feedback on the design and content of the prototype website was extremely positive, with minor recommendations for improvement.

Conclusions: This is the first study to co-design and develop an HCT intervention in partnership with young people with SCIs and parents and caregivers. Although the study sample was small, it has shown that it is possible to meaningfully engage and empower young people with SCIs and parents and caregivers in the co-design of an HCT intervention.

International Registered Report Identifier (IRRID): RR2-10.1136/bmjopen-2021-053212
co-design; participatory action research; health care transition; pediatric health care; adult health care; spinal cord injury

**Introduction**

**Background**

A key goal in the rehabilitation of children with a spinal cord injury (SCI) is to facilitate the attainment of a productive and satisfying life by addressing developmental milestones and the provision of education on managing the complex health issues that arise because of aging and living with an SCI [1]. Importantly, a seamless transition from the pediatric to the adult health care systems, termed health care transition (HCT), is a significant and critical factor in supporting the fulfillment of goals while fostering independence and improved health outcomes [2].

Supporting a seamless HCT has been on the international health care agenda for >3 decades [3-5], yet young people with chronic conditions continue to report facing a multitude of barriers to their move [6,7]. These barriers include fear of losing established relationships with pediatric providers and forming new ones with adult providers, inadequate preparation for and information on the adult health care system, lack of self-management skills and disease knowledge, and poor communication between the pediatric and adult health care providers [6,7]. Consequently, these barriers result in poor health outcomes such as nonadherence to treatment and medication, loss to follow-up, increased hospital admissions, and patient dissatisfaction [7]. As such, there is an opportunity to reduce the difficulties faced by young people with chronic conditions through the development of HCT interventions that prepare them for the move and improve the transfer process.

In recent years, there has been significant progress made toward improving HCT for young people with chronic conditions. Evidence suggests that a structured HCT process, including planning for transition, transfer assistance, and integration into adult services, can improve outcomes for young people with chronic conditions, such as patient satisfaction, population health, and the use of health care services [2]. However, to date, HCT research has been disease-specific, and studies are typically characterized at the lowest evidence level, making them difficult to apply in various contexts [2,8].

Similar to other young people with chronic conditions, young people with SCIs face many barriers and facilitators in their transition to adulthood with regard to both health care services and normative life milestones such as education, employment, social participation, and independent living [9]. A study conducted in the United States on 23 young people with SCIs and their caregivers identified processes within health care that acted as both a barrier to and facilitator of the transition to adulthood [9]. Facilitators included health care support comprising the transfer of medical records, clear communication of transition timelines and expectations, referrals to adult services, and collaboration between the pediatric and adult settings. Health care barriers to transition included complex adult services, limited resources, and minimal previous exposure to the adult health care setting. In particular, the study indicated that, when it came to health care, there was a need for more condition-specific education for local, nonspecialized health care providers; better communication among health care providers; and an accessible, concise, and comprehensive medical history [9]. Evidence on the availability of HCT interventions for young people with SCIs that attempt to address these transition needs is scarce, with only 1 Australian article offering an explanation of their HCT efforts [10].

As the importance of end-user involvement in health care research and intervention design has been increasingly recognized, there has been a shift away from end users being passive participants in research, where research is conducted on them, to active participation, where research is conducted with them [11,12]. One such research approach, participatory action research (PAR), is particularly useful in co-design. PAR involves researchers collaborating with service users and key stakeholders in a collective and reflective inquiry to understand and improve practices and situations [13]. This process acknowledges that participants have knowledge and expertise to share, which is particularly important for the disability community whose voices have too often been silenced [14]. Collaboration within the PAR process takes place through iterative cycles of “planning, acting, and review” [15], and co-design can be used to facilitate the action stages. The co-design process actively involves all stakeholders in identifying solutions to local problems using their experience and expertise to explore the current needs of service users and develop and test concepts before improving the prototype in an iterative process [12]. Interventions designed in this way better meet the specific needs of end users and are often more innovative [11].

Although studies have reported involving young people with chronic conditions in the development of HCT interventions, few details have been provided as to how this was achieved [16]. As such, more transparency is needed regarding the process, methods and materials used to include young people with chronic conditions in intervention development.

The aim of this qualitative study was to fill this knowledge gap by providing a detailed explanation of the process involved in understanding the needs and recommendations for HCT as part of the co-design and development of an HCT intervention with young people with SCIs. This is the first study to co-design and develop an HCT intervention in partnership with young people with SCIs and parents or caregivers. Please note hereafter and unless otherwise specified, the term caregivers will be used to denote parents or caregivers. Addressing the needs of individuals and the current gap in services has the potential to improve transition outcomes and the quality of life of children and young people with an SCI.
**Research Context and Conceptual Framework**

The work presented in this paper forms part of a wider 3-year study informed by a PAR approach that aimed to co-design, develop, implement, and evaluate an HCT intervention to support young people with SCIs in New South Wales (NSW), Australia. Further details on the current SCI services in NSW can be found in an evidence series by the Agency for Clinical Innovation [17].

The study protocol has been published elsewhere [18]. In summary, the 3 study phases were informed by the Care Transitions Framework [19]. The Care Transitions Framework is an adaptation of the Consolidated Framework for Implementation Research, an established conceptual framework in implementation science [19]. The framework guides the research and evaluation of care transition interventions within a variety of settings and can be used in parts or as a whole. Organized into 8 domains, the Care Transitions Framework provides a comprehensive guide to potential questions that can be explored depending on the nature of the research and its goals [19]. Five of the domains for the overall study are presented in Multimedia Appendix 1. The 3 remaining domains (external context, organizational characteristics, and characteristics and roles of providers) were addressed as part of the prestudy consultation process.

**Methods**

**Study Design**

The overarching 3-year PAR study consisted of 3 phases (Multimedia Appendix 1). Phase 1 used semistructured interviews to explore the experiences with HCT of young people with SCIs and caregivers and has been published elsewhere (Bray et al, under review). Briefly, these interviews revealed that young people with SCIs and caregivers faced barriers and had unmet needs in their transition to adult health care services (Bray et al, under review). During the phase 1 interviews, young people with SCIs and caregivers identified the need for a coordinated and streamlined handover from pediatric to adult health care providers and a “one-stop shop” for transition information, such as how it occurs, who to call for ongoing support and advice, and tips on how to transition successfully (Bray et al, under review).

This paper presents the findings from phase 2 of the PAR study, which consisted of 2 parts. Phase 2a built on the findings of the phase 1 interviews and engaged both young people with SCIs and caregivers as individuals with “lived experience” in co-design workshops to inform the development of a prototype HCT intervention. In continuation of the co-design process, phase 2b used focus groups to gather feedback on the prototype HCT intervention, leading to further refinement before phase 3 evaluation. As part of the PAR approach, the participatory methods used included collaboration, active engagement, and reflection that occurred through iterative cycles of “planning, acting, and review” [13,15]. This phase (phase 2) of the PAR study formed part of the acting phase of PAR and supported working collaboratively with the community of interest to identify actions necessary to achieve the desired outcomes.

This study has followed the Standards for Reporting Qualitative Research [20].

**Ethics Approval**

This study received ethics approval from the Western Sydney University Human Research and Ethics Committee (H14029) and was registered with the Australian New Zealand Clinical Trials Registry (ACTRN1262100500853). Participation in this study was voluntary. Written consent was obtained at the beginning of the study, and verbal consent was obtained at the beginning of each workshop or focus group. All young people aged <16 years also required written consent from a caregiver. Transcripts were deidentified, and participants were assigned a pseudonym to maintain confidentiality. Participants received an Aus $30 (US $20.30) e–gift card each as a thank you for their time.

**Participants**

Owing to the limited number of pediatric-onset SCI cases in Australia [21,22], participants were recruited from both metropolitan and rural areas of NSW. To be eligible for inclusion, participants needed to be young persons aged between 14 and 25 years and have sustained a pediatric-onset traumatic or nontraumatic SCI (at or before the age of 16 years) or be a parent or caregiver of the same. Individuals had to be preparing for or have made the transition from pediatric to adult health care services (including tertiary hospitals and community services). Sufficient English-language proficiency was another requirement to ensure that all participants could fully engage in the conversation. Exclusion criteria were individuals who were receiving rehabilitation treatment for an injury sustained in the previous 12 months. This exclusion criterion was implemented so as not to burden the individual or their family with the demands of participating in research or risk causing any additional emotional distress during this tremendous period of adjustment. Individuals with neural tube defects such as spina bifida were also excluded. Although the authors acknowledge that individuals with neural tube defects share many of the same clinical characteristics and complications as those with SCIs, these individuals also demonstrate distinct features [23].

Research on HCT also typically focuses purely on SCIs [9] or spina bifida [24,25], with children and young people with spina bifida reported as a separate group supported by their own services. As such, this study focused specifically on young people with pediatric-onset traumatic or nontraumatic SCIs.

**Recruitment**

Young people with SCIs and caregivers were recruited from the individuals who had participated in the previous phase of the overall study. We contacted all 9 participants first via email to determine availability. We then contacted the participants by phone to confirm their availability and book the workshop or focus group. Each participant was sent an SMS text message the day before the workshop or focus group to confirm attendance.

**Rigor and Reflexivity**

To maintain rigor within the study, credibility was ensured by reporting verbatim excerpts, tracking coding and category decisions, and confirming these through researcher triangulation.
[26,27]. Although the study findings and the tailored intervention may not be generalizable to populations outside the study setting, providing a comprehensive description of the co-design process through detailed reports, thick descriptions, and analysis of contextual details, as described by Ponterotto [28], may allow for the transferability of the research method across contexts and medical conditions [29]. A comprehensive commentary reflecting on and cataloging the progress, obstacles, and successes of the research process increased dependability and confirmability by providing an audit trail for the study [29].

The primary researcher in this study (EAB) was an individual with an SCI and a crucial step in their personal reflexivity [30] involved reflecting on how their position and perspective affected the study, in particular how being a member of the SCI community and having shared experiences but also common contacts allowed for the development of relationships with young people and caregivers. Developing these relationships at the beginning of the study and allowing time for non–research-focused conversations created a safe space in which young people could express their needs. Nevertheless, as the researcher sustained their SCI at the age of 22 years and did not use any pediatric services, the young people were the experts in this area.

Co-design Workshops (Phase 2a)

Methods

Overview

Two workshops were run on the web (owing to the COVID-19 pandemic) via videoconference (Zoom Video Communications): one for young people with SCIs and one for caregivers. Two researchers facilitated the workshops, one taking on the role of lead facilitator (EAB) and the second acting as cofacilitator and note-taker (LMR). Each workshop was run as a single group (all participants together all the time), with each participant invited to contribute their thoughts during each activity. Discussion prompters (eg, Ideaflip [Biggerflip Ltd] and Microsoft PowerPoint) were used in the workshops to organize material from discussions, enhance feedback, and guide intervention development. The workshops were recorded and transcribed with the participants’ permission.

Preworkshop Preparation

A reference group was consulted to provide expert advice on the appropriateness of the co-design workshop activities, identify any issues or barriers that could impede the success of the workshop, and provide advice on how to resolve these issues or barriers. This reference group consisted of a young person with an SCI and 3 health care professionals (n=1, 33% clinical nurse consultants and n=2, 67% occupational therapists) from 3 different pediatric SCI health care service providers.

Approximately 1 week before the workshops, the facilitators met to clarify roles and review the workshop schedule and timing of activities. Participants were also sent an information booklet (Multimedia Appendices 2 and 3) and a link to the videoconference meeting by email.

Workshop Warm-ups

Each workshop began with a reminder of the aims of the study followed by a fun icebreaker activity (Multimedia Appendix 4) to help build rapport and ease any anxiety. Given that we were discussing issues relating to their personal experience transitioning between health care services, we asked that participants maintain confidentiality, especially if any sensitive issues were discussed. At the same time, each participant was encouraged to share as much or as little as they were comfortable with. This created an atmosphere that promoted open and honest communication and sharing. In the young persons’ workshop, this information was reiterated at the start of the second activity (without the icebreaker) as some young people joined the workshop after the completion of the first activity.

Young Persons’ Co-design Workshop

The young persons’ workshop was 120 minutes long and consisted of 2 activities. The first activity required participants to review the thematic analysis of the semistructured interviews conducted by EAB and LMR as part of phase 1 of the research study. Participants were encouraged to reflect on some of the common ideas and concepts (codes) generated by the facilitators, confirm their authenticity, and compare and discuss analytical decisions as they grouped codes into themes. A web tool (Ideaflip) was used to create a whiteboard with Post-it notes to organize each idea or concept into predetermined boxes titled “Mindset: before,” “Mindset: during,” “Mindset: after,” “Experience,” and “Transition needs or recommendations” (Figure 1). These predetermined box labels aligned with the “Characteristics and Roles of Patients and Caregivers” domain of the Care Transitions Framework. Participants were also asked to add words or ideas that they believed had been omitted and highlight the most important word for them in each box. Participants’ reflections on common ideas, concepts, and themes confirmed the thematic analysis conducted by EAB and LMR and have been published elsewhere (Bray et al, under review).

For the second activity, the researchers used the future workshop method [31,32] to facilitate discussion and generate ideas for the development of the HCT intervention. The future workshop method consists of 3 phases: a critique phase, a fantasy phase, and an implementation phase [31,32]. In the critique phase, the participants were asked to identify deficits or challenges related to the HCT experienced by young people with SCIs. The questions posed included the following: “What is the change you want to see? Or what did you need most to support your move but didn’t have or receive?” In the fantasy phase, the participants were asked the following: “In a perfect world, how can this be achieved? Or what could we develop to support your move?” In the implementation phase, the participants transformed the “perfect world” ideas into a design for a practical and realizable HCT intervention (“How can we make this possible today?”). Participants had been provided with these 3 questions before the workshop in their information booklet. Using a Microsoft PowerPoint slide as a whiteboard, we discussed the participants’ answers to the 3 posed questions and asked them to discuss their thought processes and ideas (Multimedia Appendix 5). The participants built on each other’s ideas.
Caregivers’ Co-design Workshop

This 1-hour workshop mirrored activity 2 of the young persons’ workshop (Multimedia Appendix 6). The questions posed to the caregivers included the following: (1) “What is the change you want to see? Or what did you need most to support your child’s move but didn’t have or receive?” (2) “In a perfect world how can this be achieved? Or what could we develop to support your child’s move?” (3) “How can we make this possible today?”

Workshop Evaluation

At the end of the young persons’ workshop, a short evaluation of the co-design workshop process took place. A web tool called Mentimeter (Mentimeter AB) was used to pose the following question: “Using 5 or more words, describe how you felt as a participant and what you thought of the workshop?”

Workshop Follow-up

Following the workshops, participants were provided with a link to a secure web-based Google document that included the questions posed in the workshops and a summary of the topics and ideas discussed. Participants were encouraged to cross-check information, add any information not covered during the workshops, and continue to develop the ideas generated.

Workshop Analysis

The audio recordings were transcribed and used in conjunction with the discussion prompters (Microsoft PowerPoint) to generate content themes for guiding the development of the HCT intervention. The researchers used a hybrid approach of deductive and inductive qualitative content analysis [26] of the transcripts, notes, and materials produced after each workshop. The reason this analysis method was chosen was that it allowed the researchers to describe “what the informants actually say” by remaining close to the verbatim text [33]. The analysis was conducted in 3 stages: preparation, organization, and reporting [26]. In the first stage, the researchers immersed themselves in the data to obtain a sense of them as a whole. In the next stage, the researchers organized and condensed the data into meaning units through a process of open coding, categorization, and abstraction for the inductive approach and used the Care Transitions Framework to develop a categorization matrix for coding for the deductive approach (Multimedia Appendix 7). Finally, the contents of the categories and subcategories are described in detail as part of reporting the results.

Results

Participants

Young people joined and left the workshop at different times because of other commitments. In total, 2 participants, both female with tetraplegia aged 20 and 21 years, were present for the first activity of the young persons’ workshop. A total of 3 participants, 2 (67%) female (n=1, 50% with tetraplegia and n=1, 50% with paraplegia) and 1 (33%) male with tetraplegia aged between 17 and 20 years were present for the second activity; 1 (33%) had attended the previous activity, and 2 (67%) new people joined for the second activity. In total, 4 participants, all mothers, attended the caregivers’ workshop. A total of 75% (3/4) of the mothers had children with tetraplegia, and 25% (1/4) had a child with paraplegia. Only 1 young person and 1 caregiver had not yet transitioned. In total, 89% (8/9) of the original participants from phase 1 of the overall PAR study contributed to the co-design workshops.

Recommendations for the HCT Intervention

Overview

Data from the workshops were categorized in alignment with the Care Transitions Framework as summarized in Table 1.
Table 1. Workshop analysis content categories.

<table>
<thead>
<tr>
<th>Care Transitions Framework domain and category</th>
<th>Subcategory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention characteristics</td>
<td></td>
</tr>
<tr>
<td>• What is the intervention designed to achieve?</td>
<td>• Coordinated handover between services: “For there to be more of a relationship built with the doctor before the transition occurs.”</td>
</tr>
<tr>
<td></td>
<td>• Greater independence: “I want to start moving that stuff to her, getting her to do things independently.”</td>
</tr>
<tr>
<td></td>
<td>• Peer connection: “Support group of the people going through the same thing as you.”</td>
</tr>
<tr>
<td>• What are the features of the intervention?</td>
<td>• Information on the transition process and adult health care system: “Written information and summary on the transition process.”</td>
</tr>
<tr>
<td></td>
<td>• Medical summary and contact list: “Parallel lists of what was before and what was now. Like, pediatric versus adult.”</td>
</tr>
<tr>
<td></td>
<td>• One-stop shop for resources: “There should be pamphlets or a website with all the information.”</td>
</tr>
<tr>
<td></td>
<td>• Support to connect with others: “To be doing something together to help form relationships.”</td>
</tr>
<tr>
<td>• Who is the intended target group?</td>
<td>__ a</td>
</tr>
</tbody>
</table>

aNo subcategory.

Category 1: What Is the Intervention Designed to Achieve?

Although caregivers wanted an intervention that supported their children in achieving greater independence, young people wanted the intervention to offer a space for peer connection. However, both caregivers and young people requested that the intervention support a coordinated handover between the pediatric and adult health care services and their multidisciplinary team members, including medical, nursing, rehabilitation, and allied health professionals.

1.1: Coordinated Handover Between Services: “For There to Be More of a Relationship Built With the Doctor Before the Transition Occurs”

Both young people and caregivers advocated for a smoother and more streamlined HCT. They believed that greater communication between the 2 health care settings (pediatric and adult) was essential for this to happen:

The adult service neurologist knew her paediatric neurologist and that is [a] huge help because they can chat between themselves, especially [because] we have the same neurologist for 15 years and he knew everything about Drew. It’s so easy [for them] to communicate, rather than going through me. [Morgan, caregiver]

In addition, participants wanted their pediatric health care team to organize the initial introductions of the family unit to the new adult health care team before transition:

I think just having an introduction as a family transitions across would be good. [Jude, caregiver]

They felt this would reduce the need for young people and their caregivers to have to repeat their stories to different health care professionals:

Just a handover so people know where you are and you’re not having to repeat yourself all the time. [Kris, caregiver]

Furthermore, young people indicated a belief “that some doctors underestimate how big the transition actually is for young people” (Jamie, young person) and, as such, more support should be provided during the transition process. This would allow young people and their caregivers to build a relationship and rapport with their new health care team before moving and, in so doing, it would ease any anxiety around the transition:

For there to be more of a relationship built with the doctor before the transition occurs...so that the doctors are more aware of how the doctors in the children’s hospital provide support and possibly adopt that, even though they’re in the adult hospital. [Jamie, young person]

1.2: Greater Independence: “I Want to Start Moving That Stuff to Her, Getting Her to Do Things Independently”

Caregivers acknowledged that, around the age of 16 years, young people legally could take charge of their own health care but that a lack of self-management skills at this age can result in unanticipated errors that can both be financially costly and have a detrimental impact on one’s health:

The issue of being 16 [is that] Taylor was in charge, really on paper—he’s in charge of his own health care, while he wanted us, as parents, to guide some of that. He wanted to make his own decisions and [has] every right to...Taylor is the voice of his own body. He’s not always right, but it’s 16 when he’s making some of those choices and those choices are very expensive choices if you’re buying a chair or you’re paying for things...there’s so many things that we’ve got wrong that have been a trial and error. [Rory, caregiver]

Further to their lack of skills and knowledge, some caregivers identified that their child did not want to take charge of their own health care. However, caregivers saw the relinquishing of responsibility for health care decisions to the young person as an important milestone in the move to adult health care services:
She doesn’t even want to entertain the thought of ordering products for herself or ringing up to get a new commode pusher. She wants me to do all that for her. I’m happy to, but I would like to see that, in the transition coming up in the next couple of years, I want to start moving that stuff to her, getting her to do things independently herself. [Kris, caregiver]

Going forward in the young persons’ move to adult health care services, caregivers saw that a requirement of the HCT intervention should be to build independence and the skills they need to manage their health care on their own:

So there’s definitely something for me about…this kind of thing of letting young people become young people with that fierce independence, but to develop the skills that they actually see a chair as a piece of equipment that’s necessary, that they see that they need that kind of life skills of being able to manage in situations. [Rory, caregiver]

1.3: Peer Connection: “Support Group of the People Going Through the Same Thing as You”

All young people identified having an intervention that supported the opportunity to connect with others going through a similar experience as an important priority:

A support system where everyone going through the same experiences is able to kind of bond and start friendships. [Jamie, young person]

Category 2: What Are the Features of the Intervention?

Young people and caregivers clearly outlined what they imagined an HCT intervention would need to include to achieve the desired outcomes outlined in the previous sections. These included information on the transition process and adult health care system, a medical summary including a contact list for health care professionals, accessible resources all located in one place, and a space to connect with others.


Part of the struggle participants faced in their transition was a lack of knowledge of how and when the transition to adult health care would occur as well as how the adult health care system works:

It seems that some services change over or changed over when Jessie turned 16 and then others have stayed with paediatric services and so we’ve got this mix of some adult doctors ongoing with Jessie and some who are still in the paediatric system and it seems very messy for us. We’re not sure whether we’re in the adult system yet or in the children’s system. [Jude, caregiver]

I didn’t have the knowledge. For example, in intensive care in paediatrics, we always had the same person and he was constant. Now, when we ended up in ICU for six weeks, every four days is a new doctor and that is so disturbing. Having 15 years [with] the same doctor and now, every four days, it was really hard to follow and it’s not easy. [Morgan, caregiver]

To address this knowledge gap, participants recommended having more information and education on the transition process and the adult health care system:

Written information and summary on the transition process. [Drew, young person]

2.2: Medical Summary and Contact List: “Parallel Lists of What Was Before and What Was Now. Like, Paediatric Versus Adult.”

Participants identified that a coordinated handover could be further supported with written documentation that is readily available to health care professionals, young people, and caregivers. A medical summary specifically created for the handover would mean that young people and their caregivers would not have to retell their stories:

A handover so people know where you are and you’re not having to repeat yourself all the time. An updated information folio somewhere where you can access your information and where the doctors can access your information. [Kris, caregiver]

Participants envisioned that the medical summary would include the young person’s medical history, a schedule for annual appointments and scans, experiences they valued in the pediatric health care setting, and accomplishments:

The medical history of each person, what experiences from the paediatrics that they really enjoyed and would love to be integrated in the adult hospitals just to make it not as daunting when the transition occurs. [Jamie, young person]

Getting a clear list of what are the ongoing check ins that Jessie needs for bladder, for bowel, for bones and how frequently we have to have those scans and tests done. I’m still trying to piece that together and it’s incredibly messy and I keep thinking I’m going to miss him having an important scan or test done because I don’t have a schedule that says “every two years, Jessie will need a bone scan. Every 12 months, he’ll need a kidney test.” [Jude, caregiver]

Only 1 young person in the group described having a summary of their health care created for the handover process. However, despite it being given to the new health care team, Taylor felt that he had to repeat this information and supplement it. He also reported that he thought he probably had a copy of that summary but was not sure where it was now:

I think it had that, but I had to also repeat what could have been written down more than added to the summary. [Taylor, young person]

In addition to the transition-specific medical summary, participants requested a contact list for their health care team that clearly displayed the pediatric health care professional and who would be taking over that role in the adult health care setting along with their contact details:

It would be nice to have the parallel lists of what was before and what was now. Like, paediatric versus...
When asked about the information and resources they would like to be included in an HCT intervention, there were several requests (Table 2).

Young people also spoke about having the opportunity to share resources and collaborate, possibly using a web-based forum:

Just coming back to the opportunity to share the resources online, also possibly starting a forum within that in order to share—to help share those resources a bit more easily. [Jamie, young person]

Finally, participants wanted information and resources to come from reputable sources such as physicians:

A list of resources provided by doctors possibly on the forum. [Jamie, young person]

### Table 2. Information and resources requested for inclusion in the health care transition intervention.

<table>
<thead>
<tr>
<th>Information and resources requested</th>
<th>Participant quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information on disability (general and SCI-specific)</td>
<td>“Things to do with disability and all stuff.” [Ashley, young person]</td>
</tr>
<tr>
<td>Information on the difference between the pediatric and adult health care settings</td>
<td>“How the adult system works and possibly differentiates from the children’s system.” [Jamie, young person]</td>
</tr>
<tr>
<td></td>
<td>“Someone to explain what’s the difference between paediatric and adult.” [Drew, young person]</td>
</tr>
<tr>
<td>Information on social activities</td>
<td>“Information on sport. Like wheelchair sports and disabled sports.” [Taylor, young person]</td>
</tr>
<tr>
<td>Alternate funding options</td>
<td>“For people who don’t get funding, like charities. Stuff like that to get equipment, wheelchairs, and stuff.” [Taylor, young person]</td>
</tr>
<tr>
<td>Tips on building self-management skills</td>
<td>“So managing all of these things is actually a skill which can be learnt either in some workshops or self-education...maybe you can request from a...Social Worker who might come and show some tips to your child and some mind mapping or Excel spreadsheets.” [Morgan, caregiver]</td>
</tr>
<tr>
<td>Education and employment support</td>
<td>“It’s not just the transition of his care and things. It’s that transition to what you do beyond school and how do you do that when you have a spinal cord injury?” [Jude, caregiver]</td>
</tr>
</tbody>
</table>

aSCI: spinal cord injury.

### 2.4: Support to Connect With Others: “To Be Doing Something Together to Help Form Relationships”

When asked to expand on how they would like to connect with others going through a similar experience, young people recommended having both one-on-one and group support options. They recommended that the one-on-one support be a formal program tailored to the young person’s individual needs, matching them with someone who is either of a similar age or injury or who may have experience of transition, depending on what the young person desires:

Maybe the same age, but also similar injuries. So if it’s someone who is able to walk, then someone who—I guess [a] support worker who may be able to walk. [Taylor, young person]

The group support would be more informal and would involve monthly catch-ups of a more social nature (bowling, trivia, and games on the web):

Do an activity during that, instead of talking. To be doing something together to help form relationships. [Jamie young person]

### Category 3: Who Is the Intended Target Group?

The ultimate beneficiaries of the intervention are young people with SCIs. However, participants noted that they saw the intervention “as a package that everybody takes a role [in]” (Rory, caregiver). As such, the HCT intervention needed to support young people, their caregivers, and health care professionals.

### Workshop Evaluation

A total of 75% (3/4) of the young people completed the evaluation at the end of the co-design workshop answering the following question: “Using 5 or more words, describe how you feel as a participant today and what you thought of the workshop?” The feedback was positive, and young people reported that they felt valued and listened to and that the
workshops were fun and informative (Multimedia Appendix 8).

**The Prototype HCT Intervention**

On the basis of the recommendations from participants in the workshops, it was determined that a website would be an appropriate platform on which to deliver the suite of information needs. Content categories from the workshop were used to guide the development of the prototype HCT intervention, the SCI Healthcare Transition website [34] (Figure 2). The development of the website occurred over a period of 4 months and was supported by a web designer, motion graphics designer and video editor.

The website was designed with the aim of supporting young people with SCIs to achieve greater health care independence, support the smooth and coordinated handover from children's to adult health care services, and offer young people with SCIs a way to access peer support. It aimed to achieve this by providing young people with SCIs and caregivers with a step-by-step guide to HCT categorized by age that included tools (eg, a goal-planning worksheet), tips (eg, a PDF on tips for talking to health care professionals), and resources (eg, information on SCIs) to help prepare for the move. It also provided a directory on where to access further support from health care professionals and peer mentors. The website used a combination of eye-catching colors and graphics along with videos, interactive quizzes, and PDFs that are both downloadable and can be filled in, with the intention of appealing to young people (Figure 3).

**Figure 2.** Screenshot of the SCI Healthcare Transition website home page. SCI: spinal cord injury.

![SCI Healthcare Transition website home page](https://formative.jmir.org/2022/7/e38616)

If you are a young person being seen by a spinal cord injury (SCI) team at a children's (pediatric) hospital or community health care service, you will eventually need to be transferred to an SCI team at an adult hospital and be linked into adult SCI community health care services. The process of getting ready for and moving from the pediatric to adult healthcare services is called a healthcare transition or HCT.

This transition should be a gradual and individualized process, planned with you, your parents or carers, and your healthcare team. Within this website there is information about the transition and transfer process as well as tools, resources and links that will help you in your transition to adult health care services.
Focus Group Evaluation of the Prototype HCT Intervention Development (Phase 2b)

Methods

Overview

Similar to the process outlined for phase 2a, 2 focus groups were run on the web (owing to the COVID-19 pandemic) via videoconference (Zoom): one with young people with SCIs and caregivers and the other with the study’s reference group of SCI health care professionals. The proposed HCT intervention was presented to the 2 groups, each of whom provided constructive feedback on the overall content and the layout and structure, allowing for further refinement of the intervention. The focus group was facilitated by 2 of the study’s researchers, one taking on the role of lead facilitator (EAB) and the second acting as cofacilitator and note-taker (LMR). The focus groups were run as a single group (all participants together all the time). Similar to the workshops, discussion prompters (Microsoft PowerPoint) were used to guide the discussion and feedback. The focus groups were recorded and transcribed with the permission of the participants.

Co-design Process Evaluation

At the end of the focus group with young persons with SCIs and caregivers, a short evaluation of the co-design process took place. The researcher reflected on the co-design process with participants and gathered evaluative feedback.

Focus Group Analysis

As in phase 2a, the focus group transcriptions were used in conjunction with the discussion prompters (Microsoft PowerPoint) to develop content themes for guiding the refinement of the prototype HCT intervention.

Results

Participants

Of the 9 participants contacted from phase 1 of the overall PAR study, 4 (44%) provided feedback to the focus groups. In total, 3 participants attended the young people with SCIs and caregiver focus group: 1 (33%) young person (female, aged 21 years with tetraplegia) and 2 (67%) caregivers (both mothers of children with tetraplegia). A caregiver (mother of a child with paraplegia) was unable to attend the focus group but submitted written responses to the questions.

A total of 3 participants were invited, and all attended the SCI health care professionals’ focus group. The health care workers were from 3 different pediatric SCI service providers, and each had different professions (clinical nurse consultant, occupational therapist, and physiotherapist).

Recommendations

Overview

Data from the focus groups were categorized in alignment with the Care Transitions Framework as summarized in Table 3.
Table 3. Focus group analysis content categories.

<table>
<thead>
<tr>
<th>Care Transition Framework domain and category</th>
<th>Subcategory</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intervention characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>• Does the website achieve what it was designed to achieve? —</td>
<td>—</td>
</tr>
<tr>
<td>• Website features</td>
<td>• Successful features: “That was...really awesome”</td>
</tr>
<tr>
<td></td>
<td>• Recommendations for improvement: “One thing I thought would have been really useful is...”</td>
</tr>
<tr>
<td><strong>Process of implementation</strong></td>
<td></td>
</tr>
<tr>
<td>• Website implementation</td>
<td></td>
</tr>
</tbody>
</table>

aNo subcategory.

**Category 4: Does the Website Achieve What It Was Designed to Achieve?**

The aim of the website, as identified in the workshop analysis, was to support young people with SCIs to achieve greater health care independence, support the smooth and coordinated handover from children’s to adult health care services, and offer young people with SCIs a way to access peer support. Participants were asked to keep these aims in mind when answering the first question: “Do the website’s features achieve these outcomes? If not, why not?” All participants responded positively, and no recommendations for changes with regard to the overall outcomes were made.

*I think in terms of helping to guide and support the health care transition from kids to adults, it [the website] did a pretty comprehensive job.* [Jude, caregiver]

**Category 5: Website Features**

Participants spoke about the features that they valued, however, had clear ideas on how the website’s content could be further developed and refined.

**5.1: Successful Features: “That Was...Really Awesome”**

On the whole, participants spoke very highly of the website:

*Your website is absolutely amazing.* [Morgan, caregiver]

Young people and caregivers valued the wealth of information and noted that the fact sheets, resources, and links to podcasts and organizations were “handy to have in one place” (Morgan, caregiver) and “will encourage patients and their families to develop a necessary knowledge base” (Morgan, caregiver). Health care professionals affirmed this sentiment:

*I suppose it’s kind of that link that I’ve always struggled with about trying to give more ownership to the young person of actually getting them to fill out bits themselves and then that kind of reveals any gaps in knowledge.* [Avery, health care professional]

All participants liked the simplicity of the quizzes and checklists, and their interest was piqued by the motivational videos at the start and end of the intervention:

*I love the About page how it’s got your video and the Peer Support one’s got Dean…that was...really awesome…because straight away you’re like, “I want to click on that.” “I want to see what that’s about” and it’s just really kind of accessible and, teenagers, they kind of want to be fed information.* [Robin, health care professional]

More specifically, participants reported that the medical summary template and health care goal-planning worksheet were comprehensive and useful for everyone, even for those who had already transitioned. Furthermore, the transition checklist was “a nice way of reminding young people about their responsibilities and their self-awareness” (Morgan, caregiver).

Not only did the participants approve of the content, but they also appreciated the website’s design scheme and simplicity. This was important for young people and caregivers as the transition between health care services is both stressful and overwhelming, and they often did not have the time or patience to navigate different websites to find information:

*I just want to say how nice and colourful it is and that’s also important for people. Just to make it more inviting and happier because, as you know, it might be quite overwhelming when you are going through all of that.* [Morgan, caregiver]

**5.2: Recommendations for Improvement: “One Thing I Thought Would Have Been Really Useful Is...”**

The participants had valuable recommendations for the further improvement of the website. They asked for more information on the National Disability Insurance Scheme (disability support funding), more information on the general life transitions of adolescence (study, employment, and living independently), and more education on SCIs (bladder and bowel management). In addition to the medical summary template already provided, young people and caregivers also wanted a schedule of health appointments template to record all necessary regular and ongoing health appointments; for example, bladder scans and bone density tests. Young people and caregivers could then get their health care team to check that they had not missed any important health checks:

*One thing I thought would have been really useful is…once you’ve got your appointments calendar lined up, to just make sure that your rehab [rehabilitation] doctor looks over it to make sure you haven’t*
forgotten to book in a bone scan or whatever else might be needed because it’s really hard to remember all the bits and pieces that you need to check up on and I worry that there’s something that we’re missing because no-one’s putting it together as a whole. [Jude, caregiver]

Participants also requested to hear or read more success stories and expand the website in the future to include a forum or mobile app for further peer connection opportunities:

Just add testimonials from participants with the same situation as Drew or with SCI. So it’s a good thing because you can actually build a community here. You can gain support. It’s hard. It’s hard to find support these days. So I think it’s a good thing. And also for caregivers like me. [Morgan, caregiver]

It would be awesome if, in a further extension of this, that they [young people] could somehow be connected, either on the website or in a social media group or an app [application] that they could opt into. [Reese, health care professional]

Category 6: Website Implementation

With regard to the website implementation, the researchers wanted to gain an understanding of the usability of the website as well as how best to inform young people and caregivers about it.

Although the participants acknowledged that the website needed to be functional and practical for young people of varying abilities and those that used different technologies (eg, eye gaze tracking software), they believed the website was easy to use and generally accessible to young people with multiple levels of physical abilities because of its simplicity:

All of the pages were very simple. They weren’t too overcrowded with information. So it was really easy and quick to flick through. Jessie also had a look. He was able to navigate around it quite easily and simply using his usual equipment on the computer. [Jude, caregiver]

Participants appreciated the use of various formats of delivery, in particular the animation on the home page of the website, as they thought information delivered in this way was easier to digest than if a health care professional was speaking to them. In addition, participants reiterated that the simplicity of the website lent itself to being easy to use, and information was easy to comprehend for those that had limited time or a short attention span:

If anything is too complex, too busy, it just takes too much energy and it’s too exhausting to try and navigate through it and sift through what you need to know. [Morgan, caregiver]

Participants believed that there was a place for all members of the SCI community to be involved in the implementation of the website, from health care professionals in the hospital setting to those in the community as well as community-based SCI support organizations. Participants believed it to be the role of all stakeholders to promote the use of the website by linking to it from their own websites and advertising it in their newsletters and social media pages. Positively, the health care professionals who worked in these roles also envisaged themselves drawing on the website in their education sessions related to transition preparation:

I would actually...Show them the basics of it and go, “Go and have a look...This is all part of your preparation.” [Avery, health care professional]

I would use this, absolutely, as a resource to actually talk our patients through the process of transition and it doesn’t sound scary when it’s coming from you guys and the way that you’ve presented that information. [Avery, health care professional]

Co-design Process Evaluation

Reflecting on the co-design process and their involvement, young people with SCIs and caregivers appreciated being given the opportunity to participate in the codevelopment of an intervention to support the HCT of young people with SCIs and caregivers. It made them feel respected, valued, and heard and provided participants with a sense of achievement:

It made us feel really respected that someone took the time to ask us what was useful for us to have in this. So often people preach at you and tell you what they think you should know and it was nice as part of this process for you to pause and ask, what would be useful for us? What did we want to see in here? [Jude, caregiver]

It feels engaging. Engaging and helpful. [Drew, young person]

I have a sense of achievement, it’s nice to have something you did to help other people. [Morgan, caregiver]

Discussion

Principal Findings

Young people with SCIs and caregivers currently encounter obstacles in their HCT and report needing additional advice, information, and support to prepare for the move. This study has described the co-design and development of an HCT intervention to support the transition of young people with SCIs and caregivers from the pediatric to the adult health care setting. Information and advice to prepare for transition was purposefully presented in a manner that introduced young people to the transition process early and prompted them to learn more about their SCI and to start taking more responsibility for their own health care. Short videos informed young people about pediatric peer support services and offered “top transition tips” from a young adult who had experienced an HCT. The other tabs on the website provided links to support services, informational resources, and PDFs to support self-management skill development.

Although the purpose of this intervention was to provide support for young people with SCIs and their caregivers during their transition from pediatric to adult health care services, it must be acknowledged that this transition occurs during a broader
transition process—the transition to adulthood. The transition to adulthood and its implications have been previously discussed [9,35], and, as such, this was not the focus of this study. However, in the feedback focus groups, participants reported the need for more information on the general transitions, including study, employment, and independent living. Consequently, information on where to access support on topics such as sexuality, education, and employment was added to the website, although its focus remained on supporting the move from pediatric to adult health care services.

The participatory co-design approach used in this study supported the active engagement of young people with SCIs and caregivers in the design process and resulted in the development of an intervention that addressed the current gaps in the HCT process as identified by end users. These findings support the observations of others [36,37]. For example, a study from Ireland by Coyne et al [37] reported on the co-design of a website to support the transition of young people with long-term illnesses to adult health care services. Their study highlighted that a participatory co-design approach yielded a reliable, functional, and acceptable intervention to support young people in their transition to adult health care [37]. Beaudry et al [36] similarly described a participatory co-design approach in the development of a chatbot that aimed to promote the attainment of self-care skills during the transition to adult care. They also reported that the resulting intervention was feasible for supporting engagement during HCT. Furthermore, the involvement of health care professionals in the feedback focus groups in our study ensured that we gained a broader scope for the design of the intervention, ensuring that it not only fulfilled the needs of young people with SCIs but also complemented current services.

Including end users in disability research brings knowledge and experience that may not be held by the researchers themselves and that can add to the diversity of skills and knowledge required for more appropriately designed research [38]. Furthermore, PAR and co-design principles foster empowerment as people with disabilities gain control over their lives and make decisions on matters that affect them [14]. Neither Coyne et al [37] nor Beaudry et al [36] evaluated young people’s experiences of being involved in the co-design process; however, our study did. Evaluation data from young people on their involvement in the co-design process highlighted that their inclusion empowered them, gave them a voice, and provided them with an opportunity to contribute to an intervention that would make a difference in their lives and the lives of others. This provides further evidence of the importance of giving young people with disabilities the opportunity to authentically and meaningfully participate in the research and codevelopment of interventions that affect their lives.

Strengths and Limitations
Evaluation of the co-design process indicated that the participants valued the opportunity to be part of the development of a solution and appreciated being given a voice. However, the iterative and cyclical nature of the co-design process did present some challenges. Recruitment for the study and maintenance of engagement was a challenge across the different phases of the study. Of the 9 young people and caregivers who participated in the interviews during phase 1 of the study, 8 (89%) returned to participate in the co-design workshops, and 4 (44%) participated in the focus groups in phase 2. Reasons for the dropout included family stressors, relocation to another country, and nonresponse to phone or email. Owing to a paucity of participant numbers, we did not achieve a representative research sample, with no LGBTQ+ and no cultural and linguistically diverse representation (including Aboriginal and Torres Strait Islander input). A further limitation of our study relates to the inability to compare our findings with other similar studies because of a paucity of written literature on this topic [16].

Owing to the COVID-19 pandemic, activities initially intended to be held in person were moved to the web. This modification had its advantages as it eliminated geographical and mobility barriers to participation and fostered inclusive research practices. However, because of the additional pressures of COVID-19 and homeschooling on families, it was difficult to find times that were suitable to all, and it required a substantial amount of preparatory work on the part of the principal researcher (EAB) to organize workshops and focus groups.

The next phase of the PAR study is to assess the acceptability and feasibility of the HCT intervention. We plan to roll out the website with the same participants and conduct short evaluation telephone interviews based on the 8 focus areas in the framework by Bowen et al [39].

Conclusions
Engaging young people with SCIs and caregivers in the co-design of an HCT intervention has produced, in a relatively short time frame, a great depth of insight into the transition needs of young people with SCIs and their priorities for support. The result has been the collaborative development of an intervention that young people with SCIs, caregivers, and health care professionals believe will support the transition from child to adult health care services and equip young people with SCIs with practical and helpful tools to take charge of their health care. This is the first study to co-design and develop an HCT intervention in partnership with young people with SCIs and caregivers. Although the study sample was small, it has shown that it is possible to meaningfully engage young people with SCIs and caregivers in the co-design of an HCT intervention that leads to enhanced end-user acceptability.
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Abstract

Background: Physical activity (PA) has an impact on physical and mental health in neurotypical populations, and addressing these variables may improve the prevalent burden of anxiety in adults with autism spectrum disorder (ASD). Gamified mobile apps using behavior change techniques present a promising way of increasing PA and reducing sedentary time, thus reducing anxiety in adults with ASD.

Objective: This study aimed to compare the effectiveness of a gamified and behavior change technique–based mobile app, PuzzleWalk, versus a commercially available app, Google Fit, on increasing PA and reducing sedentary time as an adjunct anxiety treatment for this population.

Methods: A total of 24 adults with ASD were assigned to either the PuzzleWalk or Google Fit group for 5 weeks using a covariate-adaptive randomization design. PA and anxiety were assessed over 7 days at 3 different data collection periods (ie, baseline, intervention start, and intervention end) using triaxial accelerometers and the Beck Anxiety Inventory. Group differences in outcome variables were assessed using repeated-measures analysis of covariance, adjusting for age, sex, and BMI.

Results: The findings indicated that the PuzzleWalk group spent a significantly longer amount of time on app use compared with the Google Fit group (F₂,38=5.07; P=.01; partial η²=0.21), whereas anxiety was unfavorably associated with increases in light PA and decreases in sedentary time after intervention (all P<.05).

Conclusions: Further research is needed to clarify the determinants of physical and mental health and their interrelationship in adults with ASD to identify the factors that facilitate the use and adoption of mobile health technologies in these individuals. Despite these mixed results, the small changes in PA or anxiety may be clinically significant for adults with ASD.

Trial Registration: ClinicalTrials.gov NCT05466617; https://clinicaltrials.gov/show/NCT05466617

(JMIR Form Res 2022;6(7):e35701) doi:10.2196/35701
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Introduction

Regular physical activity (PA) helps to reduce anxiety in the neurotypical population [1,2] and presents a potentially effective adjunct treatment for anxiety in people with autism spectrum disorder (ASD). Anxiety is one of the most common and debilitating mental health issues among adults with ASD [3,4]. A recent systematic review and meta-analysis study revealed that the lifetime prevalence of anxiety was >40% in a large sample of adults with ASD (n=26,070) included in the study [4]. The negative impact of chronic anxiety on those with ASD has been well documented, and evidence suggests that the presence of comorbid psychiatric disorders significantly interferes with active daily living and further increases the risk of clinical morbidity in these individuals [5,6].

Despite the prevalence and negative impact of anxiety on the everyday lives of those with ASD [7], there are few effective treatment options for this symptom. Most people with ASD rely on medications, which carry a high dependency risk [8,9], or cognitive behavioral therapy, which has demonstrated mixed results in alleviating this symptom [10,11]. In addition, antianxiety medication use is associated with several side effects, such as metabolic syndrome and weight gain [12,13], whereas cognitive behavioral therapy is both costly and labor intensive [14,15]. As a result, efforts have been made to identify adjunct treatments to help adults with ASD better manage anxiety [16,17]. The adult population with ASD is increasing [18,19], and there is a critical need for accessible and cost-effective adjunct anxiety treatments to alleviate this problem.

Although the level of benefits may vary from person to person, participation in regular PA is proven to help alleviate anxiety symptoms by improving self-efficacy [20], strengthening the sympathetic nervous system [21], and increasing neurogenesis in the human brain [22]. Research on PA interventions for adults with ASD is markedly lacking; however, there is support for the positive impact of PA or exercise on mental health in this population. Hillier et al [23] found that salivary cortisol and self-reported anxiety were reduced immediately after a low-intensity exercise session 1 day per week in a small sample of young adults with ASD. These effects were not maintained over the course of the 8-week intervention; however, the findings suggest that even low-intensity exercise can have a positive, albeit short-term, effect on anxiety in these individuals [23]. It is of interest to determine whether participation in regular PA can induce similar results in adults with ASD in the long term.

Although it is well understood that PA is a leading health indicator for both physical and mental health [24-26], there is little information on PA participation in adults with ASD. To date, only a few studies have addressed PA levels in adults with ASD, and the results have varied greatly. Eaves and Ho [27] reported that adults with ASD only engaged in moderate to vigorous PA (MVPA) once per week and spent approximately 13 hours per day sitting. In contrast, Frey et al [28] and Garcia-Pastor et al [29] found that adults with ASD met the guidelines of 150 minutes of weekly MVPA but were also highly sedentary. Lalonde et al [30] also observed that adults with ASD had daily step counts similar to neurotypical adults. It is difficult to draw clear conclusions about these findings because of variability in the assessment methods and the functional ability of the samples. Most of the previous study findings were based on participants who attended segregated schools or centers and required extensive support, which was not representative of adults with ASD who were more intellectually able and autonomous.

To date, a limited number of studies have specifically attempted to increase PA in adults with ASD by using objective measures. Lalonde et al [30] used a goal-setting–based and reinforcement-based treatment to increase pedometer-measured walking steps in 5 young adults with ASD who attended a special education program. All participants were able to increase the number of walking steps to sufficient levels to achieve health benefits (ie, ≥10,000 steps). Although these are encouraging findings, the highly structured and prompted nature of the intervention makes it inappropriate to generalize the findings to adults with ASD who are more intellectually able and autonomous. There has also been an effort to address physical fitness in individuals with ASD using a video modeling–incorporated mobile app. Although this novel intervention approach is promising, as the app was effective in increasing the heart rate and energy expenditure of participants with ASD, the findings were limited to children with ASD who required substantial assistance and supervision for proper execution [31]. It is important to identify PA and sedentary time interventions that are more suitable for independent adults with ASD who are self-determined for health behaviors.

Technology-based PA interventions have proven to be a promising method of increasing PA in the neurotypical population [32-34] and may be well suited for adults with ASD. Gamified mobile technology is a particularly promising tool that can increase PA and reduce sedentary time while also meeting the unique needs and interests of these individuals [35-37]. Lee et al [37] found that adults with ASD used technological devices for >6 hours per day, primarily for surfing the internet, using social media, and web-based gaming [37]. Emerging evidence suggests that adults with ASD are attracted to technology use because the human-technology interface creates consistency and predictability, as well as because of a lower social burden, compared with traditional face-to-face interaction [38,39]. Furthermore, individuals with ASD typically have distinctive strengths in visuospatial functioning, which is common to technology-based games, as well as a preference for learning and interaction through visual information [40-42]. Consequently, in the past few decades, health practitioners have actively used mobile technologies to offer a cost-effective and low-barrier platform for visual learning to identify and improve health outcomes in diverse clinical populations, including those with ASD [37,38,43].

Gamified behavioral interventions using smartphone apps have the advantage of providing personalization, feelings of amusement, and desire for continuation [44-46] and have rapidly expanded their technological potential to monitor and improve daily PA participation in adults with obesity and sedentary workers [35,47]. Nevertheless, the success of gamified mobile apps in promoting PA and reducing sedentary behavior is
questionable as most of the existing health or fitness apps in the commercial market are not sustainable stand-alone interventions and lack scientific evidence and health behavior theory in the app development process [48,49]. The overall low quality of evidence regarding the effectiveness of long-term behavior change makes it currently difficult to apply commercial PA-promoting apps to adults with ASD [50]. The purpose of this study was to (1) examine the effects of the competitive gamification and behavior change theory–based mobile app PuzzleWalk [37] on increasing PA and reducing sedentary time and anxiety in adults with ASD and (2) compare PuzzleWalk to a commercially available platform, Google Fit. It is hypothesized that (1) the use of PuzzleWalk will lead to higher levels of light PA and MVPA and lower levels of sedentary time and anxiety in adults with ASD than the use of Google Fit and (2) the increased PA or decreased sedentary time from both apps will be associated with reduced levels of anxiety in adults with ASD.

Methods

Participants

A total of 29 adults aged ≥18 years and diagnosed with ASD were recruited through state and regional agencies that serve people with ASD across the United States and online autism support groups on social media such as Facebook and Reddit. Evidence of ASD diagnosed by a qualified medical professional such as a pediatrician or clinical psychologist (ie, when and where) was required for study participation and obtained via self-report. In addition, eligible study participants met the following inclusion criteria: (1) self-reported medical diagnosis of anxiety or self-identification of experiencing anxiety symptoms for the past 3 or more months, (2) access to a supported device (smartphones with Android 4.4 and higher or iOS 9.0 and higher operating system), (3) cognitive ability to understand the purpose of the study, and (4) no prior experience using the PA mobile apps used in the study. Individuals with low cognitive function, co-occurring intellectual disabilities, or mobility impairments were excluded from this study. We hereby use the term intellectually able adults with ASD to refer to those who can make their own decisions regarding health behaviors without much assistance. A participant with a self-reported mild learning disorder that did not significantly interfere with active daily living and study participation was included in the study. A formal screening interview was conducted with each participant through a phone or face-to-face video call to verify participant eligibility and identify potential barriers to study participation. All participants provided written or digital consent before data collection.

Ethics Approval

The Institutional Review Board of Indiana University approved this study (protocol number 1807483245).

Procedure

On verification of the participant’s eligibility through the screening interview, participants completed a web-based demographic survey with an emphasis on BMI, waist circumference, medication use, and autism symptoms. Self-reported height and weight information were collected to calculate each participant’s BMI (ie, kg/m² or lbs/in² × 703) [51]. Participants were also asked to provide self-measured waist circumference, which can be an indicator of obesity-related disease risk [52]. The Autism Spectrum Quotient 10-item (AQ-10) questionnaire was included in the survey to examine the severity of autism symptoms (eg, social interaction deficits, sensory issues, and other autism-specific characteristics) [53]. The AQ-10 was designed for health care professionals to administer an informal ASD assessment of individuals with typical cognitive function [54]. The maximum possible score is 10, and individuals with a score of ≥6 are advised to consider referral for formal ASD assessment. The AQ-10 is one of the few autism screening tools available for adults [18]. After the completion of the demographic survey, study materials, including an accelerometer with an elastic belt, a USB cable charger, and study instruction sheets (ie, how to wear and charge the accelerometer and how to install and use the daily anxiety assessment [DAA] app for anxiety assessment) were either mailed or handed to remote and local participants, respectively.

A rubric was used to assess participant comfort and knowledge of study procedures before the start of the baseline and intervention periods, and case-by-case decisions were made by the research team when individuals were ready to start data collection. Before the start of the intervention period, participants were assigned to either the PuzzleWalk or Google Fit group according to age, sex, and BMI using a covariate-adaptive randomization process. Specifically, a minimization technique was applied to the randomization process by distributing the participants into 2 groups based on the aforementioned variables, which were identified before the start of data collection [55]. Covariate randomization aimed to minimize the imbalance in baseline characteristics across the 2 groups included in the study [56]. All participants received visualized step-by-step instructions (eg, search and download on Google Play or App Store, user registration, goal setting, and PA behavior tracking) on the assigned PA app (PuzzleWalk or Google Fit) and used it from the beginning of the intervention start (fourth week) until the end of the intervention (eighth week).

Participation required an approximate 2-month commitment: the first week for baseline and the fourth to eighth weeks for intervention. A 2-week interval was implemented between baseline and intervention onset to reduce the novelty effect in response to the accelerometer and PA app use [57] (see Figure 1 for the study timeline). Both the PuzzleWalk and Google Fit groups received reminders regarding the use of the PA app during the first week of the intervention period and autonomously continued to use the app until the intervention ended. Data collection occurred in the fall and early spring to avoid the impact of inclement weather on activity patterns. Participants who successfully completed the 2-month study received a US $100 e-gift card as a token of appreciation.
Figure 1. Data collection time points. PA: physical activity.

<table>
<thead>
<tr>
<th>Time 1</th>
<th>Time 2</th>
<th>Time 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline:</strong> First week</td>
<td><strong>Intervention start:</strong> Fourth week</td>
<td><strong>Intervention end:</strong> Eighth week</td>
</tr>
<tr>
<td>Data collected: PA, sedentary time, and anxiety</td>
<td>Data collected: PA, sedentary time, anxiety, and time spent for PA app use (PuzzleWalk vs Google Fit)</td>
<td>Data collected: PA, sedentary time, anxiety, and time spent for PA app use (PuzzleWalk vs Google Fit)</td>
</tr>
<tr>
<td>2-week interval</td>
<td>3-week continuation (PA app use continued)</td>
<td></td>
</tr>
</tbody>
</table>

Mobile Apps

**Google Fit**

Google Fit (Google LLC) is a PA-tracking platform developed by Google for Android and Apple iOS. The app was first launched to the public in 2014, and since its release, it has been one of the most popular health/fitness apps in the United States, with >2.6 million monthly active users (Statista 2022 [58]). The app uses a sensor built into a smartphone device to automatically track PA, including steps and active minutes. It also allows users to journal and record a variety of forms of PA (eg, cycling, weightlifting, and yoga) by manually setting the activity tracking mode. Google Fit uses a heart point–based reward system as a gamification strategy to provide users with individualized exercise tips incorporated with PA recommendations outlined by the American Heart Association. Google Fit users can earn one heart point for each minute of MVPA, with possible virtual rewards (ie, celebrative animation on the interface in addition to a green circle morphed into the user’s profile image) when they reach a certain number of PA milestones (eg, 30 minutes of moderate PA a day or 150 minutes of MVPA per week). The number of heart points received based on active minutes is the app’s primary gamification strategy. To the best of our knowledge, there are no peer-reviewed, data-based publications on the app’s functional reliability and behavior change effectiveness. There are a few industrial reports and studies on Google Fit, although these studies focused on the basic functionality of the app and compatibility with wearable trackers [59,60]. We chose Google Fit as a comparison platform as it is free and easy to use, and, most importantly, it has been extensively used by neurotypical adults. As such, the comparison of Google Fit in this study will provide valuable insights into the usability/feasibility of a commercially available health app for promoting PA in adults with ASD.

**PuzzleWalk**

A gamified behavior change app, PuzzleWalk, available for both Android and Apple iOS, was developed to increase PA and reduce sedentary behavior in adults with ASD following a participatory, user-centered development process, including a needs analysis, literature review, and prototype design [37]. PuzzleWalk incorporates behavior change techniques (BCTs), a theory-based method of promoting healthy behavior change by leveraging psychological determinants, such as autonomy, perceived competence, and intrinsic and extrinsic motivation [61]. The example techniques included in PuzzleWalk are a comprehensive, visualized user guide, self-monitoring of target performance, contingent rewards, and goal setting [37].

It is a spot the difference puzzle game comprising 660 major city images around the world (see Figure 2). This format was chosen because it is easy to understand the purpose of the game, and it can quickly capture the user’s interests without a complex comprehension process. Moreover, this visual image–based game facilitates visual interaction, which is a unique strength of individuals with ASD [40]. The most unique design element of PuzzleWalk is the conversion algorithm between steps and game-solving time. Specifically, the user’s accumulated steps are directly converted to game-solving time to motivate PA participation. A review of the literature indicated that only a few available PA apps use this gamified token economy strategy for PA promotion. Pokémon Go uses a similar gamification strategy as the app links walking activities to the Pokémon character–hunting game supported by location tracking and augmented reality technologies; however, there is no direct conversion algorithm between PA (steps) and game time/opportunity. PuzzleWalk also uses a gamified leaderboard that ranks active users based on their steps and puzzle scores, with tangible rewards (ie, US $10 e-gift cards) provided to the top 3 score leaders at the end of each month. This gamified leaderboard leveraged a BCT of prompt rewards contingent on efforts toward a target behavior [62,63].
Mobile App Use Assessment

PA app use for the past 1 week was assessed through a self-report survey at 3 different data collection time points (ie, end of the fourth week, start of the eighth week, and end of the eighth week) (see Table 1). Participants were asked to report the frequency (days of app use during the past 7 days) and duration (hours and minutes usually spent for app use). The time spent using the PA app was calculated using a minutes per day format.

Table 1. Durations of data collection.

<table>
<thead>
<tr>
<th>Instrument used</th>
<th>Time 1: baseline (first week)</th>
<th>Time 2: intervention start (fourth week)</th>
<th>Time 3: intervention end (eighth week)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accelerometry (days)</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>21</td>
</tr>
<tr>
<td>Beck Anxiety Inventory for the past 7-day anxiety assessment</td>
<td>Days 1 and 7</td>
<td>Days 1 and 7</td>
<td>Days 1 and 7</td>
<td>6 times</td>
</tr>
<tr>
<td>Daily anxiety assessment (days)</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>21</td>
</tr>
<tr>
<td>Survey for physical activity app use</td>
<td>N/A^a</td>
<td>Day 7</td>
<td>Days 1 and 7</td>
<td>3 times</td>
</tr>
</tbody>
</table>

^N/A: not applicable.

Anxiety Assessment

The Beck Anxiety Inventory (BAI) was used to assess participants’ prolonged state of anxiety. The BAI is a self-report scale comprising 21 items that measure the severity of anxiety symptoms during the past week, with high internal consistency (Cronbach α=92) and test-retest reliability (r=0.75) [64]. Scores range from 0 to 63, with scores of ≥26 indicating potentially concerning levels of anxiety (ie, 0-7=minimal; 8-15=mild; 16-25=moderate, and ≥26=concerningly severe). The participants were asked to report the extent to which they had been bothered by each of the 21 symptoms in the past week. The participants completed the BAI at the start and end of each data collection period (a total of 6 times).

In addition to the BAI, time-specific and type of anxiety trigger questions were asked daily during each data collection period to better identify the contexts of potential anxiety triggers such as environmental, psychological, or sensory factors [65]. At the start of the study, participants downloaded the DAA mobile app
developed by the research team. The participants received a prompt at 8 PM each day during the data collection period to answer specific questions. This time was deemed appropriate for assessing perceived emotional changes over the course of the day based on pilot work and considering typical work/school schedules and bedtimes. The questions included “When did you feel anxious today?” and “What caused your anxiety today?” with the possible choices of (1) change or disruption to routine, (2) sensory oversensitivity or overstimulation, (3) confusion and worries about social and communication situations, (4) specific fears or phobias, (5) too many demands or expectations, (6) being prevented from preferred behaviors or interests, and (7) not applicable. As the traditional retrospective assessment approach can be less reliable [66], the DAA adopted the ecologic momentary assessment method to improve response reliability [67]. Low compliance can be an issue with this type of daily report; therefore, we implemented routine strategies to address this issue, including establishing an efficient data/compliance-tracking system and providing regular reminders to complete the task and monetary incentives [68]. Reminders were sent to the participants via email or SMS text messages based on their preferences recorded in the demographic survey. Only participants with valid survey compliance (ie, participation for 6 times in the BAI and participation in at least four DAAs in each data collection period) and monitor wear (ie, at least 3 valid days in each data collection period) received a monetary incentive.

**PA and Sedentary Time Assessment**

Daily walking steps, PA intensity, and sedentary time were measured using GT3X+ and ActiGraph triaxial accelerometers (ActiGraph). ActiGraph accelerometers have been extensively used to measure PA with moderate to high reliability in both laboratory and free-living conditions [69-71]. All participants were asked to wear an accelerometer on their right hip during waking hours for 7 consecutive days, including at least 2 weekdays and 1 weekend day over the 3 different data collection periods (baseline, start of the fourth-week intervention, and end of the eighth-week intervention). Accelerometers were programmed to calculate data in 60-second epochs [72]. Daily walking steps were measured using the ActiGraph pedometer function, and sedentary time and activity intensity were identified using the following activity counts per minute cutoffs: <100=sedentary, 100-2019=light, 2020-5999=moderate, >5999=vigorous, and ≥2020=MVPA [73]. These cutoff points were proposed by Troiano et al [73] and have been validated in large data sets of free-living adults [74-76]. The minimum wear time for a valid day is ≥10 hours per day for wake time [77]. Although there is no scientific consensus on the minimum number of valid days, 4 days have been widely accepted in previous studies to reliably estimate habitual PA [78,79]. However, this study required at least 3 valid days of monitor wear in each data collection period in an effort to minimize sample loss [78].

In addition, an intraclass correlation (ICC) analysis was performed to validate the use of at least 3 valid days of monitor wear by examining the relationship between 3 valid days and ≥4 valid days on all PA and sedentary time outcomes at baseline. ICC values of ≥0.75 are generally regarded as good or acceptable reliability [80]. The ICC results demonstrated that the reliability of 3 valid days for all PA and sedentary time variables was excellent (all ICC >0.90); therefore, participants with ≥3 valid days of monitor wear were included in the analyses. Overall, 2 participants’ accelerometry data at the intervention start (fourth week) and 1 participant’s accelerometry data at the intervention end (eighth week) did not satisfy the minimum number of 3 valid days; thus, their baseline accelerometry data were imputed according to the baseline observation carried forward method [81]. The criterion for nonwear time was 90 minutes of consecutive 0 counts [82], and the accelerometers were set to collect data at sampling rate of 30 Hz.

**Data Analysis**

Independent *t* tests and chi-square tests were performed for continuous and ordinal variables, respectively, to compare the baseline differences between the 2 groups. Data are presented as mean (SD) or frequency (percentage), according to the variable type. According to the scoring guidelines, the BAI scores for all 21 items (ie, not at all=0, mild=1, moderate=2, and severe=3) were summed to yield a total score of anxiety severity [64]. The BAI scores collected twice during each data collection period were averaged to represent each time point (ie, baseline, intervention start, and intervention end). Data on common anxiety triggers and time-specific occurrences were screened to include only participants with at least four responses to the DAA at each data collection time point. All participants met the compliance criteria, and 134 counts (baseline, N=24), 124 counts (intervention start, 23/24, 96%), and 107 counts (intervention end, 20/24, 83%) were included in the frequency (percentage) analyses.

Objectively measured PA data were first systematically cleaned and verified by examining the ranges and missing values according to the established validation criteria. The collected raw accelerometry data were then converted into activity counts using the ActiLife 6 Data Analysis Software (ActiGraph). With the aforementioned activity intensity cutoffs, the PA data were processed and extracted into an editable spreadsheet. Manual data screening was sequentially performed to verify the minimum required hours and valid days of monitor wear for data analysis; invalid data were eliminated.

An intention-to-treat analysis was conducted to maximize external validity, and the baseline observation carried forward method was used to impute missing data after randomization [81,83,84]. According to the guidelines on missing data in clinical trials by the European Medicines Agency (2010), the baseline observation carried forward method can be appropriate in randomized trial design studies in which researchers reasonably assume that the outcomes of a participant would return to their baseline levels in the long term after dropout [85]. In light of the general span of a mobile health intervention’s effectiveness in promoting PA (eg, up to 3 months) [86], this method can also help maintain external validity and minimize sample loss.

The dependent variables were sedentary time (minutes per day), light PA (minutes per day), MVPA (minutes per day), steps per day, total activity counts (vector magnitude), average BAI...
anxiety score, and PA app use (minutes per day). To assess PA and anxiety changes over the 3 data collection periods; all measures collected at baseline, intervention start, and intervention end were compared between time points and groups using a repeated-measures analysis of covariance (ANCOVA). Repeated-measures ANCOVA models were adjusted for baseline characteristics, including age, sex, and BMI. The Mauchly test of sphericity was used for each outcome variable to examine the equality of variances of within-group differences across the 3 different data collection time points. In general, if the P value was <.05, the assumption of sphericity was violated. Owing to the violation of the sphericity assumption, the Greenhouse-Geisser correction was applied to MVPA, steps, and total activity count variables to interpret the results of the within-group effects.

The effect size (partial $\eta^2$) was calculated and defined as >0.02=small, >0.13=medium, or >0.26=large [87]. Owing to the violation of the normality assumption, Spearman rank correlation analyses were performed to determine the baseline correlations between the outcome variables and the impact of increased PA or decreased sedentary time on anxiety change.

The degree of change in the outcome variables following PA app use was calculated by subtracting the baseline value from the average of intervention outcomes (eg, MVPA change = [MVPA at intervention start + intervention end]/2 – MVPA at baseline). Data analyses were performed using SPSS 26.0, and significance was declared at $P<.05$ (2-tailed).

**Results**

A total of 29 adults with ASD initially volunteered to participate in this study. Approximately 17% (5/29) of participants were eliminated before the start of data collection as they did not meet the eligibility criteria or lost study materials. The remaining 83% (24/29) of participants met the eligibility criteria and were enrolled in the study. Of the 24 participants, 3 (13%) from the PuzzleWalk group and 1 (4%) participant from the Google Fit group dropped out during either the intervention start or intervention end time point because of personal obligation (n=1, 4%), invalid monitor wear compliance (n=1, 4%), and restrictions on outdoor activities because of the COVID-19 pandemic (n=2, 8%). The retention rate was 83.3%. On the basis of the intention-to-treat standard, the baseline observation carried forward method was applied to these 4 cases; thus, no participants were lost after data collection was started. Overall, there were no statistically significant baseline differences between the 2 groups. The participant characteristics are presented in Table 2.

The average valid monitor wear for baseline, start of the intervention, and end of the intervention were for 5.8 (82.9%); SD 1.6) days, 5.7 (81.4%); SD 1.6) days, and 5.6 (80.0%); SD 1.4) days, respectively. Of the 24 participants, 13 (54%) at baseline, 10 (46%) at the start of the intervention, and 7 (35%) at the end of the intervention wore the monitor for the full 7 days. On average, participants wore the monitor for 14.4 (SD 1.7) hours per day, 14.3 (SD 2.1) hours per day, and 14.0 (SD 2.0) hours per day during each data collection period. Regarding anxiety occurrence, adults with ASD experienced anxiety more frequently during the late afternoon—between 3 PM and 7 PM. Overall, participants felt relatively less anxiety during the week of intervention start; however, this positive change was slightly diminished during the last week of intervention (Figure 3).

**Figures 4-7** show the descriptive statistics (mean and percentage change) for all outcome measures, including sedentary time, light PA, MVPA, steps, total activity counts, BAI score, and time spent on app use across the 3 data collection periods between the PuzzleWalk and Google Fit groups. The only baseline difference was in daily steps (PuzzleWalk mean 5157.3, SD 2987.2 steps per day, vs Google Fit mean 3094.0, SD 1506.1 steps per day; $P=.04$). There were no significant changes in any of the PA or sedentary time variables over time in either group. The app use time was significantly different between the 2 groups at intervention start ($P=.046$) and intervention end ($P=.045$). The PuzzleWalk group showed a significantly decreased time spent on app use at the start of the final intervention week ($P=.04$); however, the time increased at the end of the intervention ($P=.049$).

Repeated-measures ANCOVAs were performed with age, sex, and BMI as covariates to test if there was a time×group interaction effect between the 2 groups (Tables 3 and 4). There was a significant within-group change over time in sedentary time ($P=.003$) and MVPA ($P=.04$). PA app use was the only variable that resulted in statistically significant pairwise and overall between-group and time×group interaction differences. Specifically, PuzzleWalk participants showed a significant decrease in time spent on PA app use from the start of the intervention to the start of the eighth week (mean 203.5, SD 62.6 minutes per day, to mean 82.9, 38.2 minutes per day; $P=.008$); however, time significantly increased from the start of the eighth week to the end of the intervention (mean 82.9, SD 38.2 minutes per day, to 162.9, 48.3 minutes per day; $P=.01$). In addition, pairwise group differences were found to be statistically significant between PuzzleWalk and Google Fit groups at the start of the intervention (mean 203.5, SD 62.6 minutes per day, vs 12.9, 57.7 minutes per day; $P=.04$) and at the end of the intervention (mean 162.9, SD 48.3 minutes per day, vs 3.3, SD 44.5 minutes per day; $P=.03$) periods. When it comes to overall time×group interactions, there were significant overall between-group ($P=.04$) and time×group interaction ($P=.01$) effects on the time spent on PA app use, indicating that the overall increase in PA app use time was considerably higher in the PuzzleWalk group than in the Google Fit group.

Sedentary time was significantly negatively associated with MVPA ($P=.03$), steps ($P<.01$), and total activity counts ($P=.021$), whereas MVPA was positively associated with steps ($P<.01$) and total activity counts ($P<.01$) at baseline, and these relationships remained significant after the intervention. Anxiety level was not significantly associated with any PA variables or sedentary time at baseline but was changed to have a significant negative association with sedentary time ($P=.02$) and positive associations with light PA ($P=.045$), steps ($P=.03$), and total activity counts ($P=.045$) after the intervention (Table 5).
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Table 2. Baseline characteristics of study participants (N=24).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>PuzzleWalk (n=12)</th>
<th>Google Fit (n=12)</th>
<th>Total</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>27.1 (7.5)</td>
<td>31.9 (11.3)</td>
<td>29.5 (9.7)</td>
<td>.23</td>
</tr>
<tr>
<td>Age at diagnosis (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Early childhood (birth to age 5)</td>
<td>3 (25)</td>
<td>1 (8)</td>
<td>4 (17)</td>
<td>.74</td>
</tr>
<tr>
<td>Later childhood (age 6-11)</td>
<td>2 (17)</td>
<td>3 (25)</td>
<td>5 (21)</td>
<td>.74</td>
</tr>
<tr>
<td>Adolescence (age 12-17)</td>
<td>1 (8)</td>
<td>1 (8)</td>
<td>2 (8)</td>
<td>.74</td>
</tr>
<tr>
<td>Adulthood (age ≥18)</td>
<td>6 (50)</td>
<td>7 (58)</td>
<td>13 (54)</td>
<td>.74</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>9 (75)</td>
<td>6 (50)</td>
<td>15 (63)</td>
<td>.40</td>
</tr>
<tr>
<td>Autism symptoms (AQ-10 score(a,b), mean (SD)</td>
<td>7.9 (1.6)</td>
<td>8.6 (1.6)</td>
<td>8.3 (1.6)</td>
<td>.33</td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>32.2 (7.9)</td>
<td>30.3 (8.9)</td>
<td>31.3 (8.3)</td>
<td>.59</td>
</tr>
<tr>
<td>Waist circumference, mean (SD)</td>
<td>38.1 (5.5)</td>
<td>39.3 (5.7)</td>
<td>38.7 (5.5)</td>
<td>.63</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or General Education Diploma</td>
<td>0 (0)</td>
<td>4 (33)</td>
<td>4 (17)</td>
<td>.16</td>
</tr>
<tr>
<td>Some college</td>
<td>5 (42)</td>
<td>4 (33)</td>
<td>9 (38)</td>
<td>.16</td>
</tr>
<tr>
<td>College degree</td>
<td>6 (50)</td>
<td>3 (25)</td>
<td>9 (38)</td>
<td>.16</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>1 (8)</td>
<td>1 (8)</td>
<td>2 (8)</td>
<td>.16</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>1 (8)</td>
<td>4 (33)</td>
<td>5 (21)</td>
<td>.44</td>
</tr>
<tr>
<td>Nonpaid work (eg, volunteer)</td>
<td>1 (8)</td>
<td>2 (17)</td>
<td>3 (13)</td>
<td>.44</td>
</tr>
<tr>
<td>Keeping house or homemaker</td>
<td>1 (8)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>.44</td>
</tr>
<tr>
<td>Student</td>
<td>4 (33)</td>
<td>3 (25)</td>
<td>7 (29)</td>
<td>.44</td>
</tr>
<tr>
<td>Paid employment</td>
<td>5 (42)</td>
<td>3 (25)</td>
<td>8 (33)</td>
<td>.44</td>
</tr>
</tbody>
</table>

\(a\) AQ-10: Autism Spectrum Quotient 10-item.

\(b\) With a possible maximum score of 10, a higher score on the AQ-10 indicates the presence of more autism symptoms.
Figure 3. Time-specific occurrence of anxiety and perceived anxiety triggers from baseline to intervention end. Multiple answers were allowed for both questions. At least four responses to the Daily Anxiety Assessment were required for each 7-day data collection period. The loss of 4 participants during the intervention period was accounted for in the percentage calculation.
Figure 4. Between- and within-group comparisons of sedentary time and light physical activity. Data are presented as mean (percentage change from baseline).
Figure 5. Between- and within-group comparisons of moderate to vigorous physical activity and steps. Data are presented as mean (percentage change from baseline). *$P<.05$, between-group difference.
Figure 6. Between- and within-group comparisons of total activity counts and anxiety level. Data are presented as mean (percentage change from baseline).
**Figure 7.** Between- and within-group comparisons of app usage time. Data are presented as mean (percentage change from baseline). *P<.05, between-group difference; **P<.05, within-group difference.

**Table 3.** Summary of changes in PA$^a$ and anxiety from baseline to intervention end$^b$.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline, mean (SE)</th>
<th>Intervention start, mean (SE)</th>
<th>Intervention end, mean (SE)</th>
<th>Time, $F$ test ($\eta^2_{p}$; df=2.38)</th>
<th>Between-group, $F$ test ($\eta^2_{p}$; df=2.38)</th>
<th>Time$x$group, $F$ test ($\eta^2_{p}$; df=2.38)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sedentary time (minutes per day)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PuzzleWalk</td>
<td>644.0 (31.0)</td>
<td>635.8 (36.2)</td>
<td>627.1 (43.9)</td>
<td>6.83 (0.26)$^c$</td>
<td>1.96 (0.09)</td>
<td>0.13 (0.01)</td>
</tr>
<tr>
<td>Google Fit</td>
<td>567.5 (28.6)</td>
<td>572.9 (33.3)</td>
<td>557.3 (40.5)</td>
<td>6.83 (0.26)$^c$</td>
<td>1.96 (0.09)</td>
<td>0.13 (0.01)</td>
</tr>
<tr>
<td><strong>Light PA (minutes per day)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PuzzleWalk</td>
<td>226.2 (17.5)</td>
<td>220.5 (20.7)</td>
<td>220.7 (19.5)</td>
<td>0.23 (0.01)</td>
<td>0.02 (0.00)</td>
<td>0.24 (0.01)</td>
</tr>
<tr>
<td>Google Fit</td>
<td>215.6 (16.1)</td>
<td>217.3 (19.0)</td>
<td>224.4 (18.0)</td>
<td>0.23 (0.01)</td>
<td>0.02 (0.00)</td>
<td>0.24 (0.01)</td>
</tr>
<tr>
<td><strong>Moderate to vigorous PA (minutes per day)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PuzzleWalk</td>
<td>55.9 (9.2)</td>
<td>61.3 (11.2)</td>
<td>50.8 (9.1)</td>
<td>3.47 (0.15)$^c$</td>
<td>1.04 (0.05)</td>
<td>1.52 (0.07)</td>
</tr>
<tr>
<td>Google Fit</td>
<td>36.9 (8.5)</td>
<td>45.7 (10.3)</td>
<td>46.3 (8.4)</td>
<td>3.47 (0.15)$^c$</td>
<td>1.04 (0.05)</td>
<td>1.52 (0.07)</td>
</tr>
<tr>
<td><strong>Steps (steps per day)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PuzzleWalk</td>
<td>4815.9 (787.1)</td>
<td>5083.0 (892.8)</td>
<td>4298.6 (779.2)</td>
<td>1.80 (0.09)</td>
<td>1.28 (0.06)</td>
<td>1.71 (0.08)</td>
</tr>
<tr>
<td>Google Fit</td>
<td>3125.7 (725.1)</td>
<td>3609.1 (822.5)</td>
<td>3836.3 (717.9)</td>
<td>1.80 (0.09)</td>
<td>1.28 (0.06)</td>
<td>1.71 (0.08)</td>
</tr>
<tr>
<td><strong>Total activity count (counts per day)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PuzzleWalk</td>
<td>343,351 (42,869)</td>
<td>363,626 (50,927)</td>
<td>321,134 (47,377)</td>
<td>3.42 (0.15)</td>
<td>0.96 (0.05)</td>
<td>1.52 (0.07)</td>
</tr>
<tr>
<td>Google Fit</td>
<td>256,596 (39,328)</td>
<td>288,175 (46,917)</td>
<td>304,998 (43,647)</td>
<td>3.42 (0.15)</td>
<td>0.96 (0.05)</td>
<td>1.52 (0.07)</td>
</tr>
<tr>
<td><strong>Anxiety level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PuzzleWalk</td>
<td>17.3 (2.1)</td>
<td>16.2 (2.2)</td>
<td>14.5 (2.9)</td>
<td>2.78 (0.13)</td>
<td>0.02 (0.00)</td>
<td>0.32 (0.02)</td>
</tr>
<tr>
<td>Google Fit</td>
<td>17.6 (2.0)</td>
<td>16.5 (2.0)</td>
<td>12.9 (2.6)</td>
<td>2.78 (0.13)</td>
<td>0.02 (0.00)</td>
<td>0.32 (0.02)</td>
</tr>
</tbody>
</table>

$^a$PA: physical activity.

$^b$Estimated means (SE) for repeated-measures analysis of covariance when adjusted for age, sex, and BMI. $^cP<.05$, post hoc comparison within groups, between groups, or overall difference.
Table 4. Summary of changes in PA\(^a\) app use from the intervention start to the intervention end\(^b\).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention start, mean (SE)</th>
<th>Eighth-week start, mean (SE)</th>
<th>Eighth-week end, mean (SE)</th>
<th>Time, (F) test ((\eta^2_p); (df=2.38))</th>
<th>Between-group, (F) test ((\eta^2_p); (df=2.38))</th>
<th>Time×group, (F) test ((\eta^2_p); (df=2.38))</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PA app use (minutes per day)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PuzzleWalk</td>
<td>203.5 (62.6)c</td>
<td>82.9 (38.7)c</td>
<td>162.9 (48.3)c</td>
<td>0.80 (0.04)</td>
<td>4.37 (0.19)c</td>
<td>5.07 (0.21)f</td>
</tr>
<tr>
<td>Google Fit</td>
<td>12.9 (57.7)c</td>
<td>13.2 (35.7)c</td>
<td>3.3 (44.5)c</td>
<td>0.80 (0.04)</td>
<td>4.37 (0.19)c</td>
<td>5.07 (0.21)f</td>
</tr>
</tbody>
</table>

\(^a\)PA: physical activity.  
\(^b\)Estimated means (SE) for repeated-measures analysis of covariance when adjusted for age, sex, and BMI.  
\(^c\)P<.05, post hoc comparison within groups, between groups, or overall difference.

Table 5. Correlations between PA\(^a\) and anxiety at baseline and their changes over time\(^b\).

<table>
<thead>
<tr>
<th>Time point and assessments</th>
<th>Sedentary time (minutes per day)</th>
<th>Light PA (minutes per day)</th>
<th>MVPA(^c) (minutes per day)</th>
<th>Steps (steps per day)</th>
<th>TAC(^d) (counts per day)</th>
<th>Anxiety level</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sedentary time (minutes per day)</td>
<td>1.00</td>
<td>−0.18</td>
<td>−0.46(^e)</td>
<td>−0.53(^e)</td>
<td>−0.49(^e)</td>
<td>0.10</td>
</tr>
<tr>
<td>Light PA (minutes per day)</td>
<td>−0.18</td>
<td>1.00</td>
<td>0.20</td>
<td>0.17</td>
<td>0.33</td>
<td>0.11</td>
</tr>
<tr>
<td>MVPA (minutes per day)</td>
<td>−0.46(^e)</td>
<td>0.20</td>
<td>1.00</td>
<td>0.93(^f)</td>
<td>0.97(^f)</td>
<td>−0.21</td>
</tr>
<tr>
<td>Steps (steps per day)</td>
<td>−0.53(^f)</td>
<td>0.17</td>
<td>0.93(^f)</td>
<td>1.00</td>
<td>0.92(^f)</td>
<td>−0.21</td>
</tr>
<tr>
<td>TAC (counts per day)</td>
<td>−0.49(^e)</td>
<td>0.33</td>
<td>0.97(^f)</td>
<td>0.92(^f)</td>
<td>1.00</td>
<td>−0.22</td>
</tr>
<tr>
<td>Anxiety level</td>
<td>0.10</td>
<td>−0.11</td>
<td>−0.21</td>
<td>−0.21</td>
<td>−0.22</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Change</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sedentary time (minutes per day)</td>
<td>1.00</td>
<td>−0.27</td>
<td>−0.59(^f)</td>
<td>−0.66(^f)</td>
<td>−0.54</td>
<td>−0.49(^e)</td>
</tr>
<tr>
<td>Light PA (minutes per day)</td>
<td>−0.27</td>
<td>1.00</td>
<td>0.55(^f)</td>
<td>0.50(^f)</td>
<td>0.68(^f)</td>
<td>0.41(^e)</td>
</tr>
<tr>
<td>MVPA (minutes per day)</td>
<td>−0.59(^f)</td>
<td>0.55(^f)</td>
<td>1.00</td>
<td>0.91(^f)</td>
<td>0.90(^f)</td>
<td>0.40</td>
</tr>
<tr>
<td>Steps (steps per day)</td>
<td>−0.66(^f)</td>
<td>0.50(^f)</td>
<td>0.91(^f)</td>
<td>1.00</td>
<td>0.87(^f)</td>
<td>0.45(^e)</td>
</tr>
<tr>
<td>TAC (counts per day)</td>
<td>−0.54(^f)</td>
<td>0.68(^f)</td>
<td>0.90(^f)</td>
<td>0.87(^f)</td>
<td>1.00</td>
<td>0.41(^e)</td>
</tr>
<tr>
<td>Anxiety level</td>
<td>−0.49(^e)</td>
<td>0.41(^e)</td>
<td>0.40</td>
<td>0.45(^e)</td>
<td>0.41(^e)</td>
<td>1.00</td>
</tr>
</tbody>
</table>

\(^a\)PA: physical activity.  
\(^b\)Data are presented as Spearman correlation coefficients, \(r_s\).  
\(^c\)MVPA: moderate to vigorous physical activity.  
\(^d\)TAC: total activity count.  
\(^e\)P<.05.  
\(^f\)P<.01.

Discussion

Principal Findings

The findings from this feasibility study indicate that gamified PA-promoting mobile apps can be an effective tool for decreasing sedentary time and increasing MVPA in intellectually able adults with ASD. Notably, the PuzzleWalk mobile app, developed using BCTs and autism-specific design elements, was comparable with the commercially popular Google Fit in inducing changes in PA and sedentary time. However, the positive improvements in PA and sedentary time did not significantly reduce anxiety levels, although overall anxiety severity for participants with ASD was positively changed from moderate to mild at the end of the intervention.

It appears that intellectually able adults with ASD can benefit similarly from both commercially available and best practice–guided PA mobile apps. Although there were no significant differences in PA and sedentary time between the 2 groups, there were varying trends in the data according to groups, which are worthy of mention. In the PuzzleWalk group, there was a downward trend in sedentary time and a short-term upward trend in MVPA, step count, and total activity count. Conversely, there was a slight intervention-induced increase in light PA and a clear upward trend in steps and total activity counts in the Google Fit group. These observations, in
conjunction with the significantly greater time spent on app use in the PuzzleWalk group compared with the Google Fit group, suggest that the specific research-based design elements of PuzzleWalk, including BCTs and competitive gamification, may pose an advantage over commercially popular apps that do not incorporate these elements. As shown in previous gamified PA interventions for neurotypical samples, adding competition elements to the intervention may be more effective in inducing PA or sedentary behavior changes than collaboration when there are no social connections among users [88,89]. It is of interest to see whether these trends are enhanced in a larger sample of adults with ASD.

Increasing evidence suggests that mobile app interventions can be effective in promoting PA mostly in the short term (eg, up to 3 months) [86]. In a recent study, the short- and long-term effects of a mobile phone–based PA app, together with brief in-person counseling, were evaluated for PA behavior change among inactive middle-aged women (n=210). The findings of this randomized clinical trial indicated that the intervention group’s MVPA and total steps were significantly increased during the first 3-month intervention period, although the intervention effect was not maintained in the following 6 months [88]. Similar results of regression fallacy have been reported in earlier randomized controlled trials that examined the efficacy of smartphone sensor–based interventions on PA promotion in healthy adults, which found a substantial PA decline during long-term follow-up [83,89]. Given that adherence and engagement in mobile app interventions generally decline before 3 months [33,86], the attenuation of intervention effects observed in this study (ie, regression of PA outcomes at the intervention end) may correspond with the overall decline in time spent on PA app use during the intervention period. As such, it is critical for mobile app interventions to maximize participant engagement with the app and exposure to the intervention through additional health behavior management strategies such as motivational short message services and telephone coaching [86,90].

This study aimed to identify an anxiety treatment adjunct to, and not in replacement of, conventional therapies. The overall anxiety level decreased from moderate to mild, with decreases in sedentary time and increases in PA over time, in both groups. Although this change was not statistically significant, it may be of clinical or personal value to adults with ASD. A recent review and meta-analysis reported that PA may have a protective effect against anxiety symptoms and disorders; however, the authors cautioned against drawing firm conclusions because of the limited and heterogenic available research [1]. Kim et al [91] recently reported that the optimal range of PA for decreasing anxiety symptoms was 600 to 9000 metabolic equivalents (METs) minutes per week and 1200 to 3000 METs minutes per week for neurotypical men and women, respectively [91]. Individuals with ASD in this study had mean PA levels of 569.9 (SD 45.6) METs minutes per week at the intervention end, which did not meet this criterion [92]; therefore, the intervention-induced changes in PA may have been insufficient to further affect anxiety levels. In addition, many adults with ASD have difficulty articulating their emotions and feelings, and this could have affected the ability of participants in this study to report the full extent of their anxiety symptoms [93]. Despite the lack of robust outcomes regarding intervention effectiveness, additional research on the long-term effects of PA interventions as a simple and economical way of alleviating the health burden of anxiety in adults with ASD is encouraged.

Interestingly, small intervention-induced changes in PA, sedentary time, and anxiety were unfavorably associated. Increases in light PA, steps, and total activity counts and decreases in sedentary time were associated with increased anxiety in adults with ASD. This is contrary to the preponderance of research and a general understanding of the relationships among PA, sedentary time, and anxiety [24,94]. Previous studies have shown that anxiety symptoms are associated with low PA levels and increased sedentary time [95]. Furthermore, Lee et al [96] found that adults with ASD reporting higher sedentary time had increased odds of developing physical and mental health conditions, including anxiety, associated with cardiovascular risk. The underlying mechanisms that explain the relationship between PA, sedentary time, and anxiety are understudied [1]; however, a potential explanation for the findings in this study is that PA-related social situations and environmental changes may have negatively contributed to anxiety symptoms in the sample [7,97]. Confusion and worries about social and communication situations were common anxiety triggers in adults with ASD in this study, as has been previously reported among those with ASD who are often self-aware of their incompetence and difficulty in social situations [7,65,97,98]. As the mobile apps used in this study prompted outdoor walking, which is difficult to perform in social isolation, it is reasonable to conclude that the prospect of entering the public to walk could have elevated anxiety in study participants. Specific types of anxiety were not assessed in this study; however, Hollocks et al [4] found that social phobia was a highly prevalent type of anxiety disorder in adults with ASD. Therefore, future efforts to study PA and sedentary time interventions for this population must consider the social expectations of the prescribed activity.

The major strengths of this study include (1) the use of a covariate-adaptive randomized controlled trial design to control the influence of covariates in the results [99], (2) objective assessment of PA and sedentary time, and (3) relatively good adherence to the study protocol and low attrition. Limitations include a small sample size; the use of self-report for the assessment of anxiety symptoms and app use time; and potential underestimation of PA, as accelerometry cannot accurately detect bicycling, swimming, and other upper-body movements [100]. Regardless, this feasibility, proof-of-concept study demonstrated that intellectually able adults with ASD could favor a gamified PA-promoting mobile app, and this use can induce small improvements in PA, sedentary time, and anxiety, which are worthy of further investigation.

Conclusions

This study demonstrates that a gamified BCT-based mobile app, PuzzleWalk, may be able to decrease the level of sedentary time and create a short-term impact on increasing MVPA, daily steps, and total activity counts among adults with ASD. However, the findings also suggest that anxiety in adults with ASD was
unfavorably related to increased light PA, steps, and total activity counts and decreased sedentary time after the intervention. Further longitudinal research is warranted to evaluate the long-term efficacy of PuzzleWalk in improving physical and mental health and to elucidate the underlying mechanisms that explain the roles of PA and sedentary time in changing anxiety symptoms in adults with ASD. Given the promising usability of a gamified app as a supplementary behavior change tactic, it is recommended that the design elements of mobile health interventions be user centered to meet the unique needs and leverage the strengths of the target population (eg, visual support for users with autism). Furthermore, as supported by many previous findings, mobile health interventions should focus on increasing sustainability and long-term behavior change that can continuously promote regular PA participation. Finally, there is a need for more experimental studies conducted in real-world settings to verify the evidence for gamification and other BCTs in underserved populations [62].
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Abstract

Background: The application of cell phones, similar portable devices (ie, tablets), apps, the internet, and GPS in evaluation have established new ways of collecting, storing, retrieving, transmitting, and processing data or information. However, evidence is incipient as to which technological resources remain at the center of assessment practice and the factors that promote their use by the assessment community.

Objective: This study aimed to analyze the relationship between the use of the National Program for Improving Primary Healthcare Access and Quality’s (PMAQ-AB; Programa Nacional de Melhoria do Acesso e da Qualidade da Atenção Básica) mobile app and management system and the external evaluation quality of Brazil’s PMAQ-AB.

Methods: We conducted a qualitative case study during the external evaluation of Brazil’s PMAQ-AB. Data collection consisted of interviews, focus groups, and document analysis. A total of 7 members from the Department of Primary Care of the Ministry of Health and 47 researchers from various higher education and research institutions across the country participated in the study. Data were categorized using the ATLAS.ti software program, according to the quality standards of the Joint Committee on Standards for Educational Evaluation, following the content analysis approach by Bardin.

Results: The results related to feasibility, thematic scope, field activity management, standardized data collection, data consistency, and transparency. They demonstrated improvements and opportunities for advancements in evaluation mediated by the use of information technology (IT), favored the emergence of new practices and remodeling of existing ones, and took into account the multiple components required by the complex assessment of access and quality in primary health care. Difficulties in technology operation, inoperative systems, and lack of investment in equipment and human resources posed challenges to increasing the effectiveness of IT in evaluation.

Conclusions: The use of technology-based tools—the app and the management system—during the external evaluation offered evaluators a greater opportunity for stakeholder engagement. This also allowed the insertion of different organizational, operational,
and methodological components that are capable of triggering influences and confluences. In addition, this allowed connections in collaborative and synergistic networks to increase the quality and allow the development of a more consistent and efficient evaluation process with greater possibility of incorporating the results into public health policies.

**(JMIR Form Res 2022;6(7):e35996)** doi:10.2196/35996
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**Introduction**

There has been a remarkable increase in investments in, and access to, information technology (IT) globally [1]. The application of cell phones, similar portable devices (ie, tablets), apps, information management systems, the internet, and GPS has expanded in evaluations [2], helping to overcome challenges related to time, resources, and limited data quality [2-4]. Technological tools currently available for evaluators are mainly used for data collection, management, storage, processing, and retrieval [5-7], as well as for improving coverage, accuracy, efficiency, and efficacy of evaluations, adding value to the information that is produced, which supports management decisions [3,4,7].

A growing demand from the national government in Brazil for improved data on primary health care (PHC) has boosted the development of new technology-based tools—an app and a management system [8]—which were then applied in the external evaluation of Brazil’s National Program for Improving Primary Healthcare Access and Quality (PMAQ-AB; Programa Nacional de Melhoria do Acesso e da Qualidade da Atenção Básica) in its three cycles: 2011-2012, 2013-2014, and 2015-2019. The evaluation consisted of interviews with PHC teams and observations of infrastructure and functioning. Thus, a total of 42,975 PHC teams from 5570 Brazilian municipalities were evaluated in the last evaluation cycle [9,10].

Therefore, the external evaluation of the PMAQ-AB used IT through an app (ie, a PMAQ-AB instrument) that was developed for this purpose and was accessible via tablets in order to overcome the challenges of improving the availability, quality, and understanding of data related to PHC access and quality in Brazil. It enabled online and offline use and data transference to a cloud management platform. Furthermore, the External Evaluation Management System (EEMS) [11] was implemented, and it enabled monitoring and management of field data collection, guaranteeing shorter decision-making time [8,12]. The use of components and technological resources brought knowledge updates to the evaluation team to achieve the objectives proposed by the evaluation. **Textbox 1** describes some features of the PMAQ-AB external evaluation app and the EEMS.

**Textbox 1. Features of the PMAQ-AB app and the External Evaluation Management System.**

**National Program for Improving Primary Healthcare Access and Quality (PMAQ-AB) mobile app for external evaluation:**
- Control of access to the app: access to the app after the interviewer has previously registered
- Control of feasibility of the evaluation app: filling in the identification details of the team of evaluators and the team to be evaluated
- Control of the evaluation app: it is mandatory to have answers to all questions
- Management of the conducted evaluations: this allows sending the finalized evaluations, viewing the obtained metadata, and viewing the location obtained by the GPS
- Finalization of evaluations: the questionnaire is finalized and locked for editing and is then ready to be sent
- Submission of evaluations: all evaluation data are transmitted to a cloud management system, requiring internet access at the time of submission
- Field diary: communication channel between supervisors and their interviewers

**External Evaluation Management System:**
- Monitoring panel: allows the external assessment to be viewed as it happens
- Registration of the fieldwork team, which would allow access to the external evaluation app
- Filling in the field diary if the user is a supervisor
- Verification of the consistency of the data collected by the evaluators
- The evaluations can be accompanied by the general coordinator while conducting the external evaluation
- Conflict regarding questionnaires: managing the resubmission of assessments; the supervisor must determine which is the correct submission among those sent

The use of software can support external evaluations, but its applicability brings new ethical and methodological challenges that experts need to face so that the use of tools, platforms, and digital approaches reach their full potential [2,13]. The growing...
incorporation of IT into work processes, driven by the accelerated evolution and variety of technological innovations, requires evaluators to use specific knowledge, means, techniques, and equipment. Since technology can influence the relationships, norms, practices, and aims of evaluation, it cannot be considered a neutral and random organizational phenomenon [14].

Advances in the understanding of which technological elements remain at the core of evaluation practice and the factors that promote their use by the evaluation community are needed [15]. Technologies are continuously changing; therefore, seeking evidence to elucidate the impacts and the reasons for their application may yield relevant contributions to the evaluation field [16]. Studies indicate the need for a systematic follow-up of technological trends and their influence on the roles and responsibilities of evaluators [2,15,17]. Moreover, only a few empirical studies have focused on the interaction between evaluators and technologies, mainly from the perspective of how this interaction facilitates or hampers quality standards needed for evaluations, which attribute value or merit to promote successful health care policies or programs. Therefore, evaluating the theoretical and methodological basis of the evaluation (ie, a meta-evaluation) is needed to understand the extent of success, which can be guided by quality standards [18-22].

It is also important to emphasize that the success or failure of IT implementation mainly depends on the relationships that are established during its use in practice [23]. Considering the importance of adopting technological innovations for evaluations with broad scopes and extensive territorial coverage—including remote areas, such as the external evaluation of the PMAQ-AB—this study aimed to analyze the relationship between the use of the PMAQ-AB mobile app and management system and the external evaluation quality of Brazil’s PMAQ-AB.

Methods

Study Design

We conducted a summative meta-evaluation [21,22] after the assessment process was completed. To do so, we carried out a qualitative case study [24] from the perspective that its use would enable analyzing complex social phenomena in depth and in the context of the real world.

The theory that underlies this analysis is sociomateriality [25], which recognizes the importance of relationships and interactions between the social and the material; it emerges as a theoretical approach that can contribute to giving visibility to the understanding of IT in evaluative practices.

A meta-evaluation was performed in the context of the coordination of the PMAQ-AB external evaluation. Higher education and research institutions and the Department of Primary Care of the Ministry of Health (Departamento de Atenção Básica [DAB]–Ministério da Saúde [MS]) conducted the evaluations from the three cycles. Data collection occurred between July 2018 and December 2019 at the DAB-MS, Brasilia, and the main campuses of higher education and research institutions in Pelotas, Belo Horizonte, Rio de Janeiro, Salvador, Teresina, and Aracaju, Brazil.

The EEMS was intentionally chosen due to its innovative technological system and for being an important step in the large, complex, and innovative payment program (PMAQ-AB) that takes into account the performance of PHC teams [8-10].

Study Sample

We initially conducted a document study. We analyzed documents with public access that discussed external evaluation of the PMAQ-AB or those that were available at the DAB-MS for the purpose of training the fieldwork team. In this sense, the documents were used as communicative devices to elucidate the observed event. Thus, four documents regarding the third evaluative cycle that were published between 2017 and 2019 were included, and documents regarding the two previous cycles were excluded because their content was repetitive, as shown in Table 1.

Table 1. Documents used for data collection.

<table>
<thead>
<tr>
<th>Document no.</th>
<th>Document title</th>
<th>Document type</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>PMAQ-AB Application: User Manual; Laboratory of Technological Innovation in Health, Federal University of Rio Grande do Norte</td>
<td>Manual on the use of the external evaluation data collection app made available and used for training the fieldwork team</td>
</tr>
<tr>
<td>D2</td>
<td>Field Management System: User Manual; Laboratory of Technological Innovation in Health, Federal University of Rio Grande do Norte</td>
<td>Manual on the External Evaluation Management System made available and used for training the fieldwork team</td>
</tr>
<tr>
<td>D3</td>
<td>Manual for PMAQ-AB Fieldwork: 3rd Cycle [12]</td>
<td>Aims to present the PMAQ-AB</td>
</tr>
<tr>
<td>D4</td>
<td>Methodological Note for the Certification of Primary Healthcare Teams [10]</td>
<td>Aims to present the applied methodology to certify teams that joined the third PMAQ-AB cycle</td>
</tr>
</tbody>
</table>

aNational Program for Improving Primary Healthcare Access and Quality (Programa Nacional de Melhoria do Acesso e da Qualidade da Atenção Básica).
We used a purposive sample of 54 participants: 7 from the DAB-MS (1 coordinator and 6 technicians) and 47 from higher education and research institutions (6 coordinators and 41 researchers). Participants were part of the PMAQ-AB external evaluation team (third cycle).

**Instrument Construction**

The Item Matrix for Evaluating the External Evaluation of Primary Health Care [26] was used to elaborate our data collection instrument. Dimensions, subdimensions, items, and questions that were used to guide data collection were extracted (Table 2).

**Table 2. Dimensions, subdimensions, items, and guiding questions used to collect data on the use of information technology in the evaluation of access and quality of primary health care, Brazil, 2020.**

<table>
<thead>
<tr>
<th>Dimensions and subdimensions</th>
<th>Items</th>
<th>Guiding questions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stakeholder engagement</strong></td>
<td>• Stakeholder identification (utility)</td>
<td>• Stakeholder identification</td>
</tr>
<tr>
<td></td>
<td>• Evaluator credibility (utility)</td>
<td>• Degree of stakeholder involvement and interaction, and participation mechanisms</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Comment on the degree of involvement and interaction and the participation mechanisms needed to identify the needs of interested parties and those affected by the claimant (Department of Primary Care) in the external assessment.</td>
</tr>
<tr>
<td><strong>Evaluation design</strong></td>
<td>• Practical procedures (feasibility)</td>
<td>• Mechanisms for following the PMAQ-AB³ external evaluation</td>
</tr>
<tr>
<td></td>
<td>• Evaluation impact (utility)</td>
<td>• Viability and feasibility of operational and methodological procedures</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• In your opinion, did the use of the interview as a data collection technique provide credibility to the data collected in the external evaluation?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• In your opinion, were there any strategies for monitoring the evaluation by the interested parties during the external evaluation?</td>
</tr>
<tr>
<td><strong>Evidence systematization and analysis</strong></td>
<td>• Information scope and selection (utility)</td>
<td>• Credibility of collected data through data collection technique</td>
</tr>
<tr>
<td></td>
<td>• Valid information (accuracy)</td>
<td>• Reaching useful, valid results through data collection procedures</td>
</tr>
<tr>
<td></td>
<td>• Systematic information (accuracy)</td>
<td>• Use of tablets and software programs to increase credibility, trustworthiness, agility, and security in the process of administering questionnaires and in data storage and treatment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Comment on the feasibility and viability of the operating procedures adopted during the external assessment to gather information.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Did the information technology tools (tablets and software) used during the external evaluation enable credibility, reliability, agility, and security in the process of applying the external evaluation questionnaires?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Were the data collection procedures adequate to achieve useful and valid results?</td>
</tr>
</tbody>
</table>


**Data Collection Procedures**

We conducted seven semistructured interviews: one with the coordinator of the General Commission for Monitoring and Evaluation of Primary Healthcare from the DAB-MS and six with the coordinators of higher education and research institutions. We conducted focus groups, following the method by Kitzinger [27], with one moderator and one rapporteur. Seven focus groups were conducted: one group included 7 members from the DAB-MS, and each of six groups included at least 6 researchers from the PMAQ-AB external evaluation.

Interviews and focus groups were audio recorded for approximately 1 hour. Notes were taken by the moderator in the focus group; however, few notes summarizing answers were taken. All material was transcribed, and transcripts were read and compared with the original recording immediately following the focus group. Each interview and focus group was identified using “I” or “FG,” respectively, followed by the sequential data collection number (eg, 1, 2, ..., n). I-DAB and FG-DAB identified the evaluation members from the DAB-MS. The textual fragments extracted from each document (D) were identified by the reading sequence of the documents (ie, D1, D2, D3, and D4), as shown in Table 1.

**Data Analysis**

Content analysis, according to Bardin [28], was performed using the ATLAS.ti software program (version 8.4.24; Informer Technologies, Inc). First, interviews, focus groups, and documents were transcribed and imported into the software. A peer-review strategy was used, including a group of 6 researchers (OdGBJ, LMdFM, CSM, MBdS, NdSPDR, and TXdAP), to select citations (ie, context units) and link them to specific codes (ie, recording units). At this stage, comments were given to facilitate comprehension, and initial systematization of ideas was performed to interpret the collected information. Second, reports were developed and submitted to be assessed by 2 researchers (PdMR and SAdCU) in order to validate the linkage between citations and codes.
Following data codification, we selected and extracted citations, codes, and code groups representing dimensions, subdimensions, and items a priori for this study. The analyzed material was organized into two thematic categories: (1) technological and organizational infrastructure adding value to the utility of external evaluation and (2) use of IT and paths for feasibility and accuracy of external evaluation.
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Results

Credibility of the External Evaluator and Organization of the Fieldwork Team

The higher education and research institutions constitute the main institutional support for research and the training of researchers. They establish research and technology centers in the country with the capacity to meet the operational needs of external evaluation. The technological resources used in the fieldwork result from the cooperation established with the higher education and research institutions. This demonstrates that the DAB-MS was cautious about the evaluators’ expertise in terms of evaluative research, production, and IT application (ie, assessment focus), as set out below:

The higher education and research institutions have an organizational structure to conduct data collection that defines a common profile of professional attributions to operate during the external evaluation phase. [D3]

The higher education and research institutions play a prominent role in the external evaluation of the PMAQ-AB, as they are prepared to develop research processes from conception to consolidation of data analysis and results, despite logistical challenges. [I2]

The operationalization of the external evaluation using IT required complex logistics that encouraged clear and objective communication between team members, delimiting the scope of work for each one. The documents analyzed in this study emphasize that the organizational structure and the definition of roles for the fieldwork team are fundamental for developing the evaluation and obtaining good results from the field activity.

The team that performs the evaluation is composed of a field coordinator, supervisors, and interviewers. Understanding the roles of team members, workflows and responsibilities point to progress in the work process and in the qualification of the obtained data. The application of the external assessment instruments in loco with the team of professionals and users was carried out by the interviewers with the help of tablets. [D3]

The analyzed documents emphasize that the data obtained through interviews with professionals and users were generally used to certify the PHC teams and to improve public health policies; however, some participants considered the importance of external evaluation results to be an important database that could guide teaching and stimulate research on PHC in Brazil. This was particularly evident in the interview with the DAB-MS.

The results of the external evaluation served to certify the teams and guide the improvement of public health policies. [D4]

It is one of the main databases to understand, study, investigate, and analyze what is happening in primary health care in Brazil. [I-DAB]

Regarding data collection at the national level, the result of which will imply payment for performance, the documents analyzed in this study emphasized the importance of maintaining transparency and efficiency throughout the external evaluation process of the PMAQ-AB. Considering the issues inherent to the dynamics and complexity encountered in the field, a partnership with the higher education and research institutions was proposed due to their ability to promote the organization of actions developed by the work team.

PMAQ-AB Mobile App: Comprehensive Evaluation With a Wide Thematic Scope

An electronic modality was chosen, with data collected and sent through a specific app developed for use on a tablet. It is stated in one of the analyzed documents that the app can improve the performance of evaluators, facilitate data collection, and optimize transmission.

The External Evaluation of the PMAQ app aims to be a fundamental tool for data collection across the country. It was developed to simplify data collection, facilitate its use, and allow a better experience by the end user. [D1]

Interview and focus group participants highlighted that the external evaluation of the PMAQ-AB app, which was available for mobile devices (ie, tablets), made data collection across the country feasible, boosted field activity, reached a large number of respondents, and broadened coverage and evaluation scope. According to the documents analyzed, 42,975 PHC health teams from 5570 Brazilian municipalities were evaluated, in loco and simultaneously. The external evaluation instrument is composed of 903 questions.

The move from a paper tool to a tablet has supported advanced data collection as it is a comprehensive territory with broad coverage of teams to be assessed. [FG1]

Technology helped with data collection and processing to cover as many variables as possible. [I3]
PMAQ-AB Mobile App: Validation Structure and Obtaining Valid Results

The PMAQ-AB app allowed automatic verification of data consistency. Validation rules were established within the evaluation instrument to avoid entering incorrect information, with specific criteria for filling in the field, valid records, and expected input values to guarantee the integrity of the entered data, as illustrated in the following quote:

*In the external evaluation tool, validation is related to fill-in of blanks (answers to patterns). Validation criteria are a) expected value typed in the tool; b) size of answer (number of characters); c) lack of information when the question is “non-applicable.” [D3]*

Within this validation framework, an additional strategy was to create a duplicate questionnaire notification system, in which the app accused the interviewer of the existence of a conflicting evaluation in the database. Duplication of questionnaires leads to data inconsistency, as illustrated in the following quote:

*Interviewers will be notified of duplicated questionnaires during submission. An alert informing the existence of an equivalent module filled for that team will appear in the external evaluation tool. [D3]*

GPS was used to obtain the coordinates of the units that would participate in the external assessment to improve field activity. For some participants, this strategy could improve field activity by monitoring the location of interviewers during data collection, as noted below:

*GPS was a technological advance used to improve field activity, identifying whether data are being collected at the defined location. [FG5]*

The Development of the EEMS as a Resource for Managing the Evaluation Practice

The implementation of the EEMS appears in the analyzed documents as being strategic for online monitoring of data collection. The follow-up took place through reports, visualization of graphs, and the status of completed assessments. Access to the system is public, allowing monitoring by managers and local workers. The system has restricted access for higher education and research institutions. The documents emphasize that with restricted access, it was possible to obtain an overview of the field, generate statistics and fieldwork diaries, and download the evaluations carried out.

*EEMS was developed to allow follow-up and management of field data collection and development of reports containing information collected in real time, facilitating management of higher education and research institutions. [D3]*

The EEMS allowed supervisors and coordinators, even though they were not in the territory, to have daily control of the interviewers’ activities during data collection. It was possible to identify and resolve inconsistencies, pending issues, and errors with the information recorded and sent after the application of the questionnaires, thereby increasing the accuracy of the data at each cycle. This was particularly evident in the focus groups.

*The management system allowed daily control of collected data and follow-up of daily demand, reducing the number of inconsistencies after data collection; in many situations, we already had the answers to the problem. [FG4]*

*After sending data, they could be tracked using the platform. We could check time and inconsistencies, even though you were not in the field. The platform could resolve issues or observe what could be wrong out in the field. [FG2]*

*EEMS could establish alerts in case the questionnaires were filled by the interviewer at an incoherent time or time interval estimated for its completion. [D3]*

Data consistency was verified by the evaluators according to the guidelines defined in the protocol for the analysis of the consistency and validation of collected data endorsed by the administration and teaching and research institutions. The parameters required by the app and the EEMS were defined a priori by the DAB-MS.

Use of IT: Skills Development, Inclusion of New Actors, and Possible Planning and Execution Problems

The use of IT has brought new training and learning opportunities for evaluators, often developing unusual skills. Considering the technological tools used to carry out the external evaluation of the PMAQ-AB, the documents highlight that training and simulation were fundamental for standardizing field activity throughout the country.

*Presentation of registration tools and daily monitoring of field activity with EEMS demonstrations for all access profiles. Presentation of materials and tools for field activity. Simulation of use of electronic equipment and EEMS. [D3]*

Despite the existence of training and education in essential content and basic precepts for understanding and acting in the field, in some focus groups, questions were raised about the lack of knowledge of some functionalities offered by the EEMS, which were known during the field activity. Monitoring the
development and implementation of technology is essential for participants to minimize problems related to its applicability in practice.

Technological problems could be fixed if we were following the evolution and implementation of technology. When we joined the database and the validator, we were unable to identify the location of the inconsistencies in the management system. Little by little, we got to know their functions. [FG6]

When the tablets were chosen to carry out the evaluation, the need became clear for investments in infrastructure (ie, hardware) for large-scale acquisition, due to the territorial extension of Brazil and the number of evaluations to be carried out simultaneously. Budgetary restrictions often do not allow for the acquisition of equipment with guaranteed use, making it difficult to carry out the evaluation, as one interviewee commented:

When we think about IT, tablets have a lifespan that cannot be ignored in the field and, as always, we work at the operational limit of tablets due to a lack of resources. We always have to consider the costs to ensure the hardware works and allows us to carry out the assessment. [15]

The app used by the external evaluation was developed from the principle of facilitating and simplifying the process of collecting and sending data; however, some flaws were found in the app due to installation of its updates during the field activity. To address this and other issues, an IT team was included in the external assessment, as exemplified in the following quote:

The number of updates caused the app to malfunction. The IT support team at our institution resolved the issues. [FG6]

Discussion

Principal Findings

According to the results, evaluators interacted with people and with important technological components during the external evaluation of the PMAQ-AB, triggering influences, confluenes, and collaborative and synergistic connections to increase evaluation quality. Technological resources made it possible to carry out the external evaluation of the PMAQ-AB across the country, supported operationalization of an evaluation with a broad thematic scope, provided resources for managing field activity, minimized errors, accelerated and standardized data collection, ensured information comprehensiveness with minimum inconsistencies, and allowed useful and valid results for team certification, health policies, and research.

Mobile technology with a specific app contributed to data collection following the objectives and expectations of all involved in the evaluation. Available resources were sufficient to provide rigorous application of a new external evaluation questionnaire, automatic verification of data consistency, and simplification of the work process in the field. Technology can also be used to guarantee quality and transparency during the evaluative practice.

The EEMS collected the data from the finalized evaluation, enabled the coordination of the teams, and monitored the application of the instrument throughout the national territory. We highlight the ability to provide an overview of evaluations to the public, a daily registry of field activity, and management of resending the applied questionnaires among available resources. Difficulties could be identified, modified, and adjusted during data collection almost in real time. According to the results, the EEMS increased evaluation efficiency, reduced errors, and supported evaluators with a structure to manage the evaluative practice.

The collaboration between management and higher education and research institutions conferred credibility to incorporate IT into the evaluation. We highlighted the involvement of higher education and research institutions as important social actors for the external evaluation of the PMAQ-AB; their expertise added value to findings because they were evaluators who were external to the DAB-MS. Participation of higher education and research institutions during development and improvement of the EEMS was also emphasized, providing rules and resources for controlling field activity.

Presentation of materials and tools for data collection, attitudes and behaviors from human actors, and simulation of technology in the external evaluation of the PMAQ-AB are inherent to the learning process and were reflected in the application of the tool for data collection, standardized field activity, and improved communication.

Despite benefits, interaction with the mobile app and the EEMS during field activity presented challenges in the external evaluation of the PMAQ-AB. Factors such as technical aptitude, difficulties in technology operation, occasional system failure, and lack of investments in equipment and human resources were reported as potential barriers to increased efficiency of IT during evaluation.

Integration of Findings With the Current Literature

Enhanced efficiency and efficacy of data collection and accuracy are among the potential benefits of technology for evaluation practice [6,7,15,29,30], thus overcoming challenges related to timing, resources, and restrictions concerning data quality [2-4]. Technology also allows adjustments during evaluation, improves interventions and results, ensures feasible evaluations [6], ensures broad coverage during data collection (ie, inclusion of vulnerable groups and those who are difficult to reach) [2], and brings new voices and social participation (ie, diverse information) [6]. Technology can facilitate integration of different data sources to create a more comprehensive evaluation system [3], store large amounts of data [31], facilitate access and rapid exchange of information [1,4,32], and encourage evaluators to share public data [6].

Functionality within the PMAQ-AB app allowed better integration of information, minimum inconsistencies, and secure data collection. Evaluators and app developers must guarantee adequate storage (ie, server security) [3], mainly due to the possibility of storing large amounts of data.

Consistencies are automatically verified with the advancement of digitalized evaluation, and data presenting discrepancies can
be identified during collection, contributing to their integrity [30]. Some authors consider app development relevant because the questionnaire can be applied in specific time intervals, and unanswered questions are signaled to the interviewer [3]. This scenario of greater control due to technology can create opportunities to improve the accountability of those involved with the evaluation [29].

Establishing a protocol for data management before initiating data collection increases efficiency, reduces errors, and supports evaluators with a structure adjusted to deal with challenges. This protocol must be shared with the entire team during evaluation planning [3]. Management and follow-up are conducted online by a leading researcher or leader of the evaluation team when interviewers conduct several evaluations. They are responsible for verifying data and identifying errors during data collection. Real-time feedback can also be provided in case of inconsistencies [5,6,30].

Regarding challenges for IT, the literature points out efficiency during the evaluation, the lack of technical ability [3], hardware malfunction [33], low institutional capacity due to insufficient budget to include technology into their operations, and difficulties regarding technological implementation [34]. Findings of what works and does not work should also be presented because this can help individuals and organizations to understand information, share learned lessons, make decisions, and continue progress [30].

Implications for Practice Emerging From This Work

The inclusion of new technologies into organizations influences new practices or reshapes existing practices [35,36]. The success of implementing information technology depends on interactions during the process and the final product. The use of different tools and processes aims to enhance and guarantee the quality of the evaluators’ practice, and some of these efforts reflect existing structures [37].

The independence of the evaluator in the development and application of technological resources in conducting an evaluation also implies credibility for the collected data [38]. Implantation of systems for data collection management ensures credibility, use of the evaluation [39], and development of more participative and democratic evaluative approaches [40]. Technology can play a central role in evaluation management.

Although evaluators prefer the inclusion of technology due to the above-mentioned advantages, evaluative practices may require unusual demands (ie, knowledge and abilities). The development of evaluators’ competencies is fundamental for facing potential challenges related to technology [41]. Therefore, specific training regarding the system (ie, how to solve common problems or obtain additional technical support) must be included in the initial evaluative planning. Development of data security and interpersonal abilities is also relevant, both at individual evaluator and organizational levels [40].

Limitations of This Study

Collaboration between the DAB-MS and higher education and research institutions was successful during the meta-evaluation of the PMAQ-AB external evaluation. However, the inclusion of stakeholders (eg, municipal managers, health professionals, and users from PHC) would enhance the inclusiveness of the evaluation and broaden results. This inclusion was not feasible in this study, mainly because a meta-evaluation of the PMAQ-AB was not expected. An additional limitation of this study was the exclusion of software developers, hindering the understanding of technological points relevant to its applicability. This research fills a gap in empirical studies on the use of IT conceived from its sociomateriality and its effects on the quality of evaluative and meta-evaluative practices.

Conclusions

This study demonstrated that incorporating technology-based tools—the PMAQ-AB mobile app and the EEMS—during an external evaluation for data collection conferred utility, feasibility, and accuracy to the external evaluation of the PMAQ-AB. Implantation of technological resources was important to enhance the health evaluative system, with a reduction in operational and administrative costs; homogenization of data collection, guaranteeing data security and integrity; and optimized time and information flow. Cost-effective and clever use of technology offered evaluators a chance to include stakeholders and operational and methodological components that contributed to institutionalizing the evaluation process, allowed the development of a broader evaluative scope, and allowed for a more consistent evaluation with the potential for greater use of results in public health policies.

We recommend caution regarding the use of technology and adjustments of the software for evaluation needs, planning, training, digital inclusion, research integration, technology, and health services management. Further studies focusing on potential effects of using technology for new theoretical and methodological evaluation pathways are needed. The literature also lacks studies regarding the parameters used to determine the type of IT to be applied in evaluation processes, strategies for achieving interoperability of health information systems, and how technology could and should empower stakeholders to follow up evaluative processes.
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Abstract

Background: The SARS-CoV-2 (COVID-19) pandemic may accelerate the adoption of digital, decentralized clinical trials. Conceptual recommendations for digitalized and remote clinical studies and technology are available to enable digitalization. Fully remote studies may break down some of the participation barriers in traditional trials. However, they add logistical complexity and offer fewer opportunities to intervene following a technical failure or adverse event.

Objective: Our group designed an end-to-end digitalized clinical study protocol, using the Food and Drug Administration (FDA)–cleared Current Health (CH) remote monitoring platform to collect symptoms and continuous physiological data of individuals recently infected with COVID-19 in the community. The purpose of this work is to provide a detailed example of an end-to-end digitalized protocol implementation based on conceptual recommendations by describing the study setup in detail, evaluating its performance, and identifying points of success and failure.

Methods: Primary recruitment was via social media and word of mouth. Informed consent was obtained during a virtual appointment, and the CH-monitoring kit was shipped directly to the participants. The wearable continuously recorded pulse rate (PR), respiratory rate (RR), oxygen saturation (SpO₂), skin temperature, and step count, while a tablet administered symptom surveys. Data were transmitted in real time to the CH cloud-based platform and displayed in the web-based dashboard, with alerts to the study team if the wearable was not charged or worn. The study duration was up to 30 days. The time to recruit, screen, consent, set up equipment, and collect data was quantified, and advertising engagement was tracked with a web analytics service.

Results: Of 13 different study advertisements, 5 (38.5%) were live on social media at any one time. In total, 38 eligibility forms were completed, and 19 (50%) respondents met the eligibility criteria. Of these, 9 (47.4%) were contactable and 8 (88.9%) provided informed consent. Deployment times ranged from 22 to 110 hours, and participants set up the equipment and started transmitting vital signs within 7.6 (IQR 6.3-10) hours of delivery. The mean wearable adherence was 70% (SD 19%), and the mean daily survey adherence was 88% (SD 21%) for the 8 participants. Vital signs were in normal ranges during study participation, and symptoms decreased over time.

Conclusions: Evaluation of clinical study implementation is important to capture what works and what might need to be modified. A well-calibrated approach to online advertising and enrollment can remove barriers to recruitment and lower costs but remains the most challenging part of research. Equipment was effectively and promptly shipped to participants and removed the risk of illness transmission associated with in-person encounters during a pandemic. Wearable technology incorporating continuous, clinical-grade monitoring offered an unprecedented level of detail and ecological validity. However, study planning, relationship building, and troubleshooting are more complex in the remote setting. The relevance of a study to potential participants remains key to its success.

(JMIR Form Res 2022;6(7):e37832) doi:10.2196/37832
Introduction

Clinical researchers have leveraged emerging technologies to increase study efficiency and accuracy for over 20 years [1]. Digitalized and decentralized clinical study design allows investigators to recruit more heterogeneous populations, reduce the burdens of participation, and capture the experience of participants in real-world settings [2-4]. The SARS-CoV-2 (COVID-19) pandemic may accelerate the shift toward digitalized and decentralized clinical studies [5], forcing researchers to implement remote solutions that limit in-person interaction, while preserving clinical study integrity [1,5]. These mitigations are essential to prevent clinical study disruption, which have detrimental immediate and long-term effects on outcomes, treatment, and cost [6].

Technology already exists to enable digitalization of most aspects of a successful clinical study from recruitment through outcome collection [7]. Online platforms, such as social media, have been shown to be time-efficient and cost-effective methods of recruitment [2,8]. Teleconsent coupled with e-consenting resources can ensure the 3 elements of consent (information, comprehension, and voluntariness) are met, and have moderate-to-high levels of user satisfaction and ease of use across different populations [3]. Remote data collection tools range from online platforms and custom apps for self-reporting outcomes to wearables that continuously collect physiological measurements [4]. Such observations can be collected at high frequencies, increasing the granularity of data to improve the capture of clinically relevant outcomes in ecologically valid settings, compared to traditional clinical studies that typically involve less frequent observations collected during in-person study visits [9,10]. Ultimately, continuously worn wearable devices may enable digital biomarkers and predictive models that translate detailed data into trial endpoints, clinically actionable insights, and effective diagnoses [11-13].

A fully remote clinical study protocol requires consideration of external factors that have typically been more easily eliminated, or controlled for, in traditional protocols. Strategies for participant education and “nudges” must be adapted for digital delivery when the underlying research question relies on the data and is not focused on capturing voluntary engagement with the data collection instruments. There is less participant visibility and fewer opportunities to intervene and correct during remote data collection compared to in-person study visits. Remote observational studies, therefore, are less reliable because data collected in this manner are more vulnerable to inconsistency and reliant on participant compliance. The effect of human-computer interaction on data collection, for better or for worse, must be considered during analysis. To an extent, these effects can be monitored (or at least, contextualized) by collecting measures of adherence alongside the primary study outcomes. Logistical considerations, such as equipment shipment duration, become factors when eligibility and data collection are time sensitive or following a technical failure or adverse event.

In this study, we designed an end-to-end digitalized clinical study protocol using the Current Health (CH) remote monitoring platform (Current Health Ltd.) to collect symptoms and continuous physiological data to build novel predictive algorithms of COVID-19 progression and severity in individuals who were recently infected in the community. Risk scores based on demographics and risk scores for hospitalized patients already exist [14]. However, by combining continuous remote patient monitoring with machine learning, the goal was to predict the risk of hospitalization, intensive care unit (ICU) treatment, or death for an individual infected with COVID-19 based on their vital signs while still in the community. The CH wearable and software platform were Food and Drug Administration (FDA) 510(k)–cleared for vital sign collection; therefore, confidence in the quality of vital sign observations captured by the CH wearable was higher than the unregulated general wellness wearables that are commercially available [9]. It was hoped that future CH platform integration of the risk algorithm developed from the vital sign data collected in this clinical study might improve resource allocation for patients after a COVID-19 diagnosis and enable more patient-centered management, increasing confidence for low- and high-risk patients and for those managing their care.

Given the need to recruit individuals positive for COVID-19 within 48 hours, key recruitment methods were social media and word of mouth. Recruitment through social media facilitated rapid reach, to an audience most likely to be eligible, in geographical locations associated with high numbers of COVID-19–positive cases and low vaccination rates [15-17]. Two recruitment methods, in person and pairing with test centers, were considered but not pursued. In-person recruitment was eliminated due to the increased risk of exposure and transmission of the infectious disease to the study team. Test center pairing was explored but was unsuccessful because test sites already had existing partnerships with academic institutions or were discouraged from advertising research studies that might deter COVID-19 testing.

Conceptual recommendations for digitalized and remote clinical studies have been outlined in the literature [7,18,19]. However, detailed examples, reviews, and learnings from actual implementation of these recommendations are limited. Our study implemented best-practice recommendations, although we were unable to progress beyond the pilot stage due to low recruitment. The goal of this paper is to describe the study setup in detail, evaluate its performance, and identify points of success and failure.
Methods

Trial Methodology

A scalable end-to-end digitalized protocol was designed for an observational clinical study in individuals who tested positive for COVID-19 in the community. Following the pilot phase, target recruitment was to be 2000 participants and enrollment was time sensitive following a positive COVID-19 test. The protocol eliminated in-person interaction and limited person-to-person interaction by utilizing commercially available technology. Each part of the research study, including recruitment, screening, consent, equipment setup, data collection, and follow-up, was automated, when possible.

Ethical Considerations

The study was advertised on social media platforms, including Facebook, Instagram, and LinkedIn, from March 2021 through May 2021. The language in the recruitment material ranged from general and inclusive, such as “positive COVID-19 test,” to emphasizing the time-sensitive inclusion criteria of “tested positive for COVID-19 in the past 48 hours” as a call to action (Multimedia Appendix 1). Emails were also distributed internally to employees of CH, and study information was shared with family and friends through word of mouth. The study was conducted according to the guidelines of the Declaration of Helsinki, and the study protocol and recruitment materials were approved by the Advarra Institutional Review Board (Protocol Pro00047371, December 15, 2020; Advarra, Columbia, MD, USA).

Advertisements and emails directed interested individuals to Community by Current Health, a central resource for all CH research studies [20]. The COVID-19 study page included the time-sensitive inclusion criteria (positive COVID-19 test in the past 48 hours), a study overview, frequently asked questions, and a button to “Volunteer Today,” which led to a web-based eligibility form (Jotform), and eligible subjects could schedule an appointment with the study team online. Individuals were also asked whether they were agreeable to be contacted for future studies. Eligibility questions were accompanied by a rule set based on inclusion/exclusion criteria (Multimedia Appendix 2) to automate most of the screening process. After the appointment was scheduled, the individual received a copy of the informed consent document. Study team members contacted eligible individuals using the contact number provided. If not eligible, a popup window indicated they were ineligible.

The virtual appointment with a study team member was typically the first point of interaction between the eligible individual and study team member. This appointment, while remote, was a chance to build rapport with the potential participant while taking them through the informed consent process. Teleconsent was similar to an in-person experience, where the details of the study, benefits, risks, and potential conflicts of interest were explained, and time was provided to address any questions [8]. If the eligible individual was still interested in participating, the informed consent form (ICF) was sent to them through software that enabled signature verification and was Health Insurance Portability and Accountability Act (HIPAA) compliant (DocuSign, Inc.). The consent process took approximately 10-15 minutes, and the study team received an updated ICF with the digital signature of the participant. The study team member who obtained the informed consent was designated as the point of contact with the participant throughout the study duration to maintain consistency and engagement. A central study team contact number was used to monitor communication and provide responses within 24 hours. The communication platform was flexible and included text, email, or phone contacts based on participant preference. A system was developed between the study team and the shipping team to track package movement. A logistics partner (Seko Worldwide LLC, Itasca, Illinois, USA) was engaged to distribute and return equipment. The tracking information was also sent to the participants to increase their engagement and to engender a sense of responsibility. Return labeling and packaging were provided. Once consent was obtained, study equipment was delivered to the participants within 1-2 business days.

Data Collection

During the pilot phase, the CH remote monitoring platform was used to collect vital signs and symptoms from 8 individuals who tested positive for COVID-19 (mean age 35.6 years (SD 10 years); 6 (75%) female; 7 (87.5%) White non-Hispanic; 1 (12.5%) Black or African American) for up to 30 days. Study endpoints included recovery (as defined by the Centers for Disease Control and Prevention Clinical Criteria, hospitalization, or death [21]). Therefore, study participation duration varied (mean 27.1 days, SD 5.4 days). The CH kit included a clinical-grade wearable that continuously recorded pulse rate (PR), respiratory rate (RR), oxygen saturation (SpO2), skin temperature, and step count and a tablet configured to the local time zone of the participant that administered surveys and task reminders. Participants were spread across 3 US time zones (Eastern, Central, and Mountain). Vital signs collected by the wearable and survey responses recorded in the tablet were transmitted to the CH cloud-based platform as raw waveforms and displayed in the web-based dashboard where compliance to study procedures could be monitored. Vital signs were sent when the CH wearable was in range of the CH transmitter and stored for up to 10 hours on the wearable if out of range. The transmitter was enabled for both home Wi-Fi and cellular communication, broadening participation to those without home internet.

An email was sent parallel to study equipment delivery to prompt the participants to set up the equipment as soon as possible. The email contained recommendations regarding wearing and charging the wearable and answering the daily survey. There was a prompt to complete a welcome survey using a unique weblink (Jotform). The welcome survey included questions about the participant and took less than 5 minutes to complete (Multimedia Appendix 3). Although participants were encouraged to complete the welcome survey at the beginning of the study, survey responses were accepted at any point during the study duration.

The CH kit was set up independently by the participants in their home using the tablet-guided instructions. The study team was available to provide remote assistance if there were difficulties setting up the equipment. The participant wore the CH wearable
on the upper arm. The PR, SpO₂, motion, and skin temperature were recorded at up to 30 samples per minute, and RR was recorded at up to 15 samples per minute when the wearable was on-arm. Two notifications were received on the tablet each day at 9:00 a.m. and 10:00 a.m. (local time zone). The first was a reminder to charge the wearable, and the second was a reminder to complete a brief series of questions about symptoms and decisions each day (Multimedia Appendix 4). The participants were not able to see vital sign data or survey responses in real time. Participant adherence was remotely monitored by applying a threshold alarm to vital sign data. The study team were alerted when a participant did not transmit vital sign data to the CH platform for 4 or more hours. The study team escalated the alert by contacting the participant to see whether they were experiencing technical issues or were away from home or to remind the participant to wear the CH device. The vital signs were not monitored in real time, which was made explicitly clear during the consent process. Participants were encouraged to act as they normally would if they felt unwell. At the end of the study duration, the participants returned the CH kit via mail, receiving up to US $100 (US $25/week) if they successfully adhered to the study protocol, in recognition of their time.

**Evaluation Methodology**

Metrics were created to quantify each phase of the study that was delivered remotely: recruitment, screening, consent, equipment setup, and data collection (Multimedia Appendix 5). Facebook advertising engagement and CH website traffic were tracked with a web analytics service (Google LLC). Advertisement clicks and website views were counted. Metrics of data collected during the trial from the 8 participants, such as daily wearable adherence, vital signs per day (PR, RR, SpO₂), and symptoms, were calculated, in addition to quantitative metrics of trial evaluation. All metrics were assessed for distribution through visual inspection and the Shapiro-Wilk test. Where metrics were normally distributed, they are presented as the mean (SD), and where they were nonparametric (Shapiro-Wilk significant) they are summarized as the median (IQR).

**Results**

**Enrollment Funnel**

Of 13 different study advertisements, 5 (38.5%) were live on Facebook at any one time (Multimedia Appendix 1). There were 8852 clicks on the Facebook advertisements for a total spend of US $6770.35. Community by Current Health and its COVID-19 study page were viewed 8932 and 618 times, respectively. There was a decrease in the mean unique advertisement clicks per day from 100.83 in March 2021 to 28.97 in May 2021. In total, 38 eligibility forms were completed, and 19 (50%) respondents met the eligibility criteria. Of these, 9 (47.4%) were contactable (the remainder were uncontactable or deemed themselves “too sick” to take part). Informed consent was obtained from these 9 individuals, and 8 (88.9%) signed the ICF within 9 (SD 8) minutes of the study team sending the ICF via DocuSign (Table 1).

Deployment times ranged from 22 to 110 hours, with a median time of 41 (IQR 28-68) hours. Participants set up the study equipment and started transmitting vital signs within 7.6 (IQR 6.3-10) hours of delivery, and 5 (62.5%) of 8 participants completed the welcome survey in a median of 7.4 (IQR 7.2-53) hours of receiving the welcome email. In addition, 2 (25%) participants completed the welcome survey after the 30-day study period (time to task completion was 32 and 51 days, respectively), while 1 (12.5%) participant never completed the welcome survey. Welcome survey responses indicated that 7 (87.5%) participants did not have asthma, cancer, chronic obstructive pulmonary disease (COPD), diabetes, heart conditions, high blood pressure, sickle cell disease, or kidney disease; undergo an organ transplant; or take beta blockers. In addition, 3 (37.5%) of the participants were smokers, and 7 (87.5%) participants lived with other people but only 1 (12.5%) participant had another member in the household currently COVID-19 positive.

Study participation varied from 17 to 30 days, with 6 (75%) participants completing 30 days and 2 (25%) participants released at 17 and 20 days, respectively, having met the definition for recovery. The mortality rate was 0%, and none of the participants were hospitalized. The mean wearable adherence was 70% (SD 19%), and the mean daily survey adherence was 88% (SD 21%). The median daily wearable adherence ranged from 52% (IQR 29.2%-82.0%) to 92.7% (IQR 82.6%-96.1%). The mean PR per day ranged from 65.4 (IQR 59.3-75.5) to 96.5 (IQR 89.9-100.1) beats per minute. The median RR per day ranged from 15.5 (14.1-18.2) breaths/min to 19.3 (15.9-23.0) breaths per minute. The median SpO₂ per day ranged from 95.8% (IQR 93.0%-97.2%) to 98.0% (IQR 96.7%-98.5%). Reported symptoms decreased over time (Multimedia Appendix 6). Participants triggered 87 technical alarms (12 [13.8%], for low battery and 75 [86.2%], for no data for >4 hours, although in many cases the data were buffered and transfer resumed once they had returned home). The median alarms per patient per day was 0.68 (IQR 0.57-1.0, range 0.25-1.6); these were predominantly in the morning. In addition, 4 (50%) participants met the criteria for wearable adherence (wearable worn for at least 20 hours a day and at least 6 days a week, up to 30 days). However, 4 (50%) missed 2 consecutive days of surveys and 1 (12.5%) failed to return the kit at the end. So, 2 (25%) of 8 participants met the strict criteria for full adherence to the study.
Table 1. Enrollment funnel.

<table>
<thead>
<tr>
<th>Enrollment step</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessed for eligibility (N=38)</td>
<td>38 (100)</td>
</tr>
<tr>
<td>Eligible (N=38)</td>
<td>19 (50)</td>
</tr>
<tr>
<td>Informed consent call (N=19)</td>
<td>9 (47.4)</td>
</tr>
<tr>
<td>Enrolled (N=9)</td>
<td>8 (88.9)</td>
</tr>
<tr>
<td>Completed trial (N=8)</td>
<td>8 (100)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This work evaluated the performance of an end-to-end digitalized clinical study implemented using best-practice recommendations. In total, 8 participants were enrolled into the study; symptoms and continuous physiological data were collected using the CH platform for up to 30 days. Metrics associated with enrollment, deployment, and adherence to the study procedures were reported, and study data were summarized per day. During study participation, vital signs remained within their normal ranges and symptoms decreased over time (Multimedia Appendix 6). This study demonstrated both the advantages and the compromises inherent in decentralized, digitalized clinical trials, and we hope this experience will be valuable to other research groups considering a similar approach.

Throughout the trial, communication strategies were optimized to maintain engagement with participants without being invasive or time-consuming. A central number was created via Google Voice so that multiple study team members could be in communication with 1 participant from the same source. Email communication was timed around equipment delivery dates, and study milestones, to offer avenues for support at the times when most likely to be needed. Regular contact, by multiple channels, helped maintain engagement and reduced the likelihood of a participant being lost to follow-up. The study spanned several time zones, and rather than being a hindrance, this facilitated recruitment as study staff could offer longer “office hours” for participants. Investigators were nonetheless conscious to strike a balance between forming a relationship with a participant but allowing them sufficient space and anonymity for participant to re-engage if they forgot a study task.

The study logistics had to run parallel with participant communication. Engaging a logistics partner offered a level of flexibility in returning study equipment, and the participants were only paid their accrued study incentives once the equipment had been safely received. Collectively, these measures were reflected in most participants receiving equipment and beginning to transmit data within 48 hours of consent and all but 1 of the kits being returned at the close. Decentralized, digitalized clinical trials also have unique challenges. Study planning, including multidisciplinary working and participant review, can either be facilitated or made more complex, depending on the circumstances of the work. All software must be HIPAA-compliant. Electronic documents must be organized into a study master file that maintains collaboration but also the integrity of study and participant confidentiality. This is typically accomplished by keeping participant information separate from study identifiers. In the CH platform, a random token unique to each participant was generated and stored along with personally identifiable information (PII) in a secure PII enclave. All clinical data processing was then performed on de-identified data, including only that token.

Wearable devices must be validated in the study setting, including being used by the population in question without contemporaneous instruction, and there should be appropriate internet or cell coverage for data transmission (which may exclude certain populations). Wearable continuous monitoring provides vastly more data than single study visits, so consideration should be given to data storage, triage, and quality. A decision must be made a priori between storing raw data, which maintains maximum fidelity and flexibility for future investigation (but is costly), and committing to a level of aggregation. One argument for choosing wearables that record and store raw waveforms is that wearable sensors vary in quality (only some have achieved FDA 510k clearance for clinical-grade monitoring) and participants are out of sight of investigators. Storing the raw waveforms allows for retrospective audit of vital sign quality, which can be reassuring. At the very least, devices should be selected that supply an indication of data quality as metadata. Given this potential to collect vast amounts of data, definitions of adherence must be set around the goals of the study and be realistic for the participants throughout their participation. More data are not always more informative, but more of the “right data” will be. Our definition of full adherence was strict, with a high bar set for wearable adherence and survey completion. Although this bar may have been appropriate and achievable in the more severe phases of the illness, once participants felt well again, they started to leave home and re-engage with work, and it proved too high for some. Equally, if technical alerts for no data are to be set, they should also be set at a threshold and cadence mindful of the study goals and likely participant behavior. Although a proportion of our no-data alarms reflected genuine technical difficulty or nonadherence, most were simply triggered by symptom-free participants leaving the house for more than 4 hours at a time.

A remote trial clearly facilitates some aspects of research in an infectious disease population and reduces the likelihood of disease transmission to participants and investigators. However, for those quarantining within their own homes, troubleshooting device issues can be made more complex. It can be hard for
them to retrieve deliveries of study components when the initial delivery has been missed. Patients who are acutely unwell may be less likely to see study advertisements. As discussed earlier, they may also be harder to connect with or may feel too sick or disinclined to participate. This may skew results toward less severe illness. Infections, by their nature, are time sensitive. Logistical delays or issues with equipment may leave some participants ineligible. Relationship building can be more difficult to foster when the participant and investigator never meet in person. It is harder to gauge understanding during the informed consent process, and some study data, particularly sensitive information or demographic details, may be harder to acquire. A balance must be struck between creating appropriate minor hurdles to ensure the participant is serious about completing the study, and ensuring overall ease of participation and appropriate incentives to recognize the minor inconvenience associated with data collection.

**Comparison With Prior Work**

Social media platforms hold much promise as avenues for recruitment. Their advertising models are designed and priced to target particular demographics in specific locations, and their advertisements are readily amenable to A-B testing. The platforms’ broad reach and pricing models such as cost-per-click offer fine control over costs and potential savings to investigators. Ali et al [2] reported enrollment of 6602 participants with 9609 advertisement clicks and a total spending of US $906 over the recruitment period. Although there were 8852 advertisement clicks (US $6770.35) in our study, enrollment was much lower (9 participants). However, without a bricks-and-mortar institution, online recruitment can still struggle to achieve a signal amidst the noise. In the context of COVID-19 studies and the pandemic, ring fencing of some language on the platforms made this signaling more challenging. For example, Facebook prohibits advertisements containing content that asserts or implies personal attributes, including physical health.

Indeed, in our study, the initial phase of recruitment remained the most difficult. Advertisements and their amendments were often delayed, while their content was manually reviewed for language. Although 19 participants were eligible, only 9 agreed to a phone call, with many citing a worsening of their condition as a reason not to participate. In studies of rapidly evolving diseases, such as COVID-19, it would be prudent to tie the process of information and consent directly to testing in order to enroll potential participants once proven positive but before their symptoms become overwhelming.

However, once the challenges of initial recruitment were overcome and participants were in the funnel, all patients except 1 who received a phone call consented to the study. This success at converting interest to consent and participation may have been because online recruitment removed perceived barriers to participation or because word of mouth was also used as a recruitment tool. A systematic review and meta-analysis of online patient recruitment in clinical trials found that traditional offline recruitment strategies (eg, word of mouth) result in higher conversion rates than online recruitment strategies [8]. Proximity to a study site was not required. There was no lead time to appointments, and scheduling and coordination of information sharing and consent were simplified. The economic burden on participants, in terms of travel, time, and opportunity cost, was reduced. In the context of COVID-19, there was no concern about viral transmission to participants or investigators from visiting an institution. Removing these barriers, real and perceived, may allow remote clinical trials to reach more marginalized communities, often the hardest for researchers to enroll and, in the case of COVID-19, disproportionately affected by the pandemic.

**Limitations**

Ultimately, the perceived relevance of a study to its participants, and the landscape in which it is deployed, will hold the key to its success. This pilot study was opened in February 2021 just as infection rates were falling and vaccination rates were rising. Despite incorporating recommendations for best practices in decentralized trials, and our success at enrolling participants once in the funnel and removing barriers to participation, we still missed our recruitment targets and evaluation of the implementation of a scalable end-to-end digitalized protocol was limited to a small sample size. Decentralized and virtual studies hold enormous promise, and may indeed revolutionize the way studies are conducted, but they will still likely remain 1 of many tools in the clinical trials toolkit.

**Conclusion**

Our pilot study demonstrated the advantages, challenges, and compromises inherent in digitalized, decentralized remote clinical trials. With a well-calibrated approach to online advertising and enrollment, barriers to recruitment can be removed and the cost reduced. Equipment can be effectively and promptly shipped to participants, without risk of illness transmission during a pandemic. Wearable technology incorporating continuous, clinical-grade monitoring can offer an unprecedented level of detail and ecological validity. However, study planning, relationship building, and troubleshooting are more challenging, and definitions of adherence must be crafted around anticipated participant behavior. The relevance of a study to potential participants, be it in person or remote, remains key to its success, particularly during a pandemic.
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Abstract

Background: Novel interventions should be developed for people who have undergone psychological trauma. In a previous case study, we found that the number of intrusive memories of trauma could be reduced with a novel intervention. The intervention included a brief memory reminder, a visuospatial task and mental rotation, and targeted trauma memory hotspots one at a time in separate sessions.

Objective: This case series (N=3) extended the first case study with 3 new cases to determine whether a similar pattern of beneficial results is observed. We explored whether the brief intervention would result in reduced numbers of intrusive memories and whether it would impact symptoms of posttraumatic stress, depression and anxiety, and general functioning. Acceptability of the intervention was also explored.

Methods: A total of 3 women completed the study: 2 with posttraumatic stress disorder and other comorbidities and 1 with subthreshold posttraumatic stress disorder. The primary outcome was the change in the number of intrusive memories from the baseline phase to the intervention phase and at the 1-month follow-up, with an assessment of the intrusion frequency at 3 months. Participants monitored the number of intrusive memories in a daily diary for 1 week at baseline, for maximum of 6 weeks during the intervention phase and for 1 week at the 1-month and 3-month follow-ups. The intervention was delivered in person or digitally, with guidance from a clinical psychologist. A repeated AB design was used (A was a preintervention baseline phase and B intervention phase). Intrusions were targeted individually, creating repetitions of an AB design.

Results: The total number of intrusive memories was reduced from the baseline to the intervention phase for all participants. The total number for participant 3 (P3) reduced from 38.8 per week during the baseline phase to 18.0 per week in the intervention phase. It was 13 at the 3-month follow-up. The total number for P4 reduced from 10.8 per week at baseline to 4.7 per week in the intervention phase. It was 0 at the 3-month follow-up. The total number for P5 was reduced from 33.7 at baseline to 20.7 per week in the intervention phase. It was 8 at the 3-month follow-up. All participants reported reduction in posttraumatic stress...
symptoms in the postintervention phase. Depression and anxiety symptoms reduced in 2 of the 3 participants in the postintervention phase. Acceptability was favorable.

**Conclusions:** We observed good compliance with the intervention and intrusive memory diary in all 3 cases. The number of intrusive memories was reduced for all participants during the intervention phase and at the 1-month follow-up, with some improvement in other symptoms and functioning. Further research should explore the remote delivery of the intervention and whether nonspecialists can deliver the intervention effectively.

**KEYWORDS**

trauma; intrusive memories; visuospatial task; Tetris gameplay; mental imagery; imagery competing task; case series; mobile phone; posttraumatic stress

**Introduction**

**Background**

Most people experience psychological trauma (eg, accidents or interpersonal violence) in their lives [1,2], and many (up to 37%) develop posttraumatic stress disorder (PTSD) after such experiences [3]. Intrusive memories are the core clinical symptoms of PTSD and are within the intrusion symptoms criterion of PTSD in the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5) [1,4]. Intrusive memories are persistent, unwanted upsetting memories of the traumatic event [1]. In their most extreme form, they can include reliving the traumatic event as if it were happening again (flashbacks). Other intrusion symptoms include dreams or nightmares about the traumatic event and emotional distress or physical reactivity after exposure to reminders of the traumatic event. Other symptom criteria include avoidance of memories or reminders of the trauma, along with negative alterations in cognition and mood [1]. Posttraumatic stress symptoms, even when subthreshold for a diagnosis of PTSD, can be associated with substantial distress, functional impairment, and comorbidity [5].

As noted previously [6], although evidence-based treatments for PTSD exist [7,8], the existing treatment options have some limitations. For example, current treatments require trauma survivors to talk in detail about the traumatic experience, which can be distressing, and many are reluctant to discuss their trauma in depth [9]. Dropout rates during PTSD treatment are high, up to 48% in clinical trials and approximately 18% overall and may be higher outside research trial settings in clinical practice [10-12]. Finally, existing options are time consuming, typically requiring numerous sessions, and there is often a lack of treatment providers specializing in empirically validated treatment of PTSD. Similar to numerous other countries, Iceland has mental health services that lack the capacity to offer treatments when needed by trauma survivors at the scale needed. These limitations to current treatments make the search for additional scalable treatment alternatives imperative.

A novel brief and simple intervention to reduce the number of intrusive memories after trauma has been developed based on cognitive science, as described elsewhere [13,14]. This intervention takes a single-symptom approach (not an entire disorder). The intervention includes a brief memory reminder cue for one specific intrusive memory of trauma, followed by a 25-minute Tetris gameplay with mental rotation (ie, actively rotating the blocks in one’s mind eye to best make lines; [15]). The intervention was initially examined based on recent memories of trauma [16-18]. It has been further explored for older memories of trauma using case studies and case series approaches [6,19-21]. These studies involved in-person delivery, that is, face-to-face sessions guided by a clinical psychologist or researcher.

We adapted the intervention for women in Iceland who experienced intrusive memories of trauma, as reported in a recent case study [6]. Some of the details of this case are now summarized for context and comparison with the 3 new cases presented here. As previously reported, the participant was a woman in her fifties with 4 distinct intrusive memories from a traumatic event that happened in childhood, that is, the intrusive memories were decades old. Each specific memory was targeted in a session (in person) with a clinical psychologist with expertise in trauma. The memory reminder used was to briefly bring the visual content of the memory to mind without becoming emotionally overwhelmed by a method agreed with the participant (here, for example, choosing 1 of her 4 specific memories to be targeted using the diary, then thinking about the memory for a few seconds only, and letting the psychologist know when the memory was in their mind). Next, the participant was taught to use mental rotation. She then played Tetris for 25 minutes using mental rotation. She monitored her specific intrusive memories in a daily diary so that the impact of the intervention on a distinct intrusive memory could be easily observed. The total number of intrusive memories decreased from 12.6 per week at baseline to 6.1 per week in the postintervention phase. Furthermore, the number of intrusive memories continued to reduce to only 1 memory per week at the 3-month follow-up. Symptoms of posttraumatic stress and depression and anxiety reduced in the postintervention phase, whereas functioning improved. The participants considered the intervention to be an acceptable way to reduce the number of intrusive memories. The next step in exploring the effects of the intervention involves examining if they extend to other cases of women after trauma and whether remote (rather than in person) delivery is a feasible delivery method given restrictions occurring during the COVID-19 pandemic (eg, isolation) [22].

**Objectives**

In this case series, we aimed to extend our previous case study to a short case series of trauma-exposed women in Iceland, drawn from an epidemiological study of trauma experienced
by women in Iceland. The intervention sessions took place either in person in a university setting or remotely using a web-based platform. We examined whether the novel intervention approach could reduce the number of intrusive memories of trauma (primary outcome) and whether reductions were maintained at follow-up (1 and 3 months). As before, the brief intervention was guided by a clinical psychologist, targeting one distinct intrusive memory at a time per session. The acceptability of the intervention was also explored along with adaptions in intervention delivery. Again, we explored whether having fewer intrusive traumatic memories would also be associated with improvements in general functioning, posttraumatic stress, and depression and anxiety symptoms (secondary outcomes). The design adopted here can be described as a withinsubject repeated AB design in which each specific memory is targeted in separate sessions, so that we can consider the effects of an individual intervention session on each specific memory over time [6,20].

As in our previous study [6], we predicted that participants would report fewer intrusive memories (primary outcome) during the intervention phase than in the preceding baseline phase and that the reduction in the number of intrusions would be maintained at the 1-month follow-up in the diary. In addition, we explored a 3-month follow-up using a diary. We expected that the number of targeted intrusive memories would decrease relative to that of nontargeted memories. We also examined whether having fewer intrusive memories would be associated with reductions in symptoms of posttraumatic stress and depression and anxiety and associated with improvements in general functioning (secondary outcomes). Furthermore, we explored the feasibility and acceptability of the intervention, alongside adaptions in intervention delivery format, that is, remote (web-based) delivery.

Methods

Participants

Participants were drawn from an epidemiological study of trauma experienced by women in Iceland (as in our previous case study [6]). As described previously [6], women who participated in a substudy of the Stress-And-Gene-Analysis (SAGA) cohort study were screened for eligibility. The SAGA cohort study was a population-based longitudinal cohort study of women in Iceland who completed an extensive questionnaire on trauma history and mental health (baseline data collection was completed on July 1, 2019). The Social Trauma Project substudy compared 2 samples from the SAGA cohort study, with a probable diagnosis of PTSD (ie, Posttraumatic Stress Disorder Checklist-5 [PCL-5] score of ≥33; see Measures section) or not likely PTSD (ie, PCL-5 score in the lowest fifth), using clinical interviews. In all, 2 semistructured interviews were administered in the substudy (ie, the Mini International Neuropsychiatric Interview [MINI], which was also used to assess the exclusion criteria for this study, and the Clinician-Administered PTSD Scale for DSM-5 (CAPS-5; see Measures section).

Women who took part in the Social Trauma Project substudy (both likely PTSD group and not likely PTSD group) were screened for the presence of intrusive memories of trauma, as in our previous case study [6]. As before, screening included a short description of intrusive memories (memories that include sensory impressions such as sight, sound, and so on; often pictures or a film clip that pops into the mind’s eye; are distressing and occur involuntarily). Next, they were asked questions regarding the presence of this symptom to assess their eligibility for participation in this study (“Do you have intrusive memories of trauma? If yes, how often in the past week have you experienced such memories?” and “How often have you experienced intrusive memories a week in the past four weeks?”).

In this study, 72 women from the substudy, who provided their consent to be contacted for further research were assessed for inclusion in this study (Figure 1).
Inclusion criteria were (1) having experienced criterion A trauma as defined by DSM-5 [1] (using criterion A on CAPS-5), (2) having at least one intrusive memory that occurs at least three times per week for the last 4 weeks (How many intrusive memories have you experienced in the last 4 weeks on average?), (3) being able and willing to attend 3 to 8 sessions with the researcher, (4) being able and willing to monitor intrusive memories in daily life, (5) having access to a smartphone, and (f) being able to speak and read study materials in Icelandic. The exclusion criteria were (1) current psychotic disorder (assessed with the MINI), (b) current manic episode (assessed with MINI), and (c) being acutely suicidal (assessed with the MINI).

In all, 5 women who met the inclusion criteria were included, ranging in age from 39 to 66 years (mean 49, SD 11 years). Participants are referred to as P1, P2, P3, P4, and P5. The initial 2 participants recruited did not complete the intervention sessions due to nonsuitability of the study timing in their lives (medical and family issues). Both P1 and P2 were excluded from the data analyses, although data from the baseline were collected. After P1 and P2 wished to cease their participation, a question was added to the recruitment process asking if the participants foresaw any obstacles to their participation in the study. P1 did not meet any diagnostic criteria for psychological disorders according to the MINI. P2 met the diagnostic criteria for bipolar disorder and reported subthreshold PTSD symptoms.

A total of 3 patients completed the study, 2 (67%) with PTSD and other comorbidities and 1 (33%) with subthreshold PTSD. P3, woman aged ≥40 years, met the criteria for major depressive disorder and PTSD. P4, a woman aged ≥60 years, did not meet any diagnostic criteria but reported subthreshold PTSD according to the CAPS-5. P5, a woman aged ≥50 years, met the diagnostic criteria for major depressive disorder, social anxiety disorder, and PTSD. P3 reported having 10 different intrusive memories of physical violence that occurred in childhood. P4 reported having 3 different intrusive memories from childhood sexual abuse, and P5 reported 6 different intrusive memories from childhood sexual abuse.

Figure 1. Adapted CONSORT (Consolidated Standards of Reporting Trials) flow diagram for the study. SAGA: Stress-And-Gene-Analysis.
Design

The case series used a single-symptom approach, in which each intrusive memory was targeted in different sessions, that is, one at a time [6,19]. Specifically, participants distinguished the content of their different intrusive memories and described them briefly: for example, for a participant who had four distinct intrusions, they may label them as (1) broken glass, (2) man’s face, (3) blood on door, and (4) red car (the examples used are fictitious to preserve anonymity). Participants then monitored the occurrence of each distinct intrusion over time.

Thus, the design for each participant was a repeated AB design whereby the length of baseline (A, before intervention, monitoring only) and intervention (B) phases varied for each distinct intrusion, according to which intervention session the intrusive memory was targeted in. Thus, the baseline phases for each distinct intrusive memory were used as control periods in the comparison with the intervention, that is, the number before and number after being targeted.

A daily diary was used to monitor the number of each intrusive memory over time. That is, for 1 week before intervention, then over 6 weeks (maximum) of intervention; then for 1 week at the 1- and 3-month follow-ups. Intrusive memories were targeted individually in up to 6 intervention sessions. These sessions were guided by a clinical psychologist, who was a specialist in trauma-focused cognitive behavior therapy. After the first session, participants were able to self-administer the intervention if they wished for memories that they had already targeted in the session. P3 received 2 repetitions of an AB design, P4 only targeted 1 memory (and thus no repetitions of an AB design), and P5 received 4 repetitions of an AB design.

The primary outcome was the change in the number of intrusive memories per week from baseline to the intervention phase and to the long-term follow-ups (1 and 3 months). Participants further completed secondary outcomes—self-report measures for posttraumatic stress, depression and anxiety symptoms, and functional impairment—at baseline, the last intervention session, and 1- and 3-month follow-ups.

Procedure

Training

Researchers delivering the intervention (KT and JH; both licensed clinical psychologists trained in trauma-focused cognitive behavior therapy) underwent training and received clinical supervision, promoting adequate intervention delivery and protocol adherence. Training involved 2 in vivo workshops for 3 days and then again approximately 6 months later for 2 days, delivered by psychologists with expertise in developing the intervention and delivering it in other settings (MK and EAH). The theoretical background and practical aspects of the intervention (eg, how to explain and use the primary outcome measure) were covered in the workshops, as well as role-playing with trainers and feedback until sufficient performance was reached. While data collection was ongoing, the researchers received supervision. Such supervision included weekly supervision meetings, as well as more in real time support from a clinical supervisor via telephone directly after participant sessions regarding any case specific adaptions needed (EAH, MK, and AB). Twice a month, the researchers joined remote (Zoom; Zoom Video Communications) peer-group training meetings with other international researchers about the intervention (convened by EAH and LS).

Baseline Session

A similar procedure was followed as in our previous case study [6]: in the baseline session, the researcher explained the nature of intrusive memories (ie, memories that include sensory impressions such as sight, sound, and so on; are predominantly similar to pictures or a film clip in the mind’s eye; and are distressing and occur involuntarily). Participants identified their intrusive memories by giving a brief verbal account of the intrusion’s visual content using only a few words. Researchers noted down the image’s description on a hotspots sheet in a way that the participant could also see it. Participants then labeled each intrusive memory with a symbol (the first memory was labeled A, the second memory B, etc) and were instructed on how to monitor their frequency each day in a pen-and-paper diary (primary outcome measure). To indicate when a certain memory was experienced, the participants recorded the symbol corresponding to a given memory for each time frame of that day. Each diary was divided into 7 days and each day, into 4 periods (see Measures section). The participants also completed baseline questionnaires (secondary outcomes) in the baseline session.

Intervention Sessions

In each intervention session (maximum 6 sessions), the participant chose 1 intrusive memory to target (by looking through their diary entries) and completed the intervention procedure (guided by the researcher). The memory chosen could be the most distressing or frequent or one chosen to be targeted by the participant for other reasons. As in our previous case study [6], the intervention consisted of a brief memory reminder, that is, briefly thinking about the intrusive memory to bring the image to mind without it becoming emotionally overwhelming. Please note that the approach to bringing the memory to mind here differs procedurally from the memory reminder method in the studies by Kessler et al [19] or Kanstrup et al [20]. Participants were told, “To make the game as useful as possible, we first had to make sure the memory was in your mind before using the intervention. So, I want to ask you what do you think would be the best way for you to bring this memory to mind without it becoming emotionally overwhelming?” They then discussed with the researcher options for the best way for them to bring the memory into mind without it emotionally becoming overwhelming. To do this, they were given examples of writing it down briefly and not discussing it with the psychologist, thinking about it briefly again and not talking about it in detail, or finding another method. Here, all participants chose to bring to mind the memory they had chosen to target by briefly thinking about it for a few seconds with their eyes open and telling the psychologist when it had come fully to mind (without talking about it in detail). The psychologist confirmed that the participants were able to picture their memory (ie, see it in their mind’s eye) before moving to the instructions about the gameplay.
After the memory reminder procedure, participants were trained on how to use the Tetris game and practiced using mental rotation. They then played Tetris using mental rotation for 25 minutes [15]. For in-person meetings, the Tetris gameplay was delivered with a Nintendo DS 10.1-inch screen, set to Marathon mode with the ghost piece off. When an intervention session took place remotely with a video call, Tetris gameplay was performed on the participants’ own computer with a shared screen so that the researcher could monitor the gameplay, especially regarding mental rotation. Only one distinct intrusion was targeted for each session. To select which intrusion was targeted, the participant (not the researchers) selected which intrusive memory it was. At the end of the last intervention session, secondary outcome measures were completed again.

Participants were invited to self-administer the intervention for memories already targeted in a session using a mobile version of the Tetris created by Electronic Arts [23]. For example, when the intrusion came to mind involuntarily in daily life, they were told to use a similar procedure as they had learned with the researcher in session.

When the COVID-19 pandemic started (the University of Iceland closed on March 19, 2020), researchers switched to remote (rather than in person) delivery through Kara Connect, which is a General Data Protection Regulation–compliant web-based platform certified by the Icelandic Directorate of Health. The last intervention session for P3 was performed remotely, intervention sessions 2 and onward were performed remotely for P4, and all sessions were remotely delivered for P5. Tetris was played on the web on the participants’ computers (ghost piece off and sound set to 0%) with a shared screen so that the researcher could monitor participants’ gameplay via Kara Connect, which increased the likelihood of instruction adherence, especially regarding the use of mental rotation.

Follow-up
At both the 1- and 3-month follow-up time points, participants recorded the number of intrusions in their diary daily again for 1 week and completed the secondary outcome measures. Data were entered via laptop into a REDCap (Research Electronic Data Capture; Vanderbilt University) database (REDCap), an encrypted electronic software stored on a secure server [24].

Measures
Eligibility Assessments (Part of the SAGA Cohort Substudy)
Please note that the measures described here have already been described in our previous case study [6] and are repeated here for clarity.

The Clinician-Administered PTSD Scale (CAPS-5) is a 30-item semistructured interview used to assess symptoms of PTSD from an index of trauma and symptom severity (in the past month) according to DSM-5 [11]. Items are scored on a 5-point Likert scale (0=mild or subthreshold; 4=extreme or incapacitating). A symptom rating of 2 (ie, moderate) was the threshold for a possible diagnosis. For each symptom, frequency and intensity were assessed and rated separately. The CAPS-5 has excellent internal consistency (Cronbach $\alpha=.88$), test-retest reliability ($\alpha=.83$), and good convergent validity ($\alpha=.83$) [25].

The MINI for the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition, assesses Axis I psychiatric disorders according to the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition, using a structured diagnostic interview. For most diagnoses, the MINI has good sensitivity and specificity [25]. Interrater and test-retest reliability is good, with $\kappa$s in the high to very high range ($\kappa$=0.79-1.00) [26].

Primary Outcome Measure
The intrusive memory diary, a pen-and-paper diary similar to that used in Thorarinsdottir et al [6], was adapted from previous experimental and clinical studies [16,20]. It involves daily recording, for 4 time points each day (morning, afternoon, evening, and night) for 1 week. The diary instructions defined the nature of intrusive memories as distressing and involuntary mental images (such as visual images or a film in the mind’s eye). Participants were asked not to record voluntary (ie, deliberately recalled) thoughts or involuntary verbal thoughts without sensory content (intrusive verbal thoughts that had an imagery component could be included). Participants monitored the occurrence (or nonoccurrence) of their intrusive memories in the daily diary for 1 week before the intervention (baseline phase), for a maximum of 6 weeks during the intervention phase and then again for 1 week at both the 1- and 3-month follow-ups (note this was a daily diary, see retrospective amendment to clinical trial registration [CTR] NCT04209283). When indicating having an intrusion, participants used the symbol corresponding to that specific memory (eg, A or B as noted earlier), and therefore, it was possible to examine change in frequency (here calculated as the number per week) for each distinct memory individually.

The primary outcome was the change in the number of intrusive memories from the baseline to the intervention phase and at the 1-month follow-up. The original CTR additionally prespecified a measure of intrusive memories at the 3-month follow-up (“Change in the number of intrusive memories of trauma from baseline to 3 month follow-up”) but incorrectly stated that the measure was “Questions about the frequency of intrusive memories for the past day or week (for each intrusive memory, to be tallied to arrive at a mean frequency for the memories for the previous day and for the week),” specifically “How often did this memory come up yesterday?” and “How often did this memory come up per day in the past week?” However, this was incorrect, as we had changed this measure at the study start to use the same diary as for the earlier time points (ie, daily diary), that is the “Number of intrusive memories of traumatic event recorded by participants in a diary daily (morning, afternoon, evening, night) per week over the baseline phase and during one week at three month follow-up.” The measure has been updated retrospectively in the CTR for this 3-month period and should be interpreted with caution.

Secondary Outcome Measures
PTSD symptoms in the past month were evaluated using the PCL-5, a self-report scale with 20 items. Each symptom is rated on a 5-point Likert scale (0=not at all; 4=extremely), with higher
scores indicating greater severity. The PCL-5 evaluates the severity of PTSD symptoms according to DSM-5 criteria. It has strong internal and test-retest reliability and good convergent and discriminant validity [27]. Criteria for clinical significance are not available for the PCL-5; however, posttreatment scores of ≤24 can be interpreted as clinically significant change [28]. The Icelandic version of this measure in the SAGA cohort study had excellent internal consistency (α=.95).

Depression symptoms in the past 2 weeks were evaluated using the Patient Health Questionnaire-9 (PHQ-9), a self-report measure with 9 items rated on a 4-point Likert scale (0=not at all; 3=nearly every day) [29]. The PHQ-9 evaluates depression symptoms and their severity and has good internal reliability and test-retest reliability [29]. The Icelandic version of the SAGA cohort study had good internal consistency (α=.89). A 5-point change in the total PHQ-9 score was considered clinically significant [30].

Anxiety symptoms in the past 2 weeks were evaluated using the Generalized Anxiety Disorder-7 scale (GAD-7). In this self-report questionnaire, each item is rated on a 4-point Likert scale (0=not at all; 3=nearly every day). The GAD-7 assesses symptoms of general anxiety disorder and its severity and has great internal reliability and good test-retest reliability [31]. In general, the GAD-7 has presumably been useful for screening anxiety disorders [32]. The Icelandic version of the SAGA cohort study had good internal consistency (α=.90). A 4-point change on the GAD-7 is considered clinically significant [33].

Functional impairment in the previous week was evaluated using the Sheehan Disability Scale (SDS). This self-report measure has three domains: (1) work or school, (2) social, and (3) family life, assessing functional impairment using a 11-point scale (0=not at all; 10=extremely) [34]. A 3-point change on the SDS scale has been considered indicative of response to treatment [35]. To assess the impairment associated with intrusive memories, scale adjustments were made. The SDS has been found to have good internal and test-retest reliability and good construct validity [34]. The Icelandic version of the SDS has been found to have good internal consistency in clinical groups (α=.84) [36].

Self-guided adherence for daily life using the gameplay part of the intervention was rated “How often did you manage to play Tetris after you experienced an intrusive memory?” (11-point scale: 0=not at all; 10=every time). Feasibility and acceptability ratings for the intervention were assessed with 2 ratings “Would you recommend playing Tetris to a friend?” and “Do you consider gameplay to be an acceptable way to reduce the daily frequency of intrusive memories?” The scores ranged from 0 to 10. Higher scores indicated greater acceptability. Open-ended questions included (1) “How did you feel about playing Tetris after you had an intrusive memory?” and (2) “Did you find the intervention helpful? If yes, how?” The impact of intrusive memories on concentration, sleep, and stress in the past week was evaluated using 6 self-rated items: a total of 2 items assessed general concentration difficulties and difficulties in concentration due to intrusive memories (11-point scales; higher scores indicated greater difficulties), 1 item assessed concentration disruption in minutes in the past week, and 2 items assessed the impact of intrusive memories on sleep (11-point scale; higher scores indicated greater sleep disturbance). An item assessed the impact of intrusive memories on stress levels (0=not at all; 10=affected very much).

General impact of intrusive memories was assessed using 2 ratings of intensity and vividness of the intrusions on a 11-point scale (0=not at all; 10=very distressing or vivid).

Intrusion diary adherence item was assessed using the rating “How accurately did you fill out the diary?” (0=not at all; 10=very accurate).

Impact of intrusive memories on daily functioning was evaluated via an open-ended question: “How have the intrusive memories affected your ability to function in your daily life in the past week?” and a self-rated question, “Have the intrusive memories affected your ability to function in your daily life?” (11-point scale, a higher score indicated greater impact).

Data Analysis

Number of Intrusive Memories

The number of intrusive memories of trauma was recorded by participants in the diary daily (morning, afternoon, evening, and night) during the baseline phase and each week during the intervention phase (weeks 1-6) and during 1 week at the 1-month follow-up. The primary outcome was the change in the number of intrusive memories of the trauma. The timeframe was baseline week to the intervention phase (weeks 1-6) and follow-up (1 month). In practice, owing to scheduling reasons, the baseline phase was longer than 1 week, and as anticipated, the number of intervention weeks varied. Therefore, because these periods had different time lengths, the mean number per week was calculated for comparability. Missing data were dealt with by excluding these time points from the calculations and using available data (see Results section). For example, a participant had a baseline period of 14 days, but data were present for only 6.5 days; thus, the total number of intrusions per week was calculated as 10 intrusions / 6.5 days × 7 = 10.8 intrusive memories per week during baseline.

When examining change over time, the percentage reduction in total intrusions per week was calculated from the baseline phase to the intervention phase to other periods as follows: 1–(mean number per week during intervention phase / mean number per week during baseline) × 100. For example, for the same participant there were 4.7 intrusions per week in the intervention phase, which was calculated as 1 – (4.7 / 10.8) × 100 = 57% reduction in the intervention phase compared with the baseline.

Please note that at the 3 month-follow-up, we did not use the telephone questions on the CTR (NCT04209283) about the frequency of intrusive memories for the past day or week (eg, “How often did this memory come up per day in the past week?”) but instead replaced this with the same 1 week diary used at earlier time points. We noted the use of a diary at 3 months in our ethics submission, but we incorrectly specified it in our CTR and did not update the CTR on this point until the submission of this paper.
Change in the Number of Targeted Intrusive Memories Relative to Nontargeted Memories

We examined the number per week of targeted memories in comparison with nontargeted memories. This was done by calculating the number in the same way as described above for targeted memories (ie, each of targeted memories have different baseline and intervention periods). However, standard baseline and intervention periods were established for nontargeted memories (ie, same length of periods for all nontargeted memories), as they were not targeted by the intervention. The baseline for each nontargeted memory was 1 week (ie, before any memory was targeted), and the intervention phase was determined as the period from when any memory was targeted with the intervention.

Other Symptoms and Functioning

A descriptive approach was used to explore whether clinically meaningful changes were observed in the overall symptoms of posttraumatic stress, depression, anxiety, and functional impairment.

Ethics Approval

This study was approved by the National Bioethics Committee of Iceland (VSNb2017110046/03.01). The participants provided written informed consent before the start of the study. All the sessions followed a written protocol. No adverse events related to the intervention were reported. Participants were asked to briefly consider the visual content of the traumatic memories they selected, which might have resulted in some distress. Previous research has indicated that this intervention approach is well tolerated, including in inpatients with complex PTSD [19]. However, given the early stage of this research, an arrangement was made with an independent clinical psychologist who specializes in trauma for an interview free of charge to the participant and to be referred to a licensed clinical psychologist for treatment if needed. None of the participants had used these services.

Open Science Statement

The study was registered before the start of the study on ClinicalTrials.gov (NCT04209283) on December 24, 2019. The manuscript contains anonymized summary-level data. The study materials may be made available upon reasonable request with an appropriate material transfer agreement with the University of Iceland or Uppsala. We note that delivery of this intervention at present requires prerequisite training and supervision by psychologists with experience of developing it (see Procedure, Training section).

Results

Overview

The number of intrusive memories and how many were targeted varied among participants. P3 reported having 10 different intrusive memories of physical violence during childhood. In all, 2 of the intrusions were targeted with the intervention; one of the memories (Memory A) was targeted 5 times and the other (Memory B) was targeted once. P3 monitored the memories quite accurately, but data were missing for days 15 to 22 during the intervention phase. P4 reported having 3 intrusive memories of childhood sexual abuse, of which only 1 (Memory A) was targeted with the intervention 5 times. P4 monitored the memories accurately, and data were missing for half of day 1 and for days 8 to 15 during the baseline phase. P5 reported having 6 intrusive memories of childhood sexual abuse, 4 of which were targeted. One of the memories (Memory A) was targeted 3 times, whereas the others (Memories B, C, and D) were targeted once. P5 accurately monitored their memories with no missing data. No attempts were made to retrieve the missing data. On average, 90% of the diary data were completed for all 3 participants. No data were missing for the secondary outcome measures.

Primary Outcome

Change in the Total Number of Intrusive Memories

The total number of intrusive memories per day throughout all phases for each participant (baseline, intervention, and 1 month) is shown in Figure 2. In addition, as it is on the same measure, the diary used at 3 months is also shown in Figure 2. Diary compliance was good for the outcome phases, with most missing data in the baseline phase. The number of intrusive memories per day fluctuated during the baseline phase for all the participants (N=3). P3 had 38.8 intrusive memories (summed across all 10 distinct intrusive memories) per week during the baseline phase. The number was reduced to 18.0 per week (54% reduction from baseline) during the intervention phase and further reduced to 8 at the 1-month follow-up week (80% reduction from baseline). P4 had 10.8 intrusions (summed across all 3 memories) per week during the baseline phase, and the number reduced to 4.7 per week (57% reduction from baseline) during the intervention phase and was further reduced to 1 (91% reduction from baseline) at the 1-month follow-up week (Figure 2). P5 had 33.7 intrusive memories (summed across all 6 distinct intrusive memories) per week during the baseline phase, which reduced to 20.7 per week (39% reduction from baseline) during the intervention phase. The number further reduced at the 1-month follow-up to 5 that week (85% reduction from baseline).
We now consider each of the participant graphs shown in Figure 2. Visual inspection of P3 showed that relative to baseline after the first intervention session, the number of intrusions decreased. The number persisted with some fluctuation through the intervention period (days 8-65) and the 1-month and 3-month follow-ups. Visual inspection for P4 showed that relative to baseline (which included missing data), the number of intrusions remained relatively steady until the fourth intervention session targeting the same memory (day 36), when there was a noticeable drop in occurrence to 0 that was maintained in the last intervention session and 1-month (and 3-month) follow-up. Visual inspection of P5 showed a slight drop in the frequency
of intrusions after the second intervention session with some fluctuations, until intervention session 5 (day 36), where the reduction in frequency became more stable (Figure 2). The frequency decreased even further at the 1-month follow-up (and at 3 months).

**Data for the 3-Month Follow-up Diary**

P3 had 13 intrusive memories in their diary at the 3-month follow-up (67% reduction from baseline). P4 had 0 intrusive memories (100% reduction from baseline) at the 3-month follow-up, whereas P5 had 8 in the week of the 3-month follow-up (76% reduction from baseline; Figure 2). Patterns in relation to diaries at earlier time points are noted in the **Change in the Total Number of Intrusive Memories** section; however, please see earlier notes about the change in measures at this time point in contrast to the original CTR.

**Change in the Number of Targeted Intrusive Memories Relative to Nontargeted Memories**

The number of targeted and nontargeted intrusions per week at baseline, in the postintervention phase, and at the 1- and 3-month follow-ups are displayed in Table 1. The mean number of individual targeted memories was 7.6 (SD 4.3) per week in the baseline phase and reduced to 5.8 (SD 2.7) per week in the intervention phase. For individual memories, refer to Table 1. However, for nontargeted intrusions, the baseline rate for individual memories was very low, such as 1 per week. Therefore, these percentages are not included in Table 1. The mean number of nontargeted memories was 2.5 (SD 3.3) per week in the baseline phase and reduced to 0.2 (SD 0.4) memories per week in the intervention phase. The number of targeted memories continued to decrease at the 1-month follow-up week to 2.0 (SD 2.5), and nontargeted memories were reduced to 0 memories. At the 3-month follow-up, the mean number of targeted memories was 3.0 (SD 3.4), and the frequency for nontargeted memories was again 0 that week.
Table 1. Number of intrusive memories per week in the baseline phase, postintervention phase, and at 1 and 3-month follow-ups from baseline phase for each participant (P)\(^a\).

<table>
<thead>
<tr>
<th>Participant and intrusions</th>
<th>Baseline phase</th>
<th>Postintervention phase</th>
<th>1-month follow-up</th>
<th>3-month follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>P3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Memory 1 (A(^b))</td>
<td>14</td>
<td>11.2</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Memory 2 (B(^b))</td>
<td>8.8</td>
<td>6.4</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Memory 3 (C)</td>
<td>6</td>
<td>0.3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Memory 4 (D)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Memory 5 (E)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Memory 6 (F)</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Memory 7 (G)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Memory 8 (H)</td>
<td>3</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Memory 9 (I)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Memory 10 (J)</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>38.8</td>
<td>18.0</td>
<td>8</td>
<td>13</td>
</tr>
<tr>
<td>Total targeted(^b)</td>
<td>22.8</td>
<td>17.6</td>
<td>8</td>
<td>13</td>
</tr>
<tr>
<td>Total nontargeted</td>
<td>16</td>
<td>0.4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Memory 1 (A(^b))</td>
<td>8.6</td>
<td>3.9</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Memory 2 (B)</td>
<td>1.1</td>
<td>0.8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Memory 3 (C)</td>
<td>1.1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>10.8</td>
<td>4.7</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Total targeted(^b)</td>
<td>8.6</td>
<td>3.9</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Total nontargeted</td>
<td>2.2</td>
<td>0.8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Memory 1 (A(^b))</td>
<td>10.6</td>
<td>6.5</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Memory 2 (B(^b))</td>
<td>7</td>
<td>2.8</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Memory 3 (C)(^b)</td>
<td>2.6</td>
<td>4.2</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Memory 4 (D)(^b)</td>
<td>2.0</td>
<td>5.6</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Memory 5 (E)</td>
<td>11.6</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Memory 6 (F)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>33.7</td>
<td>20.7</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>Total targeted(^b)</td>
<td>22.1</td>
<td>19.2</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>Total nontargeted</td>
<td>11.6</td>
<td>1.5</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

\(^a\)Total intrusions do not equate to the sum of intrusions for each memory here because the length of the baseline and intervention phases differ across each memory and the total. See the Data analysis section for further details.

\(^b\)Specific intrusive memories targeted by the intervention.

**Secondary Outcomes**

**Ratings of Adherence to Completing the Diary, General Impact of Intrusive Memories (Vividness and Distress), and Use of the Intervention in Daily Life**

Self-reported accuracy for filling out the daily intrusion diaries was high throughout the study period (Table 2). For the general impact of intrusive memories, the ratings for vividness of the intrusions did not change considerably, although if anything, showed some decline (Table 2). Distress associated with intrusions more clearly diminished during the intervention and follow-up phases for all 3 participants (Table 2). For use of the gameplay intervention in daily life, ratings of the self-guided
adherence to Tetris gameplay after experiencing an intrusive memory between sessions are also shown in Table 2.

Table 2. Ratings for adherence to intrusive memory diary, general impact of intrusive memories, and use of the gameplay intervention in daily life (N=3).

<table>
<thead>
<tr>
<th>Ratings and participant</th>
<th>Session 1</th>
<th>Session 2</th>
<th>Session 3</th>
<th>Session 4</th>
<th>Session 5</th>
<th>Session 6</th>
<th>1-month follow-up</th>
<th>3-month follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diary accuracy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>P4</td>
<td>9</td>
<td>8</td>
<td>7</td>
<td>9</td>
<td>8</td>
<td>___c</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>P5</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>Intrusions' vividness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>P4</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>7</td>
<td>4</td>
<td>___</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>P5</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Intrusions' distress</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>7</td>
<td>9</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>P4</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>___</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>P5</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Intervention use in daily life</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>—</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>P4</td>
<td>—</td>
<td>3</td>
<td>2</td>
<td>7</td>
<td>0</td>
<td>___</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P5</td>
<td>—</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>2</td>
</tr>
</tbody>
</table>

*aHow accurately did you complete the diary? 0=not at all; 10=very accurately.

bP: participant.

cMissing data.

dDuring the last week, how vivid was your intrusive memory? 0=not at all; 10=very vivid.

eDuring the last week, how distressing were your intrusive memories? 0=not at all; 10=very distressing.

fHow often did you manage to play Tetris after you experienced an intrusive memory? 0=never; 10=every time.

Feasibility and Acceptability of Using a Computer Gameplay Intervention

Participants were asked if they would recommend the intervention to a friend. P3 rated this item at 9, P5 gave it a rating of 8 (highly likely to recommend to a friend), and P4 rated the item at 3 (unlikely to recommend to a friend). They also rated if they considered gameplay to be an acceptable way to reduce intrusive memories. P3 and P5 rated the item at 8 (high acceptability), and P4 rated it at 3 (low acceptability). When participants were asked to rate how they felt about playing Tetris after having an intrusion, P3 noted that “It reduced the emotion, sometimes I was able to concentrate and think my way through it. Sometimes I experienced a kind of peace within.” P4 said, “I played so there was no room for other thoughts,” and P5 reported, “Sometimes it’s difficult to play for 25 minutes, but I played as many times as I could, for 5 to 25 minutes.” When the participants were asked if they found the intervention helpful, P3 reported, “When I was able to plan ahead while playing the game, my brain could not interrupt me. The emotion that causes distress fades.” P4 said, “Yes, I could not think about anything else whilst playing,” and P5 reported, “I felt a physical calmness, like the pit in my stomach was shrinking.”

Self-report Measures for Posttraumatic Stress, Depression and Anxiety Symptoms, and General Functioning

There was a clear reduction in posttraumatic stress symptoms (PCL-5) from baseline to the postintervention phase, which tended to continue to drop further during follow-up for all 3 participants who completed the intervention, suggesting clinical improvement (Table 3). Depression symptoms (on the PHQ-9) and anxiety symptoms (on the GAD-7) seemed to follow a similar pattern for 2 (P3 and P5) out of the 3 participants, showing reductions in the postintervention phase and during follow-up. Functional impairment (as measured by the SDS) was reduced for the same 2 out of 3 participants (P3 and P5) from baseline to the postintervention phase and at the 1-month follow-up, but for P3, it increased at 3 months. It should be noted that P4’s ratings for all of these measures were low at baseline (Table 3).
Table 3. Self-report measures of secondary outcomes (posttraumatic stress, depression and anxiety symptoms, and general functioning) and impact of intrusive memories on concentration, sleep, stress, and daily functioning for each participant (P).

<table>
<thead>
<tr>
<th>Item and participant</th>
<th>Baseline interview</th>
<th>Postintervention interview</th>
<th>1-month follow-up</th>
<th>3-month follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PCL-5</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>6</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>P2</td>
<td>54</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>P3</td>
<td>54</td>
<td>35</td>
<td>20</td>
<td>35</td>
</tr>
<tr>
<td>P4</td>
<td>26</td>
<td>14</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>P5</td>
<td>64</td>
<td>49</td>
<td>51</td>
<td>31</td>
</tr>
<tr>
<td><strong>PHQ-9</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>3</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>P2</td>
<td>19</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>P3</td>
<td>13</td>
<td>8</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>P4</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>P5</td>
<td>19</td>
<td>11</td>
<td>14</td>
<td>11</td>
</tr>
<tr>
<td><strong>GAD-7</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>2</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>P2</td>
<td>8</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>P3</td>
<td>14</td>
<td>7</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>P4</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>P5</td>
<td>18</td>
<td>9</td>
<td>17</td>
<td>4</td>
</tr>
<tr>
<td><strong>SDS</strong>&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>7</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>P2</td>
<td>20</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>P3</td>
<td>20</td>
<td>16</td>
<td>13</td>
<td>21</td>
</tr>
<tr>
<td>P4</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P5</td>
<td>21</td>
<td>16</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td><strong>Concentration disruption related to intrusive memories</strong>&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>3</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>P2</td>
<td>3</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>P3</td>
<td>7</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>P4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>P5</td>
<td>7</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td><strong>General concentration</strong>&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>0</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>P2</td>
<td>6</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>P3</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>P4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>P5</td>
<td>7</td>
<td>4</td>
<td>3</td>
<td>__</td>
</tr>
<tr>
<td><strong>Duration of disruption</strong>&lt;sup&gt;h&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>1</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>P2</td>
<td>3</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>P3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>
Impact of Intrusive Memories on Concentration, Sleep, Stress, and Daily Functioning

The ratings of the impact of intrusive memories on concentration, stress, and sleep are included in Table 3. P5 reported improved concentration after her intrusions over the course of the intervention and follow-up period. At baseline, when P5 experienced an intrusive memory, her concentration was disrupted for 10 to 30 minutes on average, and this time was reduced to 1 to 5 minutes at follow-up. P3 reported a slight improvement in concentration with respect to intrusive memories specifically but not in general. Ratings on concentration disruption from intrusive memories were low at baseline for P4 and did not change in the postintervention phase. The effect of
intrusive memories on sleep did not change for P3 or P4, whereas P5 showed some reduction. Nightmares were reduced for both P3 and P5, whereas nightmares were almost nonexistent for P4. The stress levels associated with intrusions were reduced during the intervention and follow-up periods for P3 and P5.

The reported impact of intrusive memories on the ability to function in daily life over the intervention and follow-up periods showed improvement (except for P4, who scored 0 at baseline). At baseline, the participants were asked to respond to an open question about how their intrusive memories impacted their ability to function in daily life. At baseline, P3 said, “When I have this overwhelming feeling, I find it difficult to be around other people, the worst thing is how it affects my ability to stay present for my daughters.” P4 said, “I have anger inside me, I constantly think back to how no-one noticed what was done to me.” P5 reported, “I get very stressed and anxious; it takes a lot of energy to get out of the emotion...”. In the last intervention session, P3 reported, “The disruptions ruin my concentration,” and P5 said, “I experience distress and nightmares.” At the 1-month follow-up, P3 disclosed, “When I am under a lot of stress, they disturb me more.” P5 reported, “The images no longer have color, cause less disruption and are less frequent.” At the 3-month follow-up, P3 said, “I am under a lot of stress and dealing with a certain communication problem which triggers my PTSD and the intrusions” and that “I can now comprehend that this is only a memory, and I don’t feel as distressed.” P5 reported, “They mostly impact my anxiety” and “I am not a person that easily believes in things, but this intervention works.” For all phases following the baseline, P4 reported, “The memories have no impact anymore.”

Discussion

Principal Findings

The aim of this case series was to extend our previous case study by evaluating a novel visuospatial intervention designed to reduce the number of intrusive memories of trauma [6,14,37]. The intervention was adapted to the Icelandic setting from previous clinical studies [6,19,20]. The total number of intrusive memories per week (primary outcome) was reduced between 38% and 56% from baseline to the intervention phase, in line with earlier results found by Kessler et al [19] and what we found in our earlier case study [6]. Importantly, we also found in this case series that the frequency of intrusive memories continued to decrease at the 1-month follow-up (the reduction from baseline was approximately 85%). In the diary used at the 3-month follow-up, the reduction from baseline was from 66% to 100%; although this measure replaced another one and was not prespecified, further investigation is required. These results are similar with what we found in the earlier case study [6] in which the frequency also continued to reduce from 52% in the postintervention phase to 76% at the 1-month follow-up and to 92% at the 3-month follow-up. These results indicate that the reduction in the frequency of intrusions might continue rather than rebound, which could be because of the simplicity of self-administered use of the intervention, giving participants the chance to use it independently, if needed. Reductions in distress related to intrusive memories were evident in all participants. A limitation of the study is that the 3-month diary data must be treated as exploratory, as it was not preregistered in the CTR (though it was in our ethics approval), and further studies should include this.

Not only did the targeted intrusions reduce in this case series but nontargeted intrusions were also reduced in the intervention phase. Although this appears relatively more so than the targeted ones, results must be treated with caution because of the potential floor effects on the low baseline number of nontargeted intrusions rendering comparisons misleading. Kessler et al [19] found that overall, targeted memories were reduced by 64% and nontargeted memories by 11%. The sample of participants in the study by Kessler et al [19] was inpatients with a diagnosis of complex PTSD with a larger number of different memories and baseline symptom rates, whereas the participants in this case series were non–treatment seeking with less symptom severity. Furthermore, targeted memories were reported to be much more distressing than nontargeted ones and may, in some cases, need more time to reduce in frequency (hence, the long-term effect described earlier in this section). It would be clinically interesting in future studies to see if there were links between treating a memory (say from the same trauma) that could generalize to reductions in nontargeted memories of the same episode.

We examined whether a reduction in the number of intrusions would have an impact on the symptoms of posttraumatic stress, depression and anxiety symptoms, and general functioning (secondary outcomes). The general pattern was that posttraumatic stress symptoms were reduced for all participants in the postintervention phase (cutoffs for clinical significance were not available for this measure). Depression and anxiety symptoms were reduced at times suggestive of a clinically significant change for 2 (P3 and P5) of the 3 participants in the postintervention phase [30,33], whereby a 5-point change in the PHQ-9 total score and a 4-point change on the GAD-7 can be considered clinically significant. Symptoms tended to be reduced further at follow-up. It should be noted that P4 had very low levels of distress, depression and anxiety symptoms, and impaired function at baseline. The overall findings are similar to those of our previous case study [6] and the study by Kessler et al [19]. These results provide preliminary evidence that a reduction in the number of intrusions from using this intervention could possibly reduce other symptoms connected to intrusive memories after trauma and improve functioning, with important implications for the quality of life. For the 2 (out of 3) participants who had a reduction in posttraumatic stress symptoms, depression and anxiety, and impairments in concentration and other factors related to intrusive memories, the overall pattern for secondary measures was that some improvements tended to continue for a longer term.

P3 and P5 rated the intervention as acceptable; using Tetris gameplay was an acceptable method to reduce the frequency of their intrusive memories and noted that they would recommend the intervention to a friend. This is similar to what Holmes et al [38] found among refugees and what we found in our earlier case study [6]. However, P4 did not rate the intervention as acceptable and was unlikely to recommend it to a friend, although she noted that it was helpful. It is important
to further develop how the intervention can be made more feasible and acceptable to a range of users.

Two of the participants ceased participation in the study after the baseline phase; the reasons were unrelated to the intervention but were related to scheduling issues in their daily life. However, it is important to determine who is most likely to benefit from the intervention and how to educate individuals about it in a way that increases the chance of people making an informed choice of whether they are able to try it or have the time to take part in a course of treatment. It could also be explored whether the intervention could have an impact on the frequency of intrusive memories with fewer guided intervention sessions, which would reduce the participation load.

Owing to the COVID-19 pandemic, the delivery of the intervention was changed from face to face to remote (e.g., web-based communication via Kara Connect). Originally, our plan was to gradually move toward remote delivery in future studies. When the pandemic struck, it forced the change to occur more quickly during the intervention phase of the study. This turned out to be a positive development, as the data did not suggest that the intervention became less effective by being delivered remotely. Recent research by Singh et al. [39] indicated that this novel intervention delivered remotely could be an acceptable method to reduce the number of intrusive memories among health care staff. The number of intrusive memories was reduced to 0 at the 5-week follow-up in all 3 participants [39]. Continued remote delivery using a web-based platform instead of face-to-face delivery will be important in future studies [40], thereby removing geographical restraints and making it possible to reach people regardless of where they live or whether they are in quarantine (e.g., owing to the COVID-19 pandemic) [22].

Conclusions
Targeting established intrusive memories of trauma that participants had been experiencing for some years (e.g., from childhood sexual abuse) with a brief visuospatial intervention, involving a brief memory reminder and Tetris gameplay with mental rotation, seems to show promise for further exploration as a method to reduce their frequency. These early data suggest that the intervention might also result in symptom reduction related to posttraumatic stress, anxiety and depression, and improved functioning; however, further studies are needed. Because of its simplicity, this intervention might be capable of removing common barriers to existing treatment options after trauma, such as for PTSD, including some patients’ reluctance to talk about and describe their trauma in detail to a therapist, high costs, and a limited number of qualified therapists [9]. The intervention might even be delivered by nonexperts in evidence-based trauma-focused therapy after brief training, with ongoing supervision—something that should be further examined.

The results of this study are encouraging, and the effects of the intervention on the number of intrusive memories need to be further explored. Continuing to develop this kind of scalable intervention is crucial to reach a large number of people in need of treatment after experiencing trauma. Future research should further examine the feasibility and acceptability of remote delivery by nonexperts in mental health (rather than only qualified clinical psychologists) and whether fewer intervention sessions can yield similar results. Randomized controlled trials are required to assess the intervention.
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Abstract

Background: As more people are surviving stroke, there is a growing need for services and programs that support the long-term needs of people living with the effects of stroke. Exercise has many benefits; however, most people with stroke do not have access to specialized exercise programs that meet their needs in their communities. To catalyze the implementation of these programs, our team developed the Stroke Recovery in Motion Implementation Planner, an evidence-informed implementation guide for teams planning a community-based exercise program for people with stroke.

Objective: This study aimed to conduct a user evaluation to elicit user perceptions of the usefulness and acceptability of the Planner to inform revisions.

Methods: This mixed methods study used a concurrent triangulation design. We used purposive sampling to enroll a diverse sample of end users (program managers and coordinators, rehabilitation health partners, and fitness professionals) from three main groups: those who are currently planning a program, those who intend to plan a program in the future, and those who had previously planned a program. Participants reviewed the Planner and completed a questionnaire and interviews to identify positive features, areas of improvement, value, and feasibility. We used descriptive statistics for quantitative data and content analysis for qualitative data. We triangulated the data sources to identify Planner modifications.

Results: A total of 39 people participated in this study. Overall, the feedback was positive, highlighting the value of the Planner’s comprehensiveness, tools and templates, and real-world examples. The identified areas for improvement included clarifying the...
need for specific steps, refining navigation, and creating more action-oriented content. Most participants reported an increase in knowledge and confidence after reading the Planner and reported that using the resource would improve their planning approach.

**Conclusions:** We used a rigorous and user-centered process to develop and evaluate the Planner. End users indicated that it is a valuable resource and identified specific changes for improvement. The Planner was subsequently updated and is now publicly available for community planning teams to use in the planning and delivery of evidence-informed, sustainable, community-based exercise programs for people with stroke.

(JMIR Form Res 2022;6(7):e37189) doi:10.2196/37189
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**Introduction**

**Community-Based Exercise Programs for People With Stroke**

There are >13 million new cases of stroke per year worldwide [1], and 1 in 4 adults aged >25 years will experience a stroke in their lifetime [2]. Advances in acute stroke treatment have significantly reduced mortality; however, this increased survival rate has led to more people living with chronic stroke-related disabilities. With stroke now being a leading cause of long-term disability [3,4], rehabilitation researchers have identified enhancing brain recovery and promoting long-term healthy behaviors as a priority; this research has generated a wealth of new evidence-based stroke recovery practices [5,6]. However, there is a need to move this evidence into practice and close the gap between best and current stroke rehabilitation practices [7].

Although many individuals see improvements during the acute rehabilitation phase after the stroke, many lose their initial gains when they return to the community, and their disability progresses over time [8]. Evidence suggests that exercise improves motor function [9,10], health-related quality of life [11,12], cognitive function [13,14], and cardiovascular risk factors [15,16] in those with stroke. The implementation of community-based exercise programs, which are defined as “structured, instructional programs of exercise for groups or individuals delivered outside the public health care setting and available in community settings,” are avenues for engaging in lifelong physical activity [17]. Community programs that are focused primarily on walking, such as outdoor walking or mall walking programs, are often difficult to follow for individuals with mobility impairment from stroke, and many traditional fitness facilities and health clubs have accessibility barriers [18] that present additional challenges for people with stroke. Thus, people living with stroke may require adaptations to meet their unique needs and abilities. Stroke exercise programs should incorporate functional tasks that mimic daily activities, be guided by trained personnel knowledgeable in stroke and stroke-related impairments, and be delivered with an appropriate instructor-to-participant ratio [17]. Moreover, pre-exercise medical clearance by a health care provider and further eligibility screening by exercise providers are recommended to ensure the safety and appropriateness of adapted programs [17]. Despite the established benefits of ongoing exercise and evidence-based recommendations in the design and delivery of community-based exercise programs for stroke [17], most people with stroke do not have access to such community-based exercise programs that provide the specialized support to meet their long-term needs.

In 2016, the Heart and Stroke Foundation’s Canadian Partnership for Stroke Recovery (CPSR) [19] convened its Knowledge Translation Advisory Committee to identify priority areas for knowledge translation. The committee, comprising people with stroke, caregivers, stroke recovery experts, health care providers, policy makers, and knowledge translation and mobilization experts, identified poststroke exercise as a high priority and specifically identified the need to develop sustainable evidence-based and community-based exercise programs for people with stroke. Within Canada and internationally, researchers and clinicians have developed various community-based exercise programs for people with stroke [20-22]; there is now a need to catalyze the implementation of these evidence-based approaches to optimize the health and social benefits for people with stroke.

**Development of the Stroke Recovery in Motion Implementation Planner**

Building on this momentum, our team aimed to develop an evidence-informed resource [23] to guide community program planners (eg, program managers and coordinators, rehabilitation health partners, fitness professionals, people with stroke, and caregivers) through the process of planning for the successful implementation of community-based exercise programs for people with stroke. We used a multistep process over 3 years to develop the Stroke Recovery in Motion Implementation Planner (hereafter referred to as the “Planner”; Figure 1). The well-established Knowledge-to-Action (KTA) cycle, which helps bring the results of health care research into effective changes in practice, provided the overarching framework for the planning process [24-26]. It also builds on the CAN-IMPLEMENT guideline adaptation process, which divides the KTA cycle into 3 substantive planning phases [27,28]. Furthermore, the planning model incorporates elements of the Implementation Roadmap, which is based on the KTA cycle, and further breaks the 3 planning phases into practical steps and activities to facilitate implementation planning and execution [29]. The planning process is underpinned by 6 guiding principles (Textbox 1). The “Planner development” phase (Figure 1) informed early decisions related to the content and organization of the Planner.
For example, we identified the type of information and tools that would be most helpful to end users, decided on the use of a generic approach that could be applied to any stroke-specific community-based exercise program, worked to include real-world examples, and reduced technical language. As part of this development process, we conducted a national survey of potential end users across Canada (health partners, agency administrators, program managers, and fitness professionals). Of the 21 invited people, 13 (62%) reviewed the initial Planner prototype and completed a web-based questionnaire on what they liked and what could be improved.

As the prototype was developed, the research team engaged stroke advisors, including members from an existing group of Stroke Community Advisors through the CPSR. These stroke advisors (3 people with stroke and 2 caregivers of an individual with stroke) reviewed the Planner and provided feedback on the content and format to ensure that people with stroke, their families, and caregivers were reflected appropriately.

On completing this rigorous initial Planner development process, the resource was deemed ready for evaluation (user evaluation and field testing).

Figure 1. Summary of the Planner development process and stakeholders involved in the process.

Table 1. Implementation Planning Roadmap guiding principles underpinning the Stroke Recovery in Motion Implementation Planner.

<table>
<thead>
<tr>
<th>Characteristics of the planning approach:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Intended for exercise programs situated within the community and provided by organizations with a mandate for community service (vs provision of individual therapeutic care)</td>
</tr>
<tr>
<td>• Participant centered (putting people with stroke and caregivers at the center of decisions and seeing them as experts working with service providers to achieve the best outcomes) [30]</td>
</tr>
<tr>
<td>• Participatory and inclusive (people with stroke and other relevant stakeholders, including health care partners, involved in cocreating the implementation plan)</td>
</tr>
<tr>
<td>• Evidence-informed (uses effective approaches to planning and implementation and incorporates the use of local data in making decisions)</td>
</tr>
<tr>
<td>• Aimed at strengthening participant health outcomes</td>
</tr>
<tr>
<td>• Focused on sustaining successful programs</td>
</tr>
</tbody>
</table>

Study Objectives

The purpose of the study was to conduct a dual-component evaluation of the Planner comprising a user evaluation and field test. The objective of the user evaluation was to elicit user perceptions of the usefulness and acceptability of the Planner and revise the Planner based on the data. The objective of the field test was to describe how teams used the Planner in real-world conditions; describe the effects of using the Planner on participants’ implementation planning knowledge, attitudes, and activities; and identify factors influencing Planner use [31].

The goal of this paper (part 1) is to describe the results of the user evaluation and the revisions we subsequently made to the Planner. The results of the field test are reported separately in part 2 [31].

To guide the reporting of this study, we used guidelines for mixed methods studies (GRAMMS [Good Reporting of a Mixed Methods Study]) [32], qualitative studies (COREQ [Consolidated Criteria for Reporting Qualitative Studies]) [33], and survey studies (CROSS [Checklist for Reporting of Survey Studies]) [34]. These checklists are provided in Multimedia Appendix 1 [32-34].

Methods

Design

The user evaluation was a mixed methods study that used a concurrent triangulation design [35]. We used a convergent model where cross-sectional questionnaire data (closed and open-ended questions) and interview and focus group data were collected and analyzed separately, with the quantitative and qualitative findings merged during the interpretive phase [35]. The quantitative and qualitative data were assigned equal weight. The quantitative data facilitated identifying the “what”; specifically, it helped us identify what aspects of the Planner were most frequently identified as needing modification or removal, which enabled prioritization of essential changes. The
qualitative data helped us understand the “why” of the participant feedback and provided insight into how we could best address participant concerns as we revised the Planner. The qualitative data also provided additional ideas to strengthen the Planner, which may not have been captured in the structured questionnaire. The settings for this study were Canada and Australia.

**Sampling and Recruitment**

We used purposeful sampling. All staff involved or interested in the planning and delivery of community-based exercise programs for people with stroke were eligible to participate in the user evaluation, including community and municipal program directors, managers and coordinators, regional health authority staff, fitness or exercise professionals, physiotherapists, and other consulting health partners. We identified potential participants through the professional networks of (1) study coinvestigators, many of whom have developed exercise programs; (2) individuals who previously participated in the Planner development process; and (3) participants enrolled in the study (ie, snowball sampling).

In Canada, we aimed to identify participants from different geographical regions with various population densities. Using definitions from Statistics Canada [36], we created a matrix based on geographical region and population size category. As recruitment progressed, we aimed to identify individuals from the remaining undersampled cells (region × urban or rural) in our recruitment matrix. As the Canadian study progressed, we identified an emergent opportunity to include participants from Australia. One of the coinvestigators returned to Tasmania, Australia, where there was a state goal to increase community-based exercise opportunities for people with stroke. Unlike Canada, Tasmania had low rates of COVID-19 and fewer pandemic restrictions during the study period, and community-based program planning and implementation proceeded as usual. This gave us a unique opportunity to use the professional network of the coinvestigator, who was situated in an urban area of Tasmania, to identify participants who were currently actively engaged in the planning and delivery of community-based exercise programs for people with stroke. We consulted and received approval from our funding partner (CPSR) for the addition of participants from Australia, as there was perceived value in having an international perspective on the Planner.

We started recruiting individuals to prospectively field test the Planner in December 2019. In March 2020, the COVID-19 pandemic caused significant challenges for recruitment as the pandemic resulted in many teams stopping community-based program planning. In May 2020, we amended our protocol to add 2 additional groups (Table 1) to our study with different levels of experience in planning community-based exercise programs for people with stroke, allowing data collection on the Planner within pandemic restrictions. Study enrollment was completed in February 2021. The eligibility criteria for each participant group are presented in Table 1.

All 3 groups participated in the user evaluation component. The current program planners engaged in additional study activities as part of the field test component of the evaluation [31].

The study staff contacted potential participants via email with study information. If there was no response, we sent 2 follow-up reminders. Interested participants connected with the study staff to review the requirements, confirm eligibility, obtain informed written consent, and schedule a time for the study activities.

**Table 1.** Eligibility criteria and data collection methods for the 3 groups of participants in the study.

<table>
<thead>
<tr>
<th>Participant group</th>
<th>Inclusion criteria</th>
<th>Data collection methods</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Current program planners</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Interested in implementing a community-based exercise program for people with stroke in the next 6 to 12 months</td>
<td>• Questionnaire</td>
</tr>
<tr>
<td></td>
<td>• Are willing to use the Planner to guide their planning process</td>
<td>• Baseline interview or focus group</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Monitoring interviews</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• End-of-study interview or focus group</td>
</tr>
<tr>
<td><strong>Future program planners</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Have a vested interest in community-based exercise programs for people with stroke and the development of a useful resource for program planning</td>
<td>• Questionnaire</td>
</tr>
<tr>
<td></td>
<td>• Have not previously launched a community-based exercise program for people with stroke and are not currently considering planning a program</td>
<td>• Follow-up interview or focus group</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Past program planners</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Have previously implemented a community-based exercise program for people with stroke in the past 1 to 5 years</td>
<td>• Interview or focus group about past experience</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Questionnaire</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Follow-up interview or focus group</td>
</tr>
</tbody>
</table>

aNew participant group added in May 2020.

**Data Collection**

The study participants completed a web-based questionnaire and a minimum of 1 interview. The order of the activities and the content of the questionnaire and interviews were tailored to each group (Table 1). Participants received an honorarium at a rate of CAD $25 (US $19.5) per hour to compensate for their time.

**Questionnaire**

Each participant completed a web-based questionnaire created in LimeSurvey (LimeSurvey GmbH) [37]. This was a “restricted” questionnaire, meaning that only participants enrolled in the study could complete the questionnaire through a single-use unique URL generated by the research team. There was no validated instrument that met our needs; therefore, the
core study team created a questionnaire that was specific to the Planner content during the development phase (Figure 1). It was tested internally with 2 other research team members for functionality and clarity and then administered to 13 end users who represented people who were currently running programs, had run programs in the past, or were interested stakeholders. We then modified the questionnaire to tailor the content to the 3 participant groups and optimize functionality (eg, adding branching logic). Participants were required to read the Planner before starting the questionnaire. Depending on the group, the questionnaire had between 79 and 89 closed-ended questions, most of which also included open textboxes to expand on their selected answers, and between 11 and 22 open-ended questions. Questions were spread across 7 sections and focused on participants’ impressions of the Planner sections and tools (keep, modify, or remove), format and presentation, value of the Planner for community program planners, impact of the Planner on knowledge and confidence, and questions on respondents’ demographics and experience. The estimated time to read the Planner and complete the questionnaire was 4 hours. Multimedia Appendix 2 presents the questionnaires administered to the 3 study groups.

**Interviews and Focus Groups**

Each participant completed at least one interview or focus group. Some participants took part in the study as a team and therefore chose to complete a focus group together. The semi-structured interview and focus group guides were developed by the research team and informed through discussions with end users in the Planner development phase. Question topics included overall impressions of the Planner, likes and dislikes regarding the Planner, in-depth discussion about the questionnaire responses, and perceived feasibility of the planning process. In addition, past program planners were asked to compare their current experience using the Planner with their previous experience. Multimedia Appendix 3 presents the semi-structured interview and focus group guides.

**Current** program planners completed brief “monitoring” interviews that were scheduled every 1 to 2 months with the research staff. Discussion points during these interviews included how they had been using the Planner, what they liked about using it, and what was missing.

Interviews and focus groups were conducted either in person, through video calls, or by phone, depending on participant preference. Sessions were facilitated by 1 of 4 female researchers (1 master’s degree–prepared nurse researcher [J Reszel], 1 PhD-prepared rehabilitation researcher [TN], 1 master’s degree–prepared nutrition researcher [KE], and 1 PhD-prepared physiotherapy researcher [MLB]) experienced in qualitative research. None of them had pre-existing relationships with the participants. The interviewers worked to create a nonjudgmental environment and welcomed both positive and negative feedback. On average, the interviews and focus groups lasted 44 (range 21–106) minutes, and the monitoring interviews lasted 24 (range 13–39) minutes. The interviews were audio recorded and transcribed verbatim. Altogether, there were 42.9 hours of audio recordings, yielding 912 pages of transcripts. Field notes were made after the interviews and focus groups to document researcher reflections and observations, including participant interactions.

**Data Analysis**

**Questionnaire**

We analyzed the data using descriptive statistics in SPSS (version 27; IBM Corp) [38]. For nominal data (eg, gender and geographical location) and ordinal data (eg, confidence and knowledge), we calculated frequencies and percentages to illustrate the distribution of the responses across categories. For continuous data (eg, years of experience), we calculated measures of central tendency (eg, mean and median) and measures of variability (eg, SD and range). The text in the open-ended questions was analyzed by grouping content into categories to identify what participants liked and disliked about the Planner steps, tools, format, and planning approach. Given the small sample size, no comparisons were made based on role, organization, or geography.

**Interviews and Focus Groups**

We used conventional content analysis, an inductive approach through which the codes and categories emerged from the data [39]. Each transcript was verified against the audio recording, read as a whole, and then segments of the text were labeled with codes in Microsoft Word. As the analysis progressed, we continued to develop our coding scheme while adding emerging codes. To enhance the trustworthiness of our findings, 40% of the transcripts were coded independently by 2 researchers [40]. The 2 researchers met regularly to compare their coding, resolve discrepancies, and update the coding scheme. All the transcripts were revisited to apply the final version of the coding scheme. We reached inductive thematic saturation [41] as no new codes were added after the 31st transcript (out of 67 transcripts). Data analysis occurred concurrently with data collection, with interview probes evolving to explore emerging themes from the analysis. The team reviewed and discussed field notes, and no notable group dynamics were identified. Although transcripts were not returned to participants, in the final stages of the study, 4 interview participants reviewed and shared their impressions of the revised Planner. This participant check allowed the study team to assess the extent to which we successfully applied the study findings to the Planner.

**Triangulation of Quantitative and Qualitative Data to Inform Planner Revisions**

On completion of the descriptive analysis of the questionnaire data and coding of the qualitative data, we created a master data summary document that included both data sets to facilitate comparing and contrasting. The core research team met regularly during this triangulation phase (>40 hours of meetings) and discussed the similarities and differences between the qualitative and quantitative data.

The team focused on changes to be made in the Planner, grounded in the study data. First, to identify “essential” changes, we reviewed the questionnaire data by using a threshold of 75%, a commonly used figure to define consensus [42]. Where <75% of respondents (in any of the 3 participant groups) selected the most positive response option for a question (ie, keep as is;
strongly agree or agree), we carefully reviewed the open-ended questionnaire responses and qualitative interview data for that Planner section to determine the required changes. Next, even when consensus was reached (ie, ≥75%), we still reviewed every comment provided in the questionnaire and interviews to identify other opportunities to enhance the Planner. Decisions regarding whether to address the suggestions were based on (1) alignment with the guiding principles underpinning the Planner (Textbox 1), (2) alignment with evidence from implementation science (eg, best and promising practices for implementation) and pedagogical science (eg, value of repetition for learning), (3) the significance of the suggestions, and (4) the feasibility of the changes related to formatting and design constraints.

Ethics Approval
We obtained ethics approval from the Ottawa Health Science Network Research Ethics Board (protocol 20190594-01H) and the Tasmania Health and Medical Human Research Ethics Committee (project ID 23559) for the initial and amended protocols. All participants signed an informed consent form before starting any study activities, and all study procedures were conducted in accordance with privacy and confidentiality requirements.

Results
Overview
We enrolled 39 participants between December 2019 and February 2021. We contacted 27 current program planners, of whom 16 (59%) enrolled; 14 future program planners, of whom 9 (64%) enrolled; and 43 past program planners, of whom 14 (33%) enrolled. The participant demographic data are presented in Table 2, participant roles based on employment setting are presented in Table 3, and the types of data collected during the study are presented in Table 4.
Table 2. Participant demographics (N=36).^a

<table>
<thead>
<tr>
<th>Variable</th>
<th>Current program planners (n=15)</th>
<th>Future program planners (n=9)</th>
<th>Past program planners (n=12)</th>
<th>All participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)^b</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>4 (57)</td>
<td>8 (89)</td>
<td>10 (83)</td>
<td>22 (79)</td>
</tr>
<tr>
<td>Male</td>
<td>3 (43)</td>
<td>1 (11)</td>
<td>2 (17)</td>
<td>6 (21)</td>
</tr>
<tr>
<td>Gender fluid</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Location of community, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alberta</td>
<td>1 (7)</td>
<td>3 (33)</td>
<td>0 (0)</td>
<td>4 (11)</td>
</tr>
<tr>
<td>British Columbia</td>
<td>4 (27)</td>
<td>0 (0)</td>
<td>2 (17)</td>
<td>6 (17)</td>
</tr>
<tr>
<td>Manitoba</td>
<td>0 (0)</td>
<td>2 (22)</td>
<td>0 (0)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Newfoundland and Labrador</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (8)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Ontario</td>
<td>5 (33)</td>
<td>3 (33)</td>
<td>8 (67)</td>
<td>16 (44)</td>
</tr>
<tr>
<td>Prince Edward Island</td>
<td>0 (0)</td>
<td>1 (11)</td>
<td>1 (8)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Tasmania, Australia</td>
<td>4 (27)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>4 (11)</td>
</tr>
<tr>
<td><strong>Population density, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural or mostly rural</td>
<td>6 (40)</td>
<td>1 (11)</td>
<td>4 (33)</td>
<td>11 (31)</td>
</tr>
<tr>
<td>Urban or mostly urban</td>
<td>7 (47)</td>
<td>7 (78)</td>
<td>5 (42)</td>
<td>19 (53)</td>
</tr>
<tr>
<td>Combination of rural and urban</td>
<td>2 (13)</td>
<td>1 (11)</td>
<td>3 (25)</td>
<td>6 (17)</td>
</tr>
<tr>
<td><strong>Size of community, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5000</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (8)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>5000-9999</td>
<td>5 (33)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>5 (14)</td>
</tr>
<tr>
<td>10,000-24,999</td>
<td>4 (27)</td>
<td>1 (11)</td>
<td>1 (8)</td>
<td>6 (17)</td>
</tr>
<tr>
<td>25,000-50,000</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>&gt;50,000</td>
<td>5 (33)</td>
<td>8 (89)</td>
<td>10 (83)</td>
<td>23 (64)</td>
</tr>
<tr>
<td><strong>Type of organization where the program is or will be offered, n (%)^c</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community recreation center (public and municipal)</td>
<td>5 (33)</td>
<td>6 (67)</td>
<td>5 (42)</td>
<td>16 (42)</td>
</tr>
<tr>
<td>YMCA ^d</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td>5 (42)</td>
<td>6 (17)</td>
</tr>
<tr>
<td>Community health center</td>
<td>1 (7)</td>
<td>2 (22)</td>
<td>1 (8)</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Recreation center for older adults</td>
<td>0 (0)</td>
<td>1 (11)</td>
<td>1 (8)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Physiotherapy clinic</td>
<td>3 (20)</td>
<td>1 (11)</td>
<td>1 (8)</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Nursing home</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (8)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Retirement residence</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (17)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Private gym or facility</td>
<td>0 (0)</td>
<td>3 (11)</td>
<td>2 (17)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Family health team</td>
<td>4 (27)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Nonprofit community space</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (25)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Web-based program</td>
<td>2 (13)</td>
<td>1 (11)</td>
<td>1 (8)</td>
<td>4 (11)</td>
</tr>
<tr>
<td><strong>Number of years of experience in community program planning and/or delivery^b</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values, median (range)</td>
<td>2 (0-21)</td>
<td>5 (0-20)</td>
<td>10 (1-20)</td>
<td>7 (0-21)</td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>5 (8)</td>
<td>8 (6)</td>
<td>10 (6)</td>
<td>8 (7)</td>
</tr>
<tr>
<td><strong>Individual role in planning or delivering this exercise program, n (%)^e</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provider agency administration</td>
<td>0 (0)</td>
<td>1 (11)</td>
<td>1 (8)</td>
<td>2 (6)</td>
</tr>
</tbody>
</table>
| Variable                                           | Current program planners (n=15) | Future program planners (n=9) | Past program planners (n=12) | All participants  
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Program manager or coordinator</td>
<td>7 (47)</td>
<td>2 (22)</td>
<td>4 (33)</td>
<td>13 (36)</td>
</tr>
<tr>
<td>Fitness or exercise professional</td>
<td>2 (13)</td>
<td>2 (22)</td>
<td>3 (25)</td>
<td>7 (19)</td>
</tr>
<tr>
<td>Rehabilitation health professional</td>
<td>6 (40)</td>
<td>4 (44)</td>
<td>4 (33)</td>
<td>14 (39)</td>
</tr>
<tr>
<td>Experience in planning this type of program, n (%)</td>
<td>Previous experience planning adapted or specialized fitness programs</td>
<td>10 (67)</td>
<td>6 (67)</td>
<td>12 (100)</td>
</tr>
<tr>
<td>Experience in delivering this type of program, n (%)</td>
<td>Previous experience delivering adapted or specialized fitness programs</td>
<td>12 (80)</td>
<td>6 (67)</td>
<td>8 (67)</td>
</tr>
<tr>
<td>Current confidence in planning an adapted or specialized fitness program, n (%)</td>
<td>Extremely confident</td>
<td>0 (0)</td>
<td>1 (11)</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Very confident</td>
<td>5 (33)</td>
<td>4 (44)</td>
<td>6 (50)</td>
<td>15 (42)</td>
</tr>
<tr>
<td>Moderately confident</td>
<td>8 (53)</td>
<td>3 (33)</td>
<td>5 (42)</td>
<td>16 (44)</td>
</tr>
<tr>
<td>Slightly confident</td>
<td>2 (13)</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Not at all confident</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Knowledge of how to use evidence to inform decision-making in program planning, n (%)</td>
<td>Extremely knowledgeable</td>
<td>3 (20)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Very knowledgeable</td>
<td>4 (27)</td>
<td>8 (89)</td>
<td>3 (25)</td>
<td>15 (42)</td>
</tr>
<tr>
<td>Moderately knowledgeable</td>
<td>2 (13)</td>
<td>1 (11)</td>
<td>8 (67)</td>
<td>11 (31)</td>
</tr>
<tr>
<td>Slightly knowledgeable</td>
<td>4 (27)</td>
<td>0 (0)</td>
<td>1 (8)</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Not at all knowledgeable</td>
<td>2 (13)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (6)</td>
</tr>
</tbody>
</table>

\( ^a \)In this study, of the 39 participants, 36 (92%) completed the questionnaire. Of the 36 participants who completed the questionnaire, 35 (97%) questionnaires were complete, with only 1 (3%) participant skipping 2 out of 86 questions (the skipped questions are not reported in this table).

\( ^b \)The first version of the current program planner questionnaire did not include this question; therefore, 8 responses are missing.

\( ^c \)Respondents could select >1 response option.

\( ^d \)YMCA: Young Men's Christian Association.

\( ^e \)Some participants may actually represent >1 group (eg, a rehabilitation professional who is working as a program coordinator); however, these data reflect how participants self-identified their primary role in planning as per the questionnaire responses.
Table 3. Role of participants based on their employment setting (N=39).

<table>
<thead>
<tr>
<th>Employment setting</th>
<th>Participant role, n (%)</th>
<th>Total, N</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Provider agency administration</td>
<td>2 (20)</td>
</tr>
<tr>
<td></td>
<td>Program manager or coordinator</td>
<td>4 (40)</td>
</tr>
<tr>
<td></td>
<td>Fitness or exercise professional</td>
<td>4 (40)</td>
</tr>
<tr>
<td></td>
<td>Rehabilitation health professional</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Community-based nonprofita</td>
<td>100 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Municipalityb</td>
<td>4 (40)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Health authorityc</td>
<td>2 (40)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Private practiced</td>
<td>1 (17)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Primary caree</td>
<td>1 (25)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>University</td>
<td>14 (38)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Hospital</td>
<td>8 (21)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Stroke networkf</td>
<td>14 (36)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Total</td>
<td>2 (5)</td>
<td>15 (38)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Employment setting</th>
<th>Participant role, n (%)</th>
<th>Total, N</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Provider agency administration</td>
<td>2 (20)</td>
</tr>
<tr>
<td></td>
<td>Program manager or coordinator</td>
<td>4 (40)</td>
</tr>
<tr>
<td></td>
<td>Fitness or exercise professional</td>
<td>4 (40)</td>
</tr>
<tr>
<td></td>
<td>Rehabilitation health professional</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Community-based nonprofita</td>
<td>100 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Municipalityb</td>
<td>4 (40)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Health authorityc</td>
<td>2 (40)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Private practiced</td>
<td>1 (17)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Primary care</td>
<td>1 (25)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>University</td>
<td>14 (38)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Hospital</td>
<td>8 (21)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Stroke network</td>
<td>14 (36)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Total</td>
<td>2 (5)</td>
<td>15 (38)</td>
</tr>
</tbody>
</table>

aFor example, the Young Men’s Christian Association (YMCA).
bFor example, a city.
cFor example, a provincial, state, or regional health authority.
dFor example, a physiotherapy clinic or gym.
eFor example, a family health team.
fFor example, a provincial or regional network.

Table 4. Summary of quantitative and qualitative data collected by participant groups (N=39).

<table>
<thead>
<tr>
<th>Data collection method</th>
<th>Current program planners (n=16a)</th>
<th>Future program planners (n=9b)</th>
<th>Past program planners (n=14c)</th>
<th>All participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Questionnaire</td>
<td>15 responses</td>
<td>9 responses</td>
<td>12 responses</td>
<td>36 responses</td>
</tr>
<tr>
<td>Interviews and focus groups</td>
<td>15 interviews and focus groups with 16 participants</td>
<td>9 interviews with 9 participants</td>
<td>25 interviews and focus groups with 14 participants</td>
<td>49 interviews and focus groups with 39 participants</td>
</tr>
<tr>
<td>Monitoring interviews</td>
<td>18 interviews with 10 participants</td>
<td>N/Ad</td>
<td>N/A</td>
<td>18 interviews with 10 participants</td>
</tr>
</tbody>
</table>

Overall Impressions of the Planner

Overall, feedback on the Planner was positive. All questionnaire participants felt that the Planner addressed the key factors to consider when planning a community-based exercise program for people with stroke; almost all (34/36, 94%) felt it would help them make decisions informed by evidence, and most (29/36, 81%) indicated that it would improve their usual approach to planning:

The Planner is a very good teaching tool and I think you could easily work through that with a team. It would put your team all on the same page and certainly enhance some people’s background...I think it would keep the group on the same page and have a good idea of what we’re doing, why we’re doing it, who we’re doing it for, and the benefits. [Fitness or exercise professional, ID38]

Most participants (26/28, 93%) reported that reading the Planner increased their knowledge of how to use evidence to inform decision-making in program planning. Nearly as many participants (24/28, 86%) also reported that reading the Planner increased their confidence in their ability to plan an adapted or specialized fitness program.

Several past program planners who had successfully launched and sustained programs commented on the alignment between the Planner and their own experiences and the added benefit of the Planner:

Initially it [the Planner] was overwhelming and I went “oh my gosh I missed every single step”...But then I looked back and I saw that I did most of it, but just not necessarily with as much intention or thought. A lot of it [Planner content] is just kind of intuitive and I did it but it wasn’t as thoughtful. [Rehabilitation health professional, ID37]
Nearly all future and past program planners (19/21, 91%) indicated that they would likely use the Planner for future program planning. Similarly, most questionnaire participants (33/36, 92%) said they would likely recommend it to colleagues to support program planning, described by one participant as follows:

> If I knew somebody was thinking of [planning a program], I think a resource such as this would be the exact one they should be using. If I were in a position where I was implementing or supporting or advising on the implementation of a program, I would definitely recommend the use of this resource at the planning stage in order to make sure that everything has been thought about. [Rehabilitation health professional, ID21]

Most questionnaire participants (34/36, 94%) agreed that the Planner could be applied to planning programs that were not stroke specific, including exercise programs for people with other health conditions and nonexercise programs:

> I’m working on a different program and some of the concepts in the Planner have helped develop that program. It’s not an exercise program but the Planner has helped me think about other things when it comes to programming. [Program manager or coordinator, ID12]

Although the most commonly reported first impression of the Planner was that it was long and possibly overwhelming, over three-quarters (28/36, 78%) of the questionnaire participants agreed that the Planner presented the right amount of information. Most participants indicated that after reading and digesting the information, they saw great value in all the presented materials and could not identify materials that could be removed. Participants recognized the need to strike a balance between making the Planner a comprehensive information source for people with various roles and experience levels while also ensuring that the material was not overly long or onerous to read:

> As far as usability, it’s trying to walk that fine line between providing too much information and not enough information. Because you get a variety of people, from those who have never implemented a community-based program, to those who are very used to that. Trying to make it work for both those groups, how do you do that as best as possible? That’s not an easy answer. [Program manager or coordinator, ID13]

All questionnaire participants (36/36, 100%) agreed that the Planner was well organized, and nearly all agreed that it was easy to read and understand (35/36, 97%) and clearly presented the planning process (33/36, 92%). Participants were split on the format of the Planner: 56% (20/36) of participants would have preferred a web-based version over a paper-based version, and 28% (10/36) did not have a preference. Participants frequently desired access to both a web-based version for easy navigation and tool completion and a paper-based version for hard copy use.

**Feedback That Prompted Changes to the Planner**

**Planner Content**

There were several recurring comments related to the Planner content, which cut across sections and tools that resulted in edits. For example, we observed a discordance in some participant settings between the Implementation Planning Roadmap and the “usual way things are done,” reflecting a difference in philosophy. To address this, we made the guiding principles and assumptions explicit at the beginning of the Planner to make the approach and values transparent and explain the rationale for the planning process (Textbox 1). Furthermore, some participants expressed concerns about the theoretical language used in the Planner. We carefully reviewed the Planner and simplified the technical terms wherever possible.

For questions assessing specific Planner sections and tools, 70% (30/43) of the items were deemed “necessary—keep as is” by at least 75% of the questionnaire participants (Multimedia Appendix 4). Key content changes were made to the Planner and tools based on the participant feedback (Table 5).
Table 5. Examples of key content changes made to the Planner and tools.

<table>
<thead>
<tr>
<th>Identified area of improvement</th>
<th>Changes made to the Planner and tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Include more information to clarify why specific steps and activities are important to complete during implementation planning (eg, forming planning partnership, decision-making methods, terms of reference, celebrating the launch, and preparing an evaluation plan)</td>
<td>“Why is this important” statements were emphasized throughout the Planner to provide the rationale and potential benefits of completing the step or activity</td>
</tr>
<tr>
<td>Include more examples of the real-world solutions used by other teams to address planning challenges; include examples of completed tools from planning teams</td>
<td>Addition of the “Tips and Potholes” section at the end of each planning phase to highlight the success factors and challenges encountered by teams involved in the development and evaluation of the Planner; Added samples of completed tools created by study sites (with permission)</td>
</tr>
<tr>
<td>Wherever possible, make content action oriented</td>
<td>Implementation Planning Roadmap revised from 13 steps to 8 steps and Planner guidance edited to provide greater clarity and focus on specific activities and tasks to complete; All tools reviewed and edited to ensure templates provide concrete guidance; Creation of standardized cover sheets for each tool, which include “Why is this important?” and “How to use this tool” statements</td>
</tr>
<tr>
<td>Include information on how to consider the specific needs of people with stroke or caregivers as planning partners</td>
<td>New section and tool with specific guidance on factors to consider and questions to ask when engaging people with stroke and caregiver partners in the team; Voices of people with stroke and caregivers were brought to the forefront by inserting verbatim quotes collected during our evaluation throughout the Planner</td>
</tr>
<tr>
<td>Include more exercise program–specific information to facilitate program comparisons</td>
<td>Creation of a “program comparison template” with guiding questions for planning teams to assess the history, attributes, and requirements of programs under consideration</td>
</tr>
<tr>
<td>Emphasize the importance of considering and addressing program sustainability factors early and often</td>
<td>Sustainability information was included in all 3 phases of the Planner; Creation of a new section on sustainability capacity; Key sustainability factors identified in the end-of-phase checklists and throughout tools</td>
</tr>
<tr>
<td>Make tools concise (eg, implementation work plan and assessment of barriers) and avoid duplication between tools (eg, community assessments)</td>
<td>Tool content reorganized, simplified, and relabeled to align more clearly with road map steps; Repetitive content merged and the number of tools reduced; Longer tools split into easy-to-manage sections (eg, identifying barriers to program, program users, and program setting became 3 short worksheets)</td>
</tr>
</tbody>
</table>

**Planner Format and Organization**

The participants offered constructive comments on how to optimize the format and organization of the Planner, which resulted in several key changes (Table 6).
Table 6. Examples of key format and organization changes made to the Planner and tools.

<table>
<thead>
<tr>
<th>Identified area of improvement</th>
<th>Changes made to the Planner and tools</th>
</tr>
</thead>
</table>
| Simplify structure, balance the workload across the 3 phases, and reorder the sequence of activities and steps | • Implementation Planning Roadmap reduced and simplified from 13 steps to 8 steps  
• Implementation planning process reorganized to better balance planning activities within and across the 3 phases  
• Phase 2 and 3 steps reordered to make the planning sequence more logical (eg, developing an evaluation plan before launching the exercise program) |
| Improve navigation; clearly align Planner content with the phases and steps of the road map | • Road map figure moved to the start of the Planner as a key navigation element  
• Planner redesigned to better link content to road map phase and step and orient the reader to the location on the map  
• Professional graphic design concept developed to facilitate navigation |
| Facilitate different “starting points” in the Planner to help situate readers from different contexts and starting places in their planning journey | • Developed a new “Where do we start?” section in the Planner introduction to outline different planning scenarios and potential starting points and how to use the Planner accordingly  
• Directed readers to the progress checklists at the end of each phase to assess what work still needs to be completed |
| Keep the body of the Planner concise for easy reading | • Selected content (eg, additional resources and program samples) moved from the body of the Planner to the appendix as “Read more” sections for interested readers |
| Provide easy access to tools and appendices (additional resources); ensure tools are fillable and editable | • Tools summarized at end of each phase with links  
• PDF and original, editable files provided for easy download  
• Design concept to include both hard copy and web-based versions of the Planner |

Feedback Considered but Existing Approach Maintained

The study participants made some suggestions for Planner modifications that after careful consideration, we decided not to make. Here, we provide 2 key examples with the rationale.

First, some participants requested that to facilitate use, the Planner should be separated into different sections to assign specific content to different roles on the planning team. However, the desire to distinguish between those “planning” and those “delivering” was not aligned with our guiding principle of using a participatory and inclusive approach. Planning teams are most effective when those delivering the program (eg, fitness or exercise professionals) and using the program (eg, people with stroke) are engaged early in the planning process. In addition, team members’ roles may be fluid over time and in different contexts. Therefore, we left the Planner as one document designed for all team members, with the goal of encouraging awareness of and participation in the full planning process. The importance of an integrated planning team was supported by a study participant who regularly delivered community programming:

I was really excited about having “boots on the ground” kind of people [on the planning team].

Because often times you don’t hear about these things until after others have made the decision and you’re like “oh if only you had talked to the people who actually implement these things. It would have been helpful.” Because the concept of policy can often vary greatly from the reality. [Fitness or exercise professional, ID22]

Second, several participants commented on the level of repetition throughout the Planner and recommended making the document shorter and more concise. Although we carefully reviewed the Planner and eliminated unnecessary redundancies, some repetition was left in for pedagogical reasons [43]. Repetition helps readers remember and understand the information. We also recognized that some readers would not read the Planner from start to finish and skip from section to section; therefore, we chose to judiciously repeat essential contextual information throughout the Planner.

Positive Feedback on the Planner Supporting the Existing Approach and Resulting in Enhancements

All the participants provided positive feedback on the Planner and identified features that they found useful. We used this positive feedback to identify content and features to keep in the final version. We also identified ways of expanding upon and further enhancing these features where possible (Table 7).
### Table 7. Sections and features of the Planner rated positively with illustrative quotes.

<table>
<thead>
<tr>
<th>Positive feedback on the Planner</th>
<th>Illustrative quote</th>
<th>Planner decisions made based on positive feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Although many participants felt</td>
<td>“Although I feel all [tools] are important to keep, I don’t feel I would use them all each time I would start a program. It would depend on the type of organization I was working with and how much detail would be needed, thus having all the tools available is important.” [Rehabilitation health professional, ID32]</td>
<td>• Kept a variety of tools to meet the needs and contexts of different planning teams</td>
</tr>
<tr>
<td>they would not necessarily need</td>
<td>Although many participants felt the Planner was long, most participants appreciated the comprehensiveness of the Planner and the breadth of information presented.</td>
<td>• Created cover pages for each tool, further highlighting who, how, when, and why planning teams can use the various tools</td>
</tr>
<tr>
<td>to use all Planner tools to</td>
<td>“There’s lots of information. You can go lots of places to look at program planning information, but having it all consolidated...is really helpful to me. Because I could get lost and I could go down a significant rabbit hole if I start Googling all this stuff on my own. To forego the Google rabbit hole is very helpful.” [Program manager or coordinator, ID35]</td>
<td>• Kept the Planner as a comprehensive document to meet the needs of various planning team members</td>
</tr>
<tr>
<td>implement every exercise</td>
<td>Nearly all participants commented positively on the summary checklists at the end of each phase as a clear way of assessing progress and the remaining planning tasks.</td>
<td>• New content added based on participant feedback to improve comprehensiveness; for example, more details on developing a planning partnership, how to engage people with stroke and caregiver partners, and web-based program information</td>
</tr>
<tr>
<td>program, they generally</td>
<td>“I did like the progress checklists. I really liked that at the end of each section. It was a nice way to kind of bring all of that together and in a practical tool that people can use.” [Rehabilitation health professional, ID33]</td>
<td>• Kept checklists at the end of each phase</td>
</tr>
<tr>
<td>appreciated the inclusion of</td>
<td>Many participants valued the quotes and field notes from other planning teams to learn about real-world successes and challenges and highlight the importance of the various planning steps.</td>
<td>• Phase checklists were made into a separate tool for easy access and printing</td>
</tr>
<tr>
<td>various tools, should they be</td>
<td>“I liked the field notes about programs—this is what happened and this is the result...It makes it relatable; when you’re reading all the info, it pulls you back into the practical side of it, which is good.” [Fitness or exercise professional, ID31]</td>
<td>• Content of checklists was integrated into the implementation work plan</td>
</tr>
<tr>
<td>needed.</td>
<td></td>
<td>• New quotes from study participants added throughout the Planner</td>
</tr>
</tbody>
</table>

#### Planner Revisions

Using the data reported in this study, we revised both the content and format of the Planner. Integrating this feedback involved extensive rewriting and editing by the core study team; contracting the graphic designer; and a final review by 16 coinvestigators, consultants, end users, and stroke advisors. The largest revision of the Planner involved improving the overall structure and navigation (Figure 2).

The Stroke Recovery in Motion Implementation Planner is now hosted through March of Dimes Canada, a Canadian nonprofit organization offering services for people with disabilities, including the After Stroke program focused on stroke recovery in the community [44]. The Planner is free and publicly available here [23].

https://formative.jmir.org/2022/7/e37189
Discussion

Principal Findings

This paper provides a comprehensive description of how the Planner was developed, informing consumers of the rigorous process used. Our mixed methods user evaluation demonstrated that, overall, end users viewed the Planner positively and indicated that it was a useful and valuable resource. They reported that it would improve the planning process and help them make planning decisions informed by evidence. The participants’ constructive feedback on the content and organization was used to revise and strengthen the Planner.

Comparison With Prior Work

Our development process aligns with that used by others to develop implementation guides and toolkits in different settings, including selecting an underpinning theory or framework [45-48], searching the academic and gray literature [46-50], consulting experts and consumers [45-48,50], and refining the guide based on end user feedback [45,46,48-50].

Some participants provided feedback consistent with findings reported in the literature; for example, perceptions that the implementation process could be overwhelming or the guide too long [50,51], the need to reduce the number of steps and technical language [51], and the desire for new content and tools to address team needs [48,49,51]. Engaging a wide variety of stakeholders in the development process and using several user-centered design strategies ensured that the final product was grounded in the needs and experiences of those who will use it in real-world settings [52].

The use of an implementation framework can contribute to more systematic planning, delivery, and evaluation of programs, thereby contributing to improved success and sustainability [53]. However, many implementers lack knowledge and experience in using these frameworks [53], and many third-sector organizations (e.g., voluntary and community organizations and social enterprises [54]) face capacity and capability issues when implementing evidence-based interventions [55]. Leeman et al. [56] identified “tools” as a strategy for building implementation capacity in community-based practitioners. The Planner is an evidence-informed tool for building the capacity of practitioners (in this context, community program planners, health professionals, fitness professionals, people with stroke, and caregivers) to plan for implementation in an applied and approachable way. Most study participants reported an increase in knowledge and confidence after reading the Planner, including many who reported being experienced program planners.

The Planner is based on the KTA, CAN-IMPLEMENT, and Implementation Roadmap frameworks [24,25,27-29] and is grounded in implementation science and practice. Studies on third-sector organizations in general [55] and on poststroke exercise specifically [57-60] have revealed factors that can influence program implementation, such as equipment, space, time, staffing, training, funding, marketing and recruitment, class capacity, sustainability, program adaptation challenges, organizational culture and priorities, and collaboration between organizations and professionals [55,57-60]. The Planner is specifically designed to help planning teams identify these and other factors unique to their settings, which may impede or support the implementation of community-based exercise programs for people with stroke. The Planner offers strategies, including some recommended by others [55,57], to overcome these barriers. Most importantly, the Planner provides a step-by-step action-oriented road map to plan for successful implementation and sustainability.
Limitations and Strengths

This study has some limitations that should be acknowledged. A key challenge was conducting the study during the COVID-19 pandemic. Although we successfully recruited 39 participants to review the Planner, the data collection period coincided with the pandemic, a time of high personal and professional stress. It is unknown how the stress of the pandemic may have influenced decisions to participate in the evaluation or how it influenced participants' perspectives of the Planner. However, nearly half of the individuals approached to participate did so despite the burden of having to read the comprehensive Planner, complete a lengthy questionnaire, and participate in an interview. This suggests that those who participated were strongly committed to providing input on the Planner and provided thoughtful and detailed feedback.

Although our sample was diverse, we would have liked to have enrolled more fitness professionals, given their role in delivering exercise programs. There may be several reasons for their limited enrollment. For the current program planning group, our primary contact was often the manager or coordinator or health partner. These planning leads had sometimes not yet identified the fitness professional team members and were unable to connect the research team with fitness professional study candidates. Furthermore, the pandemic led to the closure of community centers and fitness facilities, and therefore, many fitness professionals were not actively employed during this time. Despite these challenges, approximately 20% (8/39) of the study participants were fitness or exercise professionals who offered rich and thoughtful guidance on how to improve the Planner to meet their needs.

Finally, the user evaluation involved the hard copy version of the Planner, and therefore, the findings may not reflect perceptions of a web-based format. Plans are underway to develop a web-based toolkit based on the hard copy version.

A strength of the study was the mixed methods design, which facilitated assessing perceptions of the Planner through a comprehensive questionnaire with standard questions for all participants, followed by an interview for in-depth discussions on dimensions that were particularly important to each participant. We used multiple types of triangulation, including methods (questionnaires and interviews), sources (participants from diverse settings), and analysts (coding and interpretation by multiple researchers), all of which enhanced the quality and credibility of our findings [61]. The targeted enrollment of stakeholders from 3 groups (current, future, and past) allowed us to collect data (and reach saturation) from a broad range of stakeholders in various geographical areas with differing experiences in community-based exercise programs for people with stroke. Our rigorous analysis process resulted in every comment being reviewed and carefully considered to inform the Planner revisions and facilitated improved relevance and feasibility of the Planner.

Future Directions

With the Planner finalized and freely and publicly available for use by community teams, we now have the opportunity to further evaluate its ongoing use and impact. Access and use will be monitored through website statistics and consumer inquiries. Working with key stakeholders, we also plan to augment the Planner to better address culturally tailored physical activity programs for racialized populations with stroke, as well as issues related to planning web-based programs for people with stroke. Finally, future work will involve developing products that distill the Planner information into alternate formats to meet diverse learning needs, including video vignettes, infographics, a condensed pocket guide, and a presentation slide deck.

Conclusions

Community-based exercise programs are urgently required to address community reintegration and transitions for people living with the effects of stroke. The Stroke Recovery in Motion Implementation Planner [23] was designed to address the limited use of evidence-informed planning practices for community-based exercise programs for people with stroke. Guided by knowledge from the field of implementation science on how to facilitate implementation, we used a rigorous process to develop and evaluate the Planner. The evaluation revealed that the Planner was perceived to be a valuable resource that may be used to guide interdisciplinary teams in the planning and delivery of evidence-informed, sustainable, community-based exercise programs for people with stroke.
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Abstract

Background: The Stroke Recovery in Motion Implementation Planner guides teams through the process of planning for the implementation of community-based exercise programs for people with stroke, in alignment with implementation science frameworks.

Objective: The purpose of this study was to conduct a field test with end users to describe how teams used the Planner in real-world conditions; describe the effects of Planner use on participants’ implementation-planning knowledge, attitudes, and activities; and identify factors influencing the use of the Planner.

Methods: This field test study used a longitudinal qualitative design. We recruited teams across Canada who intended to implement a community-based exercise program for people with stroke in the next 6 to 12 months and were willing to use the Planner to guide their work. We completed semistructured interviews at the time of enrollment, monitoring calls every 1 to 2 months, and at the end of the study to learn about implementation-planning work completed and Planner use. The interviews were analyzed using conventional content analysis. Completed Planner steps were plotted onto a timeline for comparison across teams.

Results: We enrolled 12 participants (program managers and coordinators, rehabilitation professionals, and fitness professionals) from 5 planning teams. The teams were enrolled in the study between 4 and 14 months, and we conducted 25 interviews. We observed that the teams worked through the planning process in diverse and nonlinear ways, adapted to their context. All teams...
provided examples of how using the Planner changed their implementation-planning knowledge (eg, knowing the steps), attitudes (eg, valuing community engagement), and activities (eg, hosting stakeholder meetings). We identified team, organizational, and broader contextual factors that hindered and facilitated uptake of the Planner. Participants shared valuable tips from the field to help future teams optimize use of the Planner.

**Conclusions:** The Stroke Recovery in Motion Implementation Planner is an adaptable resource that may be used in diverse settings to plan community-based exercise programs for people with stroke. These findings may be informative to others who are developing resources to build the capacity of those working in community-based settings to implement new programs and practices. Future work is needed to monitor the use and understand the effect of using the Planner on exercise program implementation and sustainability.

(JMIR Form Res 2022;6(7):e37243) doi:10.2196/37243
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**Introduction**

**Background**

With more people surviving stroke [1], community-based exercise programs [2-4] have emerged to provide safe and effective exercise opportunities for people living with the effects of stroke. Although participating in exercise after stroke conveys broad benefits [5], most people with stroke lack access to these specialized exercise programs in their own communities. As a result of this gap, the Canadian Partnership for Stroke Recovery identified increasing implementation and sustainability of these community-based exercise programs as a knowledge translation priority [6,7].

Planning and implementing new evidence-based practices and programs is a complex process requiring specific knowledge and skills. There is a growing body of literature and resources aimed at building the capacity for implementation science, but there is less support for building the capacity of those actually practicing implementation [8-10]. Practitioners may not have the knowledge or skills to apply implementation science theories or frameworks in their work [11,12], nor do they report feeling confident in their ability to complete key steps in implementation planning, such as conducting a barriers and facilitators assessment [12]. Community organizations in particular may face barriers to implementing evidence-based practices, including a lack of implementation expertise [13].

As a means to build implementation-planning capacity for community-based exercise programs for people with stroke, our team developed an implementation-planning guide, the Stroke Recovery in Motion Implementation Planner (hereafter referred to as the Planner) [14]. The Planner was based on established knowledge translation and implementation frameworks, including the Knowledge-to-Action framework [15], CAN-IMPLEMENT [16,17], and the Implementation Planning Roadmap [18]. The focus of the Planner is on implementation planning, which is a process that turns strategy into action through three phases: phase 1: establishing a diverse, interdisciplinary planning team and working together to understand the community population, their needs, potential program options, and the available resources; phase 2: conducting a barriers and drivers assessment and developing tailored solutions (implementation strategies), as well as building an evaluation plan; and phase 3: launching, monitoring, and maintaining the exercise program.

Many strategies promoting uptake of evidence-based practices focus on modifying the individual or their environment. Throughout the Planner development and evaluation process [7], we prioritized the design of the product itself by applying a user-centered design approach [19]. User-centered design is an iterative process whereby the needs and context of the intended users are central to informing the content and design of the product [19,20]. An example of a user-centered design strategy is to field test the product. Through prolonged engagement with end users who provide feedback on their experience with the product, field testing facilitates an understanding of how the product is being applied in real-world settings [21]. Such an exploratory approach can help to challenge the prototype and subsequently lead to meaningful changes [22], thereby creating a product that is more functional, acceptable, and effective. Upon completing a prototype of the Planner [7], we conducted a field test study with end users to explore how the Planner was used and adapted in diverse settings.

**Objectives**

This study was part of a larger research program that developed and evaluated the Planner, which included a cross-sectional user evaluation of the Planner by diverse stakeholders (reported elsewhere [7]) and the field test reported here. The objectives of the field test were to (1) describe how teams used the Planner in real-world conditions; (2) describe the effects of using the Planner on participants’ implementation-planning knowledge, attitudes, and activities; and (3) identify factors influencing use of the Planner.

**Methods**

**Design**

This field test study used a longitudinal qualitative design [23,24], which facilitated in-depth discussions about use and impressions of the Planner over time. We used the Consolidated Criteria for Reporting Qualitative Research (COREQ) checklist...
to inform the reporting of this study (Multimedia Appendix 1).

Participants and Setting
Using the professional networks of the study team, we identified primary contacts (ie, team leads tasked with program planning) at Canadian community organizations that were intending to implement a community-based exercise program for people with stroke in the next 6 to 12 months (current planners) and willing to use the Planner to guide their ongoing planning. We welcomed representatives from several occupations, including program managers and coordinators, health partners (eg, physiotherapists and occupational therapists), and fitness professionals. As the purpose of this study was to observe how teams used the Planner to guide planning processes, teams were required to be at an early stage in their planning. A research team member (J Reszel) contacted potential participants by email with study information, with up to two reminders. If the contact was interested in participating, a memorandum of understanding was signed between the participating organization and our research institution. We asked the contact person to nominate other planning team members (ie, snowball sampling) whom we could invite to take part in the study. All participants signed an individual consent form. Participants did not receive any incentives to test the Planner or fund their program initiatives; however, participants were provided an honorarium to compensate them for time spent on study activities.

Initially, we aimed to enroll 9 to 12 teams to field test the Planner; however, the onset of the COVID-19 pandemic resulted in significant disruptions to community-based program planning and the closure of many facilities. This recruitment challenge caused us to lower our enrollment to 5 teams prepared to use the Planner to guide program planning during this period.

Data Collection
The field test teams participated in 3 core data collection points. After reading the Planner and completing a questionnaire [7], all participants completed a baseline interview or focus group to discuss their initial impressions of the planning process. Next, research staff conducted monitoring interviews (ideally every 1-2 months) with a primary contact for each team to discuss planning work completed, Planner sections and tools used, and feedback on what was helpful and what was not. Each monitoring call started with the researcher summarizing the last call, allowing the participants to make corrections. Finally, primary contacts completed an end-of-study interview. At this time (February-March 2021), each team was at a different point in their planning process, but this end-of-study interview provided an opportunity for participants to reflect on their overall experience of using the Planner to date and share final feedback. The primary contact was the team member who was taking the lead in the planning process and had the most direct experience working through all Planner steps and activities. We anticipated that this person could therefore provide the richest updates on the team’s work throughout the process.

In keeping with a user-centered design approach, the baseline, monitoring, and end-of-study interview guides (Multimedia Appendix 2) focused on the users’ needs and their experiences and contexts as they engaged with the Planner [19,20]. The discussions were all conducted by video call or phone. The interviews were audio recorded, and the baseline and end-of-study interviews were transcribed verbatim. Field notes were written after the discussions to document observations about the setting and participants’ (including interactions between participants in focus groups) and interviewer’s reflections. All data collection was conducted by 1 cisgender female research coordinator (J Reszel), a master’s-prepared registered nurse experienced in qualitative research. At the start of the study, the researcher had no relationship with participants. Extensive notes were taken during each monitoring call and later verified and enhanced using the audio recording to complete the call log (Multimedia Appendix 3). In addition, we asked each team to share completed planning tools to understand how teams used and adapted the Planner material.

Data Analysis
Applying a cross-sectional approach [23], we used conventional content analysis [26] to inductively code all transcripts and monitoring-interview notes as they became available. This allowed us to identify what the teams were currently working on and their perceptions of the Planner at that time. This approach facilitated probing and follow-up in the subsequent interviews with the participant. All interviews were coded in Microsoft Word by 1 research staff member (J Reszel), with 20% coded independently by a second research team member (TN) as a form of analyst triangulation to enhance credibility [27,28]. Any differences in coding were discussed and resolved by the 2 coders. As analysis progressed, coding and findings were discussed at regularly scheduled meetings with the core research team. We also discussed the field notes for additional context on the setting and team dynamics, such as the extent to which different participants contributed to the discussion and which questions they answered versus those they did not answer. As codes emerged from the transcripts and notes, and the coding scheme was developed, we grouped similar codes into broader categories, including contextual information, Planner feedback, the planning process, and how the Planner is used. We also analyzed the data temporally [23] to identify changes in perceptions over time and to create timelines to map if and when teams completed the various Planner activities. The completed Planner tools were reviewed by the research team and documented as completed or not. When reviewing the tools, the researchers assessed whether the teams made any adaptations to the tools and whether they were used as intended. Exemplary completed tools were identified to be included in the Planner, with permission.

Ethics Approval
We received ethics approval for this study from the Ottawa Health Science Research Ethics Board (20190594-01H). Before starting any study procedure, each participant signed a consent form.
Demographic and Contextual Information on Planning Teams

We enrolled 5 planning teams in Canada. The teams were diverse in their geography and composition. There were teams representing the west coast to east coast of Canada in urban and rural settings. The teams ranged from a single person leading all aspects of planning to interdisciplinary teams sharing the planning work (Table 1).

Table 1. Attributes of teams taking part in the field test study.

<table>
<thead>
<tr>
<th>Planning team information</th>
<th>Team 1</th>
<th>Team 2</th>
<th>Team 3</th>
<th>Team 4</th>
<th>Team 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geographic area of planning team</td>
<td>Western Canada</td>
<td>Western Canada</td>
<td>Atlantic Canada</td>
<td>Central Canada</td>
<td>Central Canada</td>
</tr>
<tr>
<td>Number of people on core planning team identified at the time of study</td>
<td>4</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Occupations of planning team members</td>
<td>Physiotherapist; fitness coordinator; fitness professionals</td>
<td>Program coordinator</td>
<td>Physiotherapist; program coordinator; fitness professional; person with stroke</td>
<td>Physiotherapist; occupational therapist; rehabilitation manager</td>
<td>Program coordinators</td>
</tr>
<tr>
<td>Multiorganization collaboration?</td>
<td>Yes (municipality and private physiotherapy practice)</td>
<td>No (municipality only)</td>
<td>Yes (municipality and health authority)</td>
<td>Initially: no (primary care center only); during study: yes (municipality and primary care center)</td>
<td>No (community-based nonprofit only)</td>
</tr>
<tr>
<td>Types of partners participating in planning process</td>
<td>Brain injury group; municipality; physiotherapy clients; stroke club</td>
<td>Local university; health authority; local stroke association</td>
<td>Health authority; inpatient rehabilitation services; outpatient rehabilitation services; municipality</td>
<td>Allied health partners in clinic; clinic clients; municipality</td>
<td>Internal staff; past program participants</td>
</tr>
<tr>
<td>Program information</td>
<td>Planned geographic area for program implementation</td>
<td>City</td>
<td>City</td>
<td>City</td>
<td>City</td>
</tr>
<tr>
<td>Population density of community where program would be offered</td>
<td>Rural or mostly rural</td>
<td>Urban or mostly urban</td>
<td>Urban or mostly urban</td>
<td>Rural or mostly rural</td>
<td>Combination of urban and rural</td>
</tr>
<tr>
<td>Size of community where program would be offered</td>
<td>10,000 to 24,999</td>
<td>&gt;50,000</td>
<td>25,000 to 50,000</td>
<td>5000 to 9999</td>
<td>National</td>
</tr>
<tr>
<td>Type of organization planning to offer program</td>
<td>Municipality</td>
<td>Municipality</td>
<td>Municipality</td>
<td>Family health team</td>
<td>Web-based</td>
</tr>
</tbody>
</table>

Team Composition

To provide context for interpreting the findings, we provide a brief description of each planning team before describing the study participants.

Team 1 included a physiotherapist in private practice and a program coordinator from the municipality who had previously collaborated to plan and implement other adapted fitness programs in the community. On the basis of their previously successful partnership and the perceived need for stroke-specific community programs, they decided to plan a new program together.

Team 2 comprised a single program coordinator from the municipality who was working within its usual organizational model whereby an individual coordinator is largely responsible for all planning activities. The municipality had an existing suite of adapted fitness programs and wished to explore adding a stroke-specific exercise class to its model.

Team 3 was led by a physiotherapist who had previously piloted a stroke-specific exercise program in a long-term care setting. The municipality had expressed interest in collaborating with the health authority on an adapted exercise program. The physiotherapist subsequently formed a new partnership with the municipality to begin planning a stroke-specific exercise program in the community.

Team 4 comprised rehabilitation health professionals and a manager from a primary care clinic affiliated with the local hospital. The team members had experience planning and implementing other group programs tailored to various health conditions within their primary care setting and were considering offering a stroke-specific program in their clinic.
Team 5 included 2 program coordinators from a nonprofit organization planning a web-based adapted exercise program. Before the COVID-19 pandemic, the program was offered in person. The onset of the pandemic provided an opportunity to explore whether the program could transition to a new web-based format reaching a broader geographical area.

Field Test Study Participants and Data Collected
From these 5 teams, we enrolled 12 participants. Between February 2020 and March 2021, we conducted 25 interviews and focus groups with the 12 participants: the 7 baseline sessions lasted an average of 57 (range 40-75) minutes, the 13 monitoring calls lasted an average of 27 (range 18-35) minutes, and the 5 end-of-study sessions lasted an average of 44 (range 31-53) minutes. On average, the planning teams were followed by the research team for 9.6 (range 4-14) months (Table 2).

Table 2. Data collection approaches and description of study participants (N=12).

<table>
<thead>
<tr>
<th>Data collection</th>
<th>Team 1 (n=4)</th>
<th>Team 2 (n=1)</th>
<th>Team 3 (n=1)</th>
<th>Team 4 (n=4)</th>
<th>Team 5 (n=2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dates of participation in study</td>
<td>December 2019 to February 2021 (14 months)</td>
<td>April 2020 to March 2021 (11 months)</td>
<td>May 2020 to February 2021 (9 months)</td>
<td>June 2020 to March 2021 (9 months)</td>
<td>October 2020 to February 2021 (4 months)</td>
</tr>
<tr>
<td>Types of qualitative data collected</td>
<td>1 baseline interview and 1 baseline FG (with 3 participants); 1 monitoring call; 1 end-of-study interview</td>
<td>1 baseline interview; 3 monitoring calls; 1 end-of-study interview</td>
<td>1 baseline interview; 3 monitoring calls; 1 end-of-study interview</td>
<td>1 baseline interview and 1 baseline FG (with 3 participants); 4 monitoring calls (with 2 participants); 1 end-of-study FG (with 2 participants)</td>
<td>1 baseline FG (with 2 participants); 2 monitoring calls (with 2 participants); 1 end-of-study FG (with 2 participants)</td>
</tr>
<tr>
<td>Study participants’ role on the planning team, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Program manager or coordinator</td>
<td>1 (25)</td>
<td>1 (100)</td>
<td>0</td>
<td>1 (25)</td>
<td>2 (100)</td>
</tr>
<tr>
<td>Rehabilitation health professional</td>
<td>1 (25)</td>
<td>0</td>
<td>1 (100)</td>
<td>3 (75)</td>
<td>0</td>
</tr>
<tr>
<td>Fitness professional</td>
<td>2 (50)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Study participants’ previous experience in planning adapted or specialized fitness programs, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2 (67)</td>
<td>1 (100)</td>
<td>1 (100)</td>
<td>3 (75)</td>
<td>1 (50)</td>
</tr>
<tr>
<td>No</td>
<td>1 (33)</td>
<td>0</td>
<td>0</td>
<td>1 (25)</td>
<td>1 (50)</td>
</tr>
<tr>
<td>Study participants’ previous experience in delivering adapted or specialized fitness programs, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2 (67)</td>
<td>1 (100)</td>
<td>1 (100)</td>
<td>4 (100)</td>
<td>1 (50)</td>
</tr>
<tr>
<td>No</td>
<td>1 (33)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1 (50)</td>
</tr>
</tbody>
</table>

aWe lost contact with team 1 between month 2 and month 11, both inclusive, and no data were collected during this time.
bFG: focus group.
cA participant from team 1 did not complete the questionnaire that included these demographic questions.

How Teams Used the Planner in Real-world Conditions

Overview
The 5 teams varied in how they used the Planner, ranging from methodically working through each step to using the Planner more as a reference guide when needed. Figure 1 provides a visual summary of the phases and steps the teams completed during the study period. Most of their planning progress focused on phase 1. Teams took from 1 to ≥8 months to focus on the early planning activities. Because of the impact of the pandemic (eg, facility closures and suspended programs), the teams completed fewer activities beyond phase 1. Despite these challenges, of the 5 teams, 4 (80%) were able to complete at least one step in phase 2 or phase 3. Instead of moving through the steps sequentially, the teams tended to use a nonlinear approach to address many tasks concurrently and revisited some steps multiple times. The results are organized by implementation-planning phase and step.
Explore the Call to Action

The call to action was one of the first steps completed by each team. Although most (4/5, 80%) of the teams had previously been considering the value of planning a stroke-specific exercise program in their community, these teams described how participating in the field test prompted them to formally start their planning process.

Involve the Community

We observed that involving the community was the step that required the greatest amount of time (Figure 1), reflecting the need to engage community partners throughout the entire planning process. All teams had an intensive focus on involving the community at the front end as they identified key partners to join the planning team and relevant stakeholders to consult. Participants from all teams reported that using the Planner prompted them to consider alternative ways of identifying and engaging people or groups. For example, team 2 reconsidered their usual way of working independently within their own organization and began reaching out to stroke-related organizations in the community. Team 3 decided to add representatives from key referral sources as well as a person living with stroke and their caregiver to the planning team and explored the need for developing a formal partnership agreement. Involving these different partners informed referral pathways and how to accommodate participant needs. This team used the Planner itself as a tool to structure team meetings and engage team members:

*I think it (the Planner) was quite good actually because it just allowed me to know where to focus and make some plans around how those meetings were going to look. It was really very helpful for meeting planning to focus from a team perspective. I think if it was just myself doing it I might have been able to manage without the Planner, but when you’re trying to actually organize your thoughts and articulate them to other people I think the Planner was really helpful in doing that.* [Physiotherapist, team 3, ID6, end of study]

Conduct a Community Assessment

The teams described several methods to conduct their community assessments, which were completed at various time points in the planning process. For example, based on an early assessment of services in the community and the number of people living with stroke, team 1 decided to move forward with planning and implementing a program. However, after launching the program and having lower than anticipated enrollment, this team appreciated the importance of taking the time to complete a detailed community needs assessment upfront:

*Make sure there’s a need for it in your community...do that research before you start so that you’re not launching a program that you get only three registrants for, and you don’t know if you can run it after all that work.* [Physiotherapist, team 1, ID1, end of study]

At the start of the planning process, team 4 felt confident that they would offer a future program in their clinic setting. However, as they took inventory of the programs currently offered, they realized that their initial idea was similar to an
existing program at their organization. As a result, this team revisited their initial program idea and formed a new partnership with the municipal recreation center to address the service gap they identified. This marked the first time that their organization established a formal partnership with an external organization to plan (and potentially implement) a program in their community.

Team 5 had started their community assessment before enrolling in the study and described administering a survey to potential participants and staff. This allowed them to collect information on community needs, interests, and preferences. They also saw these community surveys as a form of preadvertising for their future program and used the survey results in drafting their business case.

Choose a Program and Cost Implications
Of the 5 teams, 4 (80%) had selected an exercise program before joining the study. These decisions were made based on team members’ knowledge of, and experiences with, existing programs. Team 4 had not selected a program and undertook a comprehensive process to explore the various options, including reading the content in the Planner, exploring program websites and resources, and connecting with exercise program contacts and other teams who had previously used the programs.

Although many (3/5, 60%) of the teams reported that their organization had a set participant enrollment fee, they indicated that the budget planning tool in the Planner helped them to assess what items and resources they had available to them and what unique start-up and ongoing costs they needed to budget for a program designed specifically for people with stroke.

Business Case and Implementation Work Plan
In total, 40% (2/5) of the teams completed a business case. Team 3 used the business case template in the Planner and adapted it to suit the needs of their team. Team 5 was required to use their organization’s template to prepare a business case; however, the team was able to use information from the Planner document and steps completed to produce a comprehensive business case in alignment with their usual organizational processes.

The Planner included an implementation work plan template, although only team 4 used it. The reasons given by other teams for not using the implementation work plan included having another preferred method for tracking planning work or not being able to prepare a detailed work plan at this time because of the uncertainty and limitations imposed by the COVID-19–related restrictions.

Assess Barriers and Drivers and Address Identified Challenges
Of the 5 teams, 4 (80%) assessed barriers and drivers to program implementation and started planning for how challenges could be addressed. Although this step is described in phase 2, exploring potential barriers tended to occur early and simultaneously with phase 1 activities. In total, 60% (3/5) of the teams engaged with their community planning partners to explore potential challenges, which often resulted in the formation of practical solutions. For example, team 1 held a stakeholder meeting with representatives from local stroke and brain injury groups where they identified concerns related to the location, program time, transportation, and costs. Team 3 had a meeting with their stroke and caregiver planning partners and learned about potential barriers related to the accessibility of the building. This led to changes in their program screening form and development of an information sheet for future participants.

Team 1 proceeded to launch a program but revisited their barriers assessment when they encountered enrollment issues. To understand the factors discouraging people from participating, they continued working with their community partners to identify potential issues with referral pathways, reassess barriers to participation, and consider how these could be addressed in future program sessions.

Prepare to Launch and Launch the Program
Because of the pandemic, only 40% (2/5) of the teams worked on this step. Team 3 aimed to complete as much planning work as possible, including launch-readiness activities, with the intention of launching the program when pandemic conditions allowed. However, this site was never able to launch because of ongoing COVID-19–related restrictions. After approximately one year, team 1 was able to launch a session of their exercise program.

Develop Evaluation Plan, Monitor Delivery and Use, and Assess Program and Participant Outcomes
Although unable to launch, 40% (2/5) of the teams did spend time exploring how they could evaluate their program. Team 3 prepared a participant satisfaction survey, selected client-centered before-and-after measures, and collaborated with their internal evaluation team to identify available data that could be pulled to show broader system impact. Team 5 reviewed the program-fidelity templates included in the Planner and subsequently selected and adapted one of the tools for use in their setting.

Although at baseline team 1 indicated that the Planner made them think about the importance of developing a comprehensive monitoring plan that includes before-and-after participant outcome measures, at the end of the study the participants explained that they had overlooked this, and it was never implemented. However, they planned to administer a participant satisfaction survey.

Evaluate, Adjust, and Sustain
Because of pandemic-related restrictions and delays, none of the enrolled field test teams evaluated, made adjustments, or focused on sustainment during the study period.

Effects of Using the Planner
Participants’ Changing Perceptions of the Planner Itself
As some participants used the Planner, their impressions of the proposed process changed. For example, upon first reviewing the Planner, at least one member from every team expressed concerns about the length and potential complexity of the planning process and tools. However, after gradually working through the planning process over several months during field testing, the participants’ feedback became more positive as they
saw the benefits. The following quotes illustrate how a program coordinator changed their views over time as they used the Planner:

*There is too much information. It’s overwhelming to read, review, use, and implement.* [Program coordinator, team 5, ID12, baseline]

*Once you get over the size of it, I can’t stress enough what a great resource it is...This [Planner] really gave me a great overview of the right way to plan something...When you see something laid out from start to finish it makes a real big difference. The Planner is going to be so helpful for all programming that I am involved in moving forward. I have learned so much.* [Program coordinator, team 5, ID12, end of study]

**Building Capacity for Implementation Planning**

All teams gave examples of how the Planner led them to undertake steps and activities that contributed positively to their implementation planning, which they would not have undertaken otherwise. All teams identified ways in which the Planner changed their overall approach to program planning. A participant identified themselves as a ready-set-go personality and indicated that the Planner helped them to pause and consider other activities to enhance the success of programs in their organization (eg, conducting a thorough community assessment and developing referral pathways from the community). Another participant identified several Planner steps that were not part of their organization’s usual practices (eg, partner engagement, decision-making methods, and planning for evaluation at the outset) and acknowledged that although these steps would lengthen the planning process, it would be worthwhile. All teams indicated that they would use the Planner for program planning in the future, both to continue planning their current program (when the pandemic-related restrictions allow) and for other program planning. We have summarized the participants’ usual planning process and provided examples of how the Planner changed their implementation-planning knowledge, attitudes, and activities (Table 3).
Table 3. Examples of the effects of the Planner on study participants’ implementation-planning knowledge, attitudes, and activities.

<table>
<thead>
<tr>
<th>Team</th>
<th>Summary of usual approach to planning</th>
<th>Examples of how the Planner influenced planning knowledge, attitudes, and activities</th>
<th>Illustrative quotes from interviews</th>
</tr>
</thead>
</table>
| 1    | Participants gave differing views:  
• Comprehensive, formalized planning process generally in alignment with the SRiM Implementation Planner (fitness coordinator)  
• No formal planning framework; experience launching adapted exercise programs (private practice physiotherapist) | • Increased knowledge regarding participant-centered considerations (eg, room location)  
• Decision to host a stakeholder meeting to engage community members in the planning process | “We had a stakeholder meeting as a result of utilizing the toolkit. Had I been doing this on my own, I probably would have thought I didn’t need to do that, but it was really good to have. I looked at the Planner before the meeting to think about who do we invite to this meeting? Who are the key stakeholders? What are the key questions we should be discussing at this planning stage? And when we had the stakeholder meeting, it just brought up some really valid points around who are we targeting? Who are we missing? What are the barriers?” [Physiotherapist, team 1, ID1, monitoring interview 1] |
| 2    | Program coordinators have significant autonomy to propose and launch new programs.  
• Typically driven by the program of interest and the recreation center, rather than by a formal assessment of needs in the community | • More positive attitudes about the benefits of completing early planning steps (eg, partnerships and community assessment) before launching  
• Shifting from an individualized to a more inclusive community-centered planning model | “We’ve been talking about new programs and talking about building relationships with other community partners and the health system, and I’m like, that’s that idea within the Planner—doing that full community survey and getting into the actual community.” [Program coordinator, team 2, ID5, end of study] |
| 3    | Programs are typically initiated by staff members within the organization, either as an organizational or provincial directive, or by a frontline staff member seeking managerial approval for a specific program. | • Increased ability to use a community-centered approach and successfully engage a diverse team of community stakeholders on the planning team  
• Increased understanding of program planning by working through the Planner | “Just having that [the Planner] as a reference guide for future planning... I think I have a better understanding of how to go about the planning.” [Physiotherapist, team 3, ID6, end of study] |
| 4    | Programs to be offered typically built into the job descriptions of clinic staff and based on needs observed in clinic  
• Programs typically planned and implemented in the clinic setting by clinic staff | • The Planner process prompted them to shift from a planning team at 1 organization to forming a new partnership with the municipality | “Especially I should say like never working with an outside partner... I’m used to teaching group exercise classes in the hospital, but now we’re looking at doing them outside with groups and partners; it’s uncharted territory for me... Because we are a hospital, a lot of that stuff that the Planner goes through we didn’t have to do because it was already established for us. And now that we’ve decided we are going to be working with the municipality, we’re looking to the Planner even more now for the implementation planning.” [Physiotherapist, team 4, ID10, end of study] |
| 5    | Program planning typically driven by an observed community need or through a desire to expand or adapt an existing successful program to other regions | • More positive attitudes toward using a formal framework to structure their process  
• Increased knowledge about new steps to integrate into their process (eg, planning for evaluation and fidelity assessment upfront) | “The process has been amazing and it has been really refreshing—we were just rushing to adapt this program, to now having the process to go oh yeah, let’s use this Planner to direct our focus... we definitely wouldn’t have come to the same place without the Planner.” [Program coordinator, team 5, ID11, end of study] |

SRiM: Stroke Recovery in Motion.

Conditions That Hindered or Facilitated Uptake of the Planner Process by Community Groups

By following the 5 teams and comparing their engagement with the process defined in the Planner, we identified conditions that made the recommended planning elements easier or more difficult to apply in practice. These factors typically related to organizational context and support, team leadership style, the value placed on community-partner engagement, and the COVID-19 pandemic.

Challenging Conditions

Teams who followed their organization’s usual processes for planning programs sometimes prematurely judged recommended activities in the Planner as not applicable. Planner use was challenging for organizations and staff primarily focused on the number of programs developed and launched. The
The comprehensive planning process was viewed as potentially too long to meet usual organizational timelines. The one-person show model, in which planning activities are undertaken by 1 organization or person without engagement of a diverse team, similarly discouraged consideration and use of the entire planning process. In addition, organizational contextual factors such as restructuring and changing priorities, as well as broader contextual factors such as the COVID-19 pandemic, created barriers and delays to following the planning process. The COVID-19 pandemic presented significant challenges because organizational priorities and planning timelines shifted quickly and often to address changing pandemic conditions, and difficulties were encountered in forming and maintaining external partnerships.

**Supportive Conditions**

Embracing the Planner process was facilitated by a firm belief in the role of community-based organizations in enhancing the health and well-being of people with stroke. Organizational leaders who valued an evidence-informed planning approach and provided their staff with the dedicated time and resources to work through planning activities created positive conditions supportive of using the Planner. Another positive factor was having a team lead who was open-minded to the Planner process and willing to undertake new steps and activities. Several team leads acknowledged that they personally did not have all the answers or resources and worked early on to identify a diverse group of people to join their core planning team and act as advisers. This openness and engagement led to these teams working through later Planner activities successfully (eg, asking people with stroke and caregivers about their needs and preferences and collaborating with fitness professionals on participant-screening protocols). Finally, for some (2/5, 40%) of the teams, an unanticipated condition that supported Planner use related to the COVID-19 pandemic—with the closure of many services, team members described having more time to dedicate to planning.

**Lessons Learned on How to Effectively Use the Planner**

On the basis of their field test experience, participants offered insightful suggestions about how to apply the Planner (Textbox 1), which may be informative to future users.

**Textbox 1.** Lessons learned from field test participants on how to most effectively use the Stroke Recovery in Motion Implementation Planner.

<table>
<thead>
<tr>
<th>Suggestions for how to use the Planner and illustrative quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>• The Planner is a comprehensive document with a lot of information. Get the big picture overview, use strategies to break up the content, and flag priority areas for your team.</td>
</tr>
<tr>
<td>• “I was trying to read it all at once when I wasn’t actively doing any planning. Now I am going through it one section at a time and just trying to tackle that section. I’m actively planning as I’m doing it and checking off the tasks, and it definitely feels more manageable.” [Physiotherapist, team 4, ID10, monitoring interview 1]</td>
</tr>
<tr>
<td>• “Even though it’s long, read the whole thing first...If someone’s just starting and they’re going to use the Planner, read it first to keep in mind what you’ve done in the past and then highlight and make notes on the sections that you know are really going to be useful to you. So that way when you do go back you know exactly where to go.” [Program coordinator, team 5, ID12, end of study]</td>
</tr>
<tr>
<td>• Do not treat the process as completely linear—give yourself permission to jump around the Planner.</td>
</tr>
<tr>
<td>• “Depending on their personalities, some people are very like ‘I must follow the steps. I must do the step-by-step-by-step’ and I am an example of that person. And so there are some times where it was like well I’ve gotten to here and I haven’t been able to do a proper community survey therefore stop, I cannot go any further because I haven’t done this step yet. Well no, you could still flip forward and see what else you can get started on.” [Program coordinator, team 2, ID5, end of study]</td>
</tr>
<tr>
<td>• Take time and get the early stages of the planning process right.</td>
</tr>
<tr>
<td>• “Even if you think you have this all in the bag and you have a program that’s going to start in a couple of months, it’s still really important to go through all of the process because you really need to have those evaluation bits in place from the outset...It’s the depth of quality. Having the time to put into this process will save you time down the road and avoids situations that you can’t really get yourself out of...would that have looked different if we had a different process in place from the beginning?” [Program coordinator, team 5, ID11, end of study]</td>
</tr>
<tr>
<td>• Engage with the Planner steps and tools beyond just ticking items off. Take an active approach with the Planner and use it to actually engage with people and organizations.</td>
</tr>
<tr>
<td>• [related to using a Planner tool to assess the facility] “Actually have them go in the building and go through [the checklist] instead of just doing it by memory and what they think it’s going to be. Have someone actually go and do a walk-through of the building.” [Physiotherapist, team 3, ID6, end of study]</td>
</tr>
<tr>
<td>• Following the planning process can be more manageable if the load is shared among the team members. Identify a team lead who has the full view of the Planner and can delegate tasks and activities to other team members.</td>
</tr>
<tr>
<td>• “I would have looked at delegating a little bit more. I did a little bit of ‘okay you do this, you do that,’ but I think it could have been done more effectively where [other planning team members] could have taken on some of the bigger pieces...” [Physiotherapist, team 3, ID6, end of study]</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

We followed 5 diverse teams as they used a newly created implementation-planning guide, the Stroke Recovery in Motion Implementation Planner, to plan for the implementation of community-based exercise programs for people with stroke. Because of the COVID-19 pandemic, none of the teams were able to work through the full planning process, with most activities focused on the first of the 3 phases. The findings of this field test study showed that teams took different approaches to applying and adapting the Planner in their settings. All teams indicated that the Planner influenced their approach to program planning and that they intended to continue using the resource in the future. We identified various team, organizational, and broader contextual factors that hindered or facilitated uptake of the Planner by teams. Study participants shared valuable tips from the field to help future teams optimize their use of the Planner. Given the paucity of literature reporting implementation toolkit evaluations [30,31], the findings of this study contribute data from our evaluative work on a novel implementation toolkit.

Comparison With Prior Work

A key finding was that the teams did not complete the planning process in a linear manner. All teams conducted multiple steps simultaneously, with some steps being revisited multiple times during the planning process, a pattern reported elsewhere [16]. We also observed that many planning activities (including those across multiple phases) were worked on early in the planning journey. Although we attributed this finding partly to pandemic-related challenges, previous research found a similar pattern, with teams reporting using an implementation guide most frequently in the early stages [32]. Furthermore, despite all having access to the Planner, no 2 teams followed an identical planning path. Although we are unable to speak to the impact of these diverse planning journeys in terms of implementation outcomes, a previous study using an implementation guide found that it facilitated standardization, while allowing flexibility according to the individual context and resources, with all sites successfully implementing the planned program [33]. Among the barriers to implementation, one of the most common relates to challenges adapting evidence-based interventions [13]. The Planner was therefore designed to be a practical approach to planning based on evidence, which means that it is to be used in alignment with the local context [18]. It was not designed as a recipe that must be followed in a lock-step manner. The finding that diverse teams could, in fact, adapt and navigate the planning process in various ways suggests that the resource was applied as intended in real-world settings.

Even experienced planners described new things they learned from the Planner and how this improved their processes, suggesting that the Planner positively influenced end users’ planning capabilities, similar to other work reporting improvements in practitioner implementation skills [34]. In our study, 60% (3/5) of the planning teams were led by, or included, rehabilitation professionals. A recent study [12] of 384 allied health professionals (nearly half of whom were rehabilitation professionals) indicated that these practitioners reported lower levels of confidence in planning, implementation, and evaluation. Nearly all expressed an interest in learning about knowledge translation, with web-based training and resources (such as the Planner) being the preferred format [12].

Fitness professionals are another group essential to planning and implementing fitness programming; yet, it is largely unknown how fitness instructors engage in knowledge translation and implementation and what barriers and facilitators they encounter [35]. Although it is well acknowledged that fitness professionals have a critical role in delivering physical activity interventions and programs, there is limited information on this diverse group’s capacity and training needs [36]. In alignment with the Planner guiding principle of inclusiveness [7], we assert that fitness professionals are essential in cocreating the implementation plan. This field test included 12 participants, but only 2 (17%) were fitness professionals, which we attribute to the pandemic-related closure of fitness facilities and layoffs of fitness professionals. The inclusion of only 2 fitness professionals in our study was insufficient to reflect the overall heterogeneity of this group related to education, qualifications, and practice settings. Understanding this diversity and its effect on Planner use by this group may be important because there is evidence that fitness trainers with higher levels of education are more likely to access scientific journals than those with lower education, who prefer mass media and the internet [35]. Future work is needed to understand the implementation capacity and training needs of fitness professionals to enhance full participation in implementation planning.

In this study we used a passive form of implementation; that is, the teams had access to the Planner guide and tools, but no active implementation facilitation or support or any financial incentives were provided. However, there is evidence to suggest that active facilitation can enhance implementation efforts [37,38]. Given the potential value of implementation facilitation, our research team formed a new partnership with March of Dimes Canada, with the goal of having the Planner endorsed and supported by a well-connected and reputable organization in community-based stroke care. March of Dimes Canada has a national After Stroke program [39] that includes regional coordinators, providing the infrastructure to develop its organizational role in implementation facilitation by supporting sites using the Planner. There is an opportunity for future exploratory work that can contribute to the implementation literature on the role of a national organization and its regional coordinators in disseminating and supporting the use of the Planner. Furthermore, although the purpose of this study was not to assess the impact of the Planner on program outcomes, previous literature has reported that implementation toolkits may contribute to improved clinical outcomes [30]; future work is needed to evaluate the influence of the Planner on program outcomes and sustainability.

We identified several cross-cutting barriers and facilitators to following the implementation-planning process proposed in the guide, including organizational context and support, team leadership style, and the value placed on community-partner engagement. These factors were also identified in a review as core capacity–building domains (leadership, organizational
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climate and culture, partnerships, workforce development, and financial processes) that can be modified to build capacity for the implementation of evidence-based practices [40]. Knowing that simply creating an implementation guide does not guarantee use, we have carefully considered the barriers and facilitators identified in the evaluation of the Planner and have used this information to make changes to the Planner itself. For instance, related to community-partnership engagement, we added new content to the Planner on partnership agreements and a sample invitation letter for stroke and caregiver partners [7]. Furthermore, to address the potential barrier of perceiving that some Planner activities were not applicable, we added “Why is this important” statements throughout to clearly show the potential benefits of completing the various steps, activities, and tools [7].

Finally, it is noteworthy that 80% (4/5) of the teams had already selected the specific exercise program they wanted to implement before enrolling in the study. The finding that most teams had already selected a program speaks to the reality that for many teams, identifying a program is, in fact, the starting point that launches their implementation-planning journey. Observing that not every team starts with a blank slate at step 1, we revised the Planner to illustrate various starting points, with directions on how to use the Planner accordingly [7].

Limitations and Strengths
The greatest limitation of this study was conducting a prospective field test during a pandemic. The pandemic created significant recruitment challenges, and we were unable to recruit our originally planned sample size. Furthermore, for the teams we did enroll in the field test study, the closure of community facilities and the public health restrictions led to significant planning delays. The enrolled teams were therefore unable to progress through the entire planning process, with only 20% (1/5) of the teams able to launch a program during the study period. The purpose of this study was not to ascertain the effectiveness of the Planner related to program implementation and outcomes; rather, we sought to understand if, how, and why the Planner was used in practice. Despite the pandemic-related planning challenges, many teams were still able to work through many steps and provided valuable insight on how they used the Planner, allowing us to meet the field test study objectives. However, it is important to acknowledge that because the teams engaged much more heavily in the early phases and activities of the Planner, we do not have the same depth of understanding of how teams would use the Planner in the later stages (ie, program launch, evaluation, and sustainability).

Furthermore, most (4/5, 80%) of the teams indicated that it was the study itself that prompted them to officially launch their planning activities. The study data collection procedures may have caused participants to engage more with the Planner (eg, completing Planner activities in anticipation of an upcoming monitoring interview with the study team). However, to model more typical program-planning scenarios, the research team did not provide any program funding and provided only minimal assistance with connecting study participants with resources (eg, people and websites). The interviewer (J Reszel) did not contribute to making decisions in the program-planning process. Finally, it is important to note that the monitoring calls and end-of-study interview were completed with 1 primary contact at each site, and their perceptions and experience of working through the Planner may not represent the experiences of their team members.

A strength of the study was the diversity of the sample, which included planning teams with differing compositions based in both urban and rural settings across the country. This allowed us to observe the use of the Planner in a variety of settings, which enhances the transferability of the findings. In addition, despite the challenging pandemic conditions, we were able to maintain contact with 80% (4/5) of the teams throughout the study period, allowing us to collect comprehensive data on Planner use and experiences over time.

Conclusions
Catalyzing the expansion of safe, effective, and sustainable community-based exercise programs is important to the long-term health of people with stroke. The Stroke Recovery in Motion Implementation Planner [14] is an adaptable resource that may be used in diverse settings to plan and implement community-based exercise programs for people with stroke. The results of this study contribute to the implementation science literature by describing how end users made use of an implementation guide and the influence of the guide on implementation-planning knowledge, attitudes, and activities. These findings may be informative to others who are developing resources to build the capacity of those working in community-based settings to implement new programs and practices. Future work is needed to understand how teams use the Planner to launch, evaluate, and sustain programs; to monitor ongoing use; and to understand the effect and outcomes of using the Planner. The Planner is now hosted by March of Dimes Canada and can be accessed on the organization’s website [14].
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Abstract

Background: During the COVID-19 pandemic, individuals with a positive viral test were enrolled in a study, within 48 hours, to remotely monitor their vital signs to characterize disease progression and recovery. A virtual trial design was adopted to reduce risks to participants and the research community in a study titled Risk Stratification and Early Alerting Regarding COVID-19 Hospitalization (RiskSEARCH). The Food and Drug Administration–cleared Current Health platform with a wearable device is a continuous remote patient monitoring technology that supports hospital-at-home care and is used as a data collection tool. Enrolled participants wore the Current Health wearable device continuously for up to 30 days and took a daily symptom survey via a tablet that was provided. A qualitative substudy was conducted in parallel to better understand virtual trial implementation, including barriers and facilitators for participants.

Objective: This study aimed to understand the barriers and facilitators of the user experience of interacting with a virtual care platform and research team, while participating in a fully virtual study using qualitative and quantitative data.

Methods: Semistructured interviews were conducted to understand participants’ experience of participating in a virtual study during a global pandemic. The schedule included their experience of enrollment and their interactions with equipment and study staff. A total of 3 RiskSEARCH participants were interviewed over telephone, and transcriptions were inductively coded and analyzed using thematic analysis. Themes were mapped onto the Theoretical Domains Framework (TDF) to identify and describe the factors that influenced study adherence. Quantitative metrics, including adherence to wearable and scheduled tasks collected as part of the RiskSEARCH main study, were paired with the interviews to present an overall picture of participation.

Results: All participants exceeded our definition of a fully adherent participant and reported that participation was feasible and had a low burden. The symptoms progressively resolved during the trial. Inductive thematic analysis identified 13 main themes from the interview data, which were deductively mapped onto 11 of the 14 TDF domains, highlighting barriers and facilitators for each.

Conclusions: Participants in the RiskSEARCH substudy showed high levels of adherence and engagement throughout participation. Although participants experienced some challenges in setting up and maintaining the Current Health kit (eg, charging devices), they reported feeling that the requirements of participation were both reasonable and realistic. We demonstrated that the TDF can be used for inductive thematic analysis. We anticipate expanding this work in future virtual studies and trials to identify barriers and enabling factors for implementation.

(JMIR Form Res 2022;6(7):e37567) doi:10.2196/37567
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Introduction

Background

With the onset of the COVID-19 pandemic in 2020, we have seen rapid shifts in the way people work, engage with education and health care, and conduct their activities of daily life [1]. Many traditional clinical trials have slowed to a halt because of health care shortages and fear of increasing viral transmission [2]. Studies involving human participants have adapted to better use digitalized, decentralized, or virtual trial designs by the end of 2020 (though perhaps not as drastically as expected) [3]. Similar to remote working, virtual trial designs were a possibility that existed before the pandemic but have become a necessity for many researchers wanting to reduce the risk of transmission in human participants and the research community alike, while still conducting research [4,5].

Virtual clinical trials (VCTs) are site-less and rely on technologies such as apps, web-based platforms, wearable devices, and remote monitoring [6]. Digitized clinical trials also use technology to recruit and retain participants and for data collection and analysis [7]. Digitized clinical trials or VCTs leverage digital health technologies to improve participant access and engagement [7-9]. These trial designs have the potential to lower the cost of these studies and expand participation by making trials more accessible to participants [9,10].

With the shift to virtual, digitalized clinical trial designs, it may be helpful for study participants to understand specific implementation issues, including barriers and facilitators. Recruitment and retention in clinical trials are persistent challenges, whether traditional or virtual [7,11,12]. In VCTs, the study participant will likely have to interact with technology they may not have previous experience with, such as a remote continuous monitor, new apps for e-consenting and tracking, or daily surveys delivered by tablets [13,14]. There will almost certainly be a learning curve, with any instruction or assistance available also delivered remotely. Besides technical barriers, there may also be concerns about participant privacy when it comes to sharing sensitive health information [9].

Current Health and Risk Stratification and Early Alerting Regarding COVID-19 Hospitalization

Current Health (Current Health Ltd, Edinburgh, United Kingdom) is a medical technology company that creates a platform that enables continuous remote patient monitoring to support hospital at home programs and care [15]. The Food and Drug Administration–cleared Current Health kit includes a wearable device, which is a small, round disk that is attached to a band and worn on the upper arm. It monitors respiration rate, heart rate, oxygen saturation, skin temperature, and activity [15]. It can be integrated with peripheral devices, including those measuring blood pressure, axillary temperature, spirometry, weight, and continuous glucose. It also incorporates a tablet that can deliver surveys, reminders to take measurements (eg, blood pressure, weight), or a video connection to a health care provider or investigator. It requires approximately 5 minutes for a participant to set up the Current Health kit, including measuring and selecting the correct arm band size, and begin transmitting vital sign data via the secure wireless home hub. The home hub allows the Current Health platform to operate without an in-home Wi-Fi connection, thereby making the technology more inclusive.

The Current Health platform was used in the study, Risk Stratification and Early Alerting Regarding COVID-19 Hospitalization (RiskSEARCH; NCT04709068) [16], funded by the US Department of Health and Human Services branch, the Biomedical Advanced Research and Development Authority. Its purpose was to remotely monitor individuals who tested positive for COVID-19 infection, within the previous 48 hours, to learn more about disease progression and recovery. The enrolled participants wore the Current Health wearable device continuously for up to 30 days. Health data were collected to develop predictive models for the risks of hospitalization and death.

As part of the main study, the research team designed a qualitative substudy run in parallel to gain an in-depth understanding of the participant’s experience of taking part in a virtual study. Participants first had to show that they were eligible for the study by answering a web-based eligibility questionnaire, chose a time to connect with a study coordinator to be consented and enrolled, and finally had to set up and use the Current Health kit, which was shipped to their home address, all without meeting the study personnel in person. Once enrolled, participants were asked to answer a daily symptom survey delivered via a tablet and wear the Current Health wearable device 24 hours a day, except when charging the device or showering, bathing, or swimming. For the substudy, participants also agreed to conduct an interview of up to 40 minutes about the experience of participating in the RiskSEARCH study and using the Current Health kit.

The RiskSEARCH study did not progress beyond the pilot phase because of the changing landscape of the COVID-19 pandemic, including vaccine development and receding waves of infection, which negatively affected recruitment [17]. However, the substudy collected in-depth data on 3 participants, presented here as a case series, and qualitative analysis applying the Theoretical Domains Framework (TDF) to better understand the participant experience.

Theoretical Domains Framework

Virtual studies such as RiskSEARCH have many components that demand behavioral adaptation to adhere to the study intervention (eg, engaging in specific ways with the Current Health platform). The TDF synthesizes 128 theoretical constructs from 33 theories into a combined theoretical framework comprising 14 domains [18]. The TDF has been used to evaluate implementation problems, understand the mechanisms of change, and design interventions.
researchers identify and describe the factors that influence a set of behaviors (e.g., study adherence). More specifically, it can help investigate implementation issues, including barriers and facilitators, to participating in studies such as the RiskSEARCH study and adopting the behavior changes necessary for adherence.

This is an exploratory piece of research based on a virtually delivered study run during the global COVID-19 pandemic from March 2021 to May 2021. The study team conducted this research to explore the participant experience for improving (1) recruitment and retention in future studies, (2) user experience with the Current Health platform, and (3) the ease with which the platform can be harnessed in other clinical studies, and in particular, virtual studies. We hope that these findings will aid other investigators to successfully conduct virtual studies and VCTs.

**Methods**

**The RiskSEARCH Main Study**

The RiskSEARCH study was a virtual, time-sensitive trial for individuals, aged >21 years, who tested positive for COVID-19 infection. The primary purpose of this study was to develop a machine learning–based algorithm to predict the likelihood of requiring a hospital stay of at least 24 hours using data collected from a remote patient monitoring wearable device and symptom surveys. This study used the Current Health platform for hospital-grade remote patient monitoring of vital signs and daily symptom surveys. Participants were recruited through advertisements on social media (Facebook, LinkedIn, etc) and word of mouth from March 2021 to May 2021. If an individual met the inclusion and exclusion criteria (Multimedia Appendix 1) and were interested in participating, they had 48 hours to enroll in the study. They were then consented and shipped a Current Health kit. The details of the main study will be published in a separate paper.

**Qualitative Substudy**

We used semistructured interviews and reported the results following the consolidated criteria for reporting qualitative research checklist [19]. Specifically, we wanted to understand what it was like to use the Current Health kit and participate in a fully remote virtual study during a global pandemic. We collected in-depth data on the acceptability of the RiskSEARCH study and Current Health kit. Focused qualitative and quantitative research provided insights into the user experience of interacting with the Current Health kit, the Current Health research team, enrollment process, and participation in a fully virtual study.

**Research Objectives**

The research objectives of this study are presented in Textbox 1.

<table>
<thead>
<tr>
<th>Research objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>To explore recruitment and retention for the Risk Stratification and Early Alerting Regarding COVID-19 Hospitalization (COVID-19) study</td>
</tr>
<tr>
<td>To explore the feasibility, acceptability, and usability of the intervention, that is, the Current Health wearable device and tablet</td>
</tr>
<tr>
<td>To explore barriers and facilitators of study compliance</td>
</tr>
</tbody>
</table>

**Topic Guide and Interviewing**

On the basis of the literature, our research objectives, and previous experience in developing interviews to understand engagement with digital technology, the study team designed an interview schedule (Multimedia Appendix 2) to explore barriers and facilitators around different aspects of the study and intervention (web-based enrollment, answering the daily survey, charging the wearable device, etc). One-to-one interviews were conducted by JP via telephone at a prearranged, mutually convenient time. JP was a senior clinical research scientist at Current Health at the time of this study, has >10 years of experience conducting interviews for qualitative and mixed methods research, holds a Doctor of Public Health and Master of Public Health in epidemiology, and is a woman.

**Recruitment and Procedure**

Although we planned to use a purposive sampling strategy, we changed to convenience sampling when the main study recruitment remained low. A total of 7 participants were offered the opportunity to participate in a one-to-one interview with a research team member (JP). Participants were approached by the study coordinator (JLT) through text messaging or telephone conversations after building rapport through the study enrollment process. A total of 4 participants agreed to participate in the study, and 3 interviews were conducted. A participant could not be contacted to set up the interview. No relationship was...
established between the interviewer and the interviewee before the commencement of the study. The participants knew that JP was a research scientist at Current Health and was interested in understanding their experience of participating in RiskSEARCH and using the Current Health kit.

Participants who agreed to participate in the interview were sent a PDF version of the informed consent form (ICF). Participants were sent the ICF via DocuSign (DocuSign, Inc) 24 hours before the interview. Participants could sign ahead of the call with the researcher or wait until the call to complete the ICF and ask any questions before signing. The researcher (JP) ensured that the participant questions were answered and that the participants understood the risks of study participation. Participants could opt out of recording the interviews, but none chose this option.

**Intervention**

Once enrolled in the main study, participants were required to wear the Current Health device at all times, except when charging the device (20-30 minutes every 24 hours) or when showering, bathing, or swimming. They were also required to keep the tablet charged and answer the daily symptom surveys delivered by the wearable device. **Textbox 2** shows the components of the intervention.

**Textbox 2. Components of the intervention.**

<table>
<thead>
<tr>
<th>Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>Be home to receive the Current Health kit delivered by FedEx</td>
</tr>
<tr>
<td>Open Current Health box</td>
</tr>
<tr>
<td>Set up home hub which includes plugging hub into the wall</td>
</tr>
<tr>
<td>Select correct armband size using included sizing guide (out of 3 sizes)</td>
</tr>
<tr>
<td>Charge wearable device on included dock until fully charged, indicated by green lights, and charge daily thereafter</td>
</tr>
<tr>
<td>Insert wearable device into armband and wear next to skin under clothing</td>
</tr>
<tr>
<td>Remove wearable device for showering, bathing, or swimming</td>
</tr>
<tr>
<td>Charge tablet daily</td>
</tr>
<tr>
<td>Answer daily symptom surveys delivered on the tablet</td>
</tr>
<tr>
<td>At the completion of the main study (up to 30 days), repackage the Current Health kit back into the box and use the return label provided to arrange return</td>
</tr>
<tr>
<td>For substudy, arrange a mutually convenient time to be interviewed</td>
</tr>
<tr>
<td>Participate in an over-the-phone interview lasting up to 40 minutes about using the Current Health kit and participating in the Risk Stratification and Early Alerting Regarding COVID-19 Hospitalization study</td>
</tr>
</tbody>
</table>

**Data Collection**

Participant interviews were conducted over telephone and audio recorded using a laptop application (Windows Voice Recorder, Microsoft Corporation) and a handheld digital recorder as a backup. Interviews were anonymized and transcribed using Trint software (Trint Ltd) and checked, corrected, and edited for accuracy by the researcher who conducted the interviews (JP). Familiarization with the data began at this early stage. Participants were also asked to take a modified Telehealth Usability Questionnaire (TUQ) sent to them via an email link. The TUQ is a validated survey tool that quantifies the usability of telehealth implementations and services [20]. No repeat interviews were carried out, no field notes were made, transcripts were not returned to participants for correction, and participants did not provide feedback on the findings.

**Metrics**

As part of the main study, interview participants also contributed quantitative data, such as daily symptom surveys submitted via tablets. The data collected relevant to the substudy included the following variables as shown in **Textbox 3**.

The participants’ symptoms and vital sign alarms were presented alongside the qualitative results, as their clinical course may have influenced their experiences.

**Textbox 3. Data collected.**

<table>
<thead>
<tr>
<th>Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Wearable adherence: the time the wearable device was worn compared with the study duration.</td>
</tr>
<tr>
<td>2. Daily survey adherence: the number of daily surveys completed compared with the number of daily surveys assigned.</td>
</tr>
<tr>
<td>3. Fully adherent, determined using 3 criteria: wearables worn for at least 20 hours a day and at least 6 days a week up to 30 days, daily survey responses at least 6 days a week up to 30 days, and a returned Current Health kit at the end of study participation.</td>
</tr>
<tr>
<td>4. Vital signs alarms: alarm thresholds were set for vital sign data going out of range, which could only be seen by the study team.</td>
</tr>
</tbody>
</table>
Analysis

A researcher (JP) conducted the interviews, transcribed the audio recordings using Trint transcription software, and coded the data using NVivo Qualitative Data Analysis Software (version 12; QSR International) [21]. We used reflexive thematic analysis [22]. Data were analyzed inductively following the steps of Braun and Clarke [22,23], specifically (1) familiarization of data, (2) generating initial codes, (3) searching for themes, (4) reviewing themes, (5) defining and naming themes, and (6) producing the report. Initial codes were inductively generated from the interview transcripts, iteratively condensed, and expanded into themes. The themes were then deductively mapped onto the domains of the TDF.

Ethics Approval

Ethics approval was obtained from the Institutional Review Board, Advarra (Columbia, Maryland, ethics approval number Pro00047371). The collected data were stored in compliance with the European Union General Data Protection Regulation, Current Health Research Data Management Policy, US Health Insurance Portability and Accountability Act, and Current Health Research Data Management Policy. Data were anonymized, and all personal identifiers were removed.

Results

Participant Characteristics and Quantitative Results

Overview

Participant details are provided in Table 1 and discussed in further sections.

<table>
<thead>
<tr>
<th>Participant ID</th>
<th>Gender</th>
<th>Age (years), range</th>
<th>Wearable adherence (%)</th>
<th>Daily survey adherence (%)</th>
<th>Telehealth Usability Questionnaire score</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS001</td>
<td>Female</td>
<td>30 to 35</td>
<td>83</td>
<td>76</td>
<td>7</td>
</tr>
<tr>
<td>RS006</td>
<td>Female</td>
<td>40 to 45</td>
<td>63</td>
<td>90</td>
<td>_a</td>
</tr>
<tr>
<td>RS008</td>
<td>Female</td>
<td>35 to 40</td>
<td>92</td>
<td>100</td>
<td>—</td>
</tr>
</tbody>
</table>

*aParticipants did not complete the Telehealth Usability Questionnaire.

Case 1

RS001 initially reported experiencing chills, dry cough, and a sore throat. She did not report experiencing any other symptoms for the duration of her study. By day 6, RS001’s chills and dry cough resolved and did not reoccur. However, she reported a sore throat periodically throughout her 17 days in the study. (Figure 1A) Over the course of the study, the only vital sign that triggered an alarm on the Current Health dashboard was a high respiration rate, which occurred on days 0, 3, and 9.
Figure 1. Symptom survey data for participants, daily symptoms reported by participants: (A) RS001, (B) RS006, and (C) RS008. Reported symptoms varied by participants. White gaps between days indicate the participant reported feeling no symptoms. Black bars indicate the days that the participant did not complete the daily symptom survey. Red hatched line indicates the study duration ended before 30 days.

**Case 2**
RS006 experienced all 8 symptoms, specifically asked about in the daily symptom survey over the course of the study. Her fever resolved on day 1 and did not reoccur. Conversely, her diarrhea did not resolve until day 30. Her symptoms decreased over the 30 days of study participation (Figure 1B). This trend in self-reported symptoms aligned with her vital signs data. RS006 triggered 34 alarms, but no alarms were triggered from day 23 onward. Nearly half of the alarms triggered were for a high pulse rate with a low amount of motion detected (ie, the participant’s pulse rate was high while not exerting themselves physically). Other alarms triggered were for low oxygen saturation and a high respiration rate with a low amount of motion detected.

**Case 3**
RS008 experienced all 8 symptoms included in the daily symptom survey, although diarrhea was reported only once on day 16. Nausea was the most persistent symptom, continuing until day 28. No symptoms were reported on days 29 or 30. As with the other participants, RS008’s symptoms improved over the course of the study (Figure 1C), which was also reflected in her vital signs data. RS008 triggered 10 alarms during the 30-day study period. No alarms were triggered after day 19. Although all participants were asked to follow a link provided via email to complete the TUQ survey, only one participant completed the survey. This participant scored strongly agree (7 on the 7-point Likert scale) to all 21 questions of the TUQ, indicating high levels of usefulness, ease of use, effectiveness, reliability, and satisfaction with the Current Health kit.
Qualitative Results

Overview

In all, 3 interviews were conducted toward the end of study participation when participants were feeling better. Interviews ranged from 18 to 35 minutes. Inductive thematic analysis helped identify 13 main themes and subthemes associated with the participant experience of using the Current Health kit and being part of the RiskSEARCH study and included (1) Participant Situations, (2) Getting Started, (3) Study Support, (4) Study Communication, (5) Protecting and Contributing, (6) Determination, (7) Study Pros & Cons, (8) Optimism, (9) Uncertainty, (10) Payment, (11) Accessing Data, (12) Memory & Reminders, and (13) Making Habits.

These themes were deductively mapped to the TDF domains. These domains are described below and presented in Table 2. There were 3 domains of the TDF in which we did not match any data to: Intentions, Goals, and Emotion.

The main domains of the TDF, which we were able to map our themes onto, were Environmental Context and Resources; Knowledge combined with Skill; Social/Professional Role and Identity; Beliefs about Capabilities; Optimism; Beliefs about Consequences; Reinforcement; Memory, Attention, and Decision Processes; Social Influences; and Behavioral Regulation.
<table>
<thead>
<tr>
<th>TDF constructs</th>
<th>RiskSEARCH themes</th>
<th>Description</th>
</tr>
</thead>
</table>
| Environmental context and resources    | Participant Situations: being sick with COVID-19 infection; caretaking responsibilities | • Study participants were recruited and went through the study after testing positive for COVID-19 infection  
• Study required steps that may have been more challenging for participants who had many caretaking responsibilities                                                                                                                                                                                                           |
| Environmental context and resources    | Getting Started: enrollment; kit components; for example: wearables; unknowns; suggestions | • Participants had to self-navigate through a web-based enrollment system and website  
• Current Health kit required setup by the participant themselves (though they did have access to technology and study team support)  
• Communication between tablet or wearable and participant  
• Wearable needed charging 30 minutes every 24 hours. Participant did not know the battery level of the wearable, but green lights on charger indicated that it was fully charged  
• Suggestions for improving any aspect of the Current Health kit                                                                                                                                                                                                                                                                             |
| Knowledge combined with skill          | Study Support\(^{5}\): personnel; materials                                       | • Technology support was available 24/7 to help with any aspect of setting up or using the wearable  
• The study team was available on demand to answer any questions relating to the study or Current Health kit  
• The Quick Start Guide was available in a hard-copy booklet in the Current Health kit or digitally accessible via the tablet  
• “Study Support’ double coded with Social Influences”                                                                                                                                                                                                                                                                                     |
| Knowledge combined with skill          | Study Communication\(^{2}\): passive; active                                       | • Website as a source for information on the study and COVID-19 pandemic  
• “Study Communication’ double coded with Social Influences”                                                                                                                                                                                                                                                                              |
| Social or professional role and identity | Protecting and Contributing                                                        | • Help or protect others; feeling a sense of community responsibility; wanting to help in a difficult time; being someone who helps  
• A sense of contributing toward the management of the COVID-19 pandemic                                                                                                                                                                                                                                                                     |
| Beliefs about capabilities             | Determination                                                                      | • The level of commitment while engaging with the Current Health kit—survey or tablet or wearable                                                                                                                                                                                                                                                |
| Optimism                               | Study Pros and Cons                                                               | • Positive and negative aspects of the study                                                                                                                                                                                                                                                                                                 |
| Optimism                               | Optimism                                                                          | • Seeing the positive in the bad situation of being tested positive for COVID-19 infection                                                                                                                                                                                                                                                                                                     |
| Beliefs about consequences             | Uncertainty                                                                       | • Feedback regarding user’s “performance” or whether kit was working properly                                                                                                                                                                                                                                                                                                                     |
| Reinforcement                          | Payment                                                                           | • Study participants expressing their views on the US $100 offered for their time and effort                                                                                                                                                                                                                                                                                                           |
| Reinforcement                          | Accessing Data                                                                    | • Having access to own data  
• The wearable device does not transmit data to the participant                                                                                                                                                                                                                                                                                                                            |
| Memory, attention, and decision processes | Memory and Reminders                                                               | • Remembering to charge and wear the wearable  
• Reminders to take the survey every day  
• Reminders to charge the tablet and take the survey                                                                                                                                                                                                                                                                                                                                       |
| Social influences                      | Study Support\(^{5}\): personnel                                                  | • Possibility to contact technology support or study team  
• “Double coded with Knowledge combined with Skill”                                                                                                                                                                                                                                                                                                                              |
| Social influences                      | Study Communication\(^{2}\): active                                                 | • Via email, text, or telephone call  
• “Study Communication’ double coded with Knowledge combined with Skill”                                                                                                                                                                                                                                                                                                                     |
<table>
<thead>
<tr>
<th>TDF constructs</th>
<th>RiskSEARCH themes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavioral regulation</td>
<td>Making Habits</td>
<td>- Habit formation around charging the wearable and tablet and taking the survey</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Ability to support routine or habit formation</td>
</tr>
</tbody>
</table>

*Mapped to 2 different domains from the TDF:

**Environmental Context and Resources**

Many contextual factors impacted the participants’ ability to successfully participate in the RiskSEARCH virtual study, including the Current Health kit functionality and design, being sick with COVID-19 infection, caretaking responsibilities, and comfort of the wearable device.

First, they had to navigate through a web-based enrollment process that included clicking on an advertisement that took the participant to a brief eligibility screening questionnaire and onto an appointment booker to connect with a member of the study team for consent. Although 2 participants said that the enrollment process was smooth and easy, another participant reported some minor problems that required contact with the study team:

> I think it was pretty easy. [RS008]

So when I went to enroll, it didn’t give me a time slot, like it said that there was no one available. I guess you have to like, talk to someone at first and I remember it led me - it led me all the way to the end. But then I said, like, there was no - no one available for my initial call... So I emailed and then they were available. But it was like, still on the same day. I feel like it was a glitch or something. [RS001]

Second, participants were required to set up the Current Health kit that was delivered to their home, select the correct-sized armband, charge the device and tablet, insert the device into the armband, and begin wearing it. In all, 2 participants described the setup as an easy process with a participant providing negative feedback on the tablet stand, which they described as nonessential and fussy:

> Because like, one of the first things in the instructions is...take out the stand, put the...um...put the tablet on the stand. Like I just said, you could take all of that out because at first I thought I had to do it for it to get started and I didn’t, and it wasn’t like standing up and it just seemed like a waste. [RS001]

> It was super easy in the box set up that, you know, getting the tablet and everything and then getting the little charging dock. And I mean, it was easy and then I got it connected to my wifi and started wearing it that day. [RS006]

The third participant experienced problems during setup. The Current Health kit shipping was delayed, and when she began setting it up, there was a problem with connectivity, which she reported took her a few hours to work out:

> And then once I got the stuff here, yeah I started setting it up and then either the mobile or the wifi wouldn’t work...it just didn’t want to connect the wifi or wearable device. [RS008]

Through the process of enrollment and setting up the wearables, participants were sick with COVID-19 infection, which meant that the usual barriers to joining a study may have been more difficult than usual. As a study team, we attempted to make the process as easy as possible for the participants:

> It [enrollment] was super easy to me. I mean, even while, you know, sick as a dog with COVID I was still able to navigate and do it. So if I was able to, then you know, anybody could as long as you read and understand what you read, you can do it. [RS006]

Furthermore, study adherence may have been more difficult for participants who had caretaking responsibilities:

> It’s hard when you’re a caretaker and you’ve got, you know, your mom with breast cancer. So you have to keep her schedule up plus her meds. Plus your schedule and your meds and then hubby and his meds and his schedule. It can get overwhelming, I guess, but it was just because I probably was out of my routine. [RS006]

Adherence could also be influenced by the comfort of the wearable device, which we asked participants to wear as close to 24/7 as possible, only removing the wearable device to shower, bathe, swim, or charge. They could switch arms but needed to wear it next to their skin, under their clothes. In all, 2 participants said that it was comfortable and did not give them any problems, even during sleep. A third participant provided suggestions for improvement:

> Maybe if the band was...it could get...more air towards it, so you won’t get so much sweat under it...It’s you know, really gross with activity sometimes...so maybe just more airing. [RS008]

**Knowledge Combined with Skill**

The domains of Knowledge and Skills were combined. Participants had to acquire an understanding of how to use the wearable device and tablet for adherence. Participants were provided with a printed and digital version of the QuickStart Guide (QSG) in the Current Health box and on the tablet. All participants reported using the hard copy QSG, which was positioned to be very visible upon opening the box, and none of the participants were aware that the QSG was also available on the tablet:

> I remember getting everything [Current Health kit] and then I just - as soon as you open the box, I mean, like literally step by step, as long as you follow that booklet inside. That's what I did. I read it first. And then I started looking at stuff and I went back and I...
was like, OK, step 1 is this, step 2 is this. I mean, it hooked up in like literally ten minutes. [RS006]

When a participant encountered problems with setup or connection, they had access to the study team and Current Health’s 24/7 technical support to get things working:

I mean, I couldn’t connect, of course. Then finally I was like, OK...then I realized I could reach out to the email person or the person that was like head of tech things like and say, OK, it’s not working. [RS008]

An important aspect of technical support is the speed at which they respond, so that the participants do not become frustrated and no data are lost:

...they contacted me pretty fast, so...I didn’t think I was going to have a response like that. [RS008]

Participants had to develop skills to interact with the tablet to take daily symptom surveys and to ensure that the tablet and wearable device were charged and working. They also had to experiment with the device fit to ensure comfort:

It’s [survey] very, very easy to understand straight to the point, like you ask exactly what you need to know. And I love how it gets to all the symptoms, you can hit yes or no. And then it even asks you okay is it better than the day before this time or worse. I have loved that because some of my symptoms are a lot better and some of them are staying worse or getting worse and it varies daily. And so, yeah, I love that. That’s really cool. [RS006]

Now, if you’ve got the band too tight on your arm, your arm will hurt. That’s a learning process whenever you’re starting. I did that...Then I got it loosened up and it’s like perfect now. [RS006]

Social or Professional Role and Identity

The participants talked about their reasons for joining the study and contributing their time and effort. They were motivated to help in what few ways they felt they could, especially when it was difficult to help beyond isolation at home. Having a sense of contribution to efforts around the COVID-19 pandemic is important:

Look, I’m trying to be a good...I’m trying to be a good human. We’re trying to quarantine and stay away from people. [RS006]

...well, I’ll apply and see and help out the community and help out the hospital or where all this data was going to go to help you guys. See if it would do anything good for covid. [RS008]

Beliefs About Capabilities

The participant who had problems with the setup of the Current Health kit showed particular determination in working through the issues and troubleshooting until she could get it working. Although she had access to technical support, she was determined to troubleshoot initial connection problems independently:

And then once I got the stuff here [Current Health kit], I started setting it up and then either the mobile or the wi-fi wouldn’t work... I tried doing stuff on my own... it just didn’t want to connect to the wi-fi or wearable device...I was like OK. I’m not going to play with this anymore. And then stayed up, like all night cause I was like OK, I am not letting this thing beat me. I was just determined to like...I’m going to figure this out somehow and then yeah... I don’t even know what time it was, I don’t know, it was like twelve or one-o’clock in the morning when I finally got it to work. [RS008]

Optimism

A participant showed tremendous optimism in the face of the COVID-19 pandemic and her own personal trouble in being sick with the disease. This participant focused on what it was teaching her and helping her focus on gratitude for aspects of life that were going well:

It’s [COVID] definitely teaching us and it’s making me learn and making me more aware and I’m thankful for it if you wanna know the truth. [RS006]

Yeah, that’s...that’s a positive way to look at things, huh? [Interviewer]

Yes, ma’am. I mean, well, you got to be positive. I was already down to the bottom. You know, I was already at the bottom of the COVID barrel. [RS006]

Although we did not hear that our participants expressed pessimism in relation to the COVID-19 pandemic or their involvement in the study, we asked them if there were any negative aspects to participating in the study. The participants mentioned that charging and remembering to charge the device and tablet were inconvenient tasks. A participant said that you could become tired of wearing the device, but she did not mind wearing it. Wearing the device could also pique the curiosity of strangers:

The only negative thing is people ask, what is that on your arm? [RS006]

Oh, interesting. [Interviewer]

Yes, that would be I would say the only thing, just getting questions about what is it? What are you wearing? And so I just tell them, I’m in a medical study since I had COVID and I’m just giving all my data and vitals and having stuff recorded. That’s what I tell them. [RS006]

Beliefs About Consequences

The Current Health platform at the time of this study did not relay any information to the participants. It took some time for participants to adjust to wearing and charging the device and trusting that the data were being transmitted appropriately. Participants did not always know if data would be lost if they left their homes. The biggest issue that came up for participants around charging the device was not knowing how much battery it had left, making it difficult to plan charging the device. The tablet was less of an issue because they could leave it on the charger and only use it once per day to take and submit their daily symptom survey. Several suggestions have been made to
make the battery life more apparent to the user, which are now being integrated into the product:

I don’t know if it’s possible, but like if it told you if you needed to charge your device. Like I know it tells you, please recharge it but if there’s like a way it told you that it had a low battery the actual like...I have no idea if it’s possible but like, if it somehow would like, oh, your little arm band has low battery, charge it. [RS001]

So I guess, you know, I wasn’t sure if like, it would work if I wasn’t in my house. [RS001]

After a power outage, a participant expressed concern over the lost data and whether the device was still transmitting the data:

I was having an issue about the connection and I emailed [the Study Coordinator] and I was like, are you getting this [vital signs data] and she said, Yes, you’re fine, you’re good, it’s okay. Cause we had like a power outage so our Internet went out and everything. And I was like, Are you still getting this? Yes, it holds data for eight to ten hours. I said, Okay, just making sure because I thought I’d done messed it up [laughs]. [RS006]

We found this domain to be linked with a concern that participants had about their own study adherence (ie, transmitting vital signs data) and desire to participate in the study to the best of their ability.

Reinforcement

A participant felt that the study would be more engaging if she could see some of her own data, and plans are underway to allow participants and patients to receive feedback on their data from wearing the device.

Participants were asked what they thought about the US $100 they were offered for the time and effort they took to participate in the study. Participants received this payment after the study ended and the equipment was returned to Current Health. All participants thought it was a nice gesture but said it was not the thing that motivated them to participate:

I think it’s fine, like it didn’t...it didn’t sway me to participate or not participate...It’s just a nice added bonus. [RS001]

I think it’s more than fair...I mean, all you’re doing is just wearing this device. It’s not like you’re having to drive anywhere. You’re not having to go out of your way. All you have to do is hook up some equipment, wear the device and save the box. And then when you’re done, pack it all up and send it in. Woo hoo, I mean. It is not that hard. So I mean, I think it’s very fair. [RS006]

I think it’s like a nice thing...I didn’t do it for the money, I mean, I’m still waiting on that. [RS008]

Memory, Attention, and Decision Processes

The participants in the RiskSEARCH study had high levels of adherence to wearing the device and taking the daily survey (see the aforementioned results). For the few times they did not answer the symptom survey or wear the device, we asked them to think about the reasons. A major contributor to not wearing the device was forgetting to put it back on after removing it for charging, bathing, or showering. For the tablet, it was forgetting to take the survey:

Yes, I think I forgot to put it on...And then other than that, I don’t think I...I did stop it early because I went on vacation and I didn’t bring it with me [participant asked to stop participating before going on vacation as symptoms had resolved]. [RS001]

I think I pretty much wore it all the time. Sometimes...like whatever going to the shower or whatever, then maybe I...might’ve like left it on the charger a little bit longer. [RS008]

Behavioral Regulation

Participants spoke about the importance of routine and habits for remaining adherent by wearing a charged device and having a charged tablet to take daily symptom surveys. On days when a participant was out of routine or when normal habits could not be completed, there was an increased risk of forgetting to do these things:

I was literally running all day long from home like 9:00 that morning until about 5:30 yesterday afternoon is when I finally stopped and got home. And when I came in and made something to eat, I didn’t even...I got, I was out of my routine that day. And I didn’t even think about it. I didn’t even think about it until three o’clock this morning. [RS006]

Social Influences

Participants had access to the Current Health technical support 24/7 and the study team close to 24/7. It was critical that we not lose participants or otherwise good adherence because of problems or questions that could not be responded to quickly. The participants could access technical support over telephone and the study team over telephone, email, or text. Participants spoke highly about the study’s clinical research associate who was primarily responsible for enrolling participants and helping them get set up.

The lady that I was coordinating with was...she was super sweet, she was super informative. Anytime I had a question all I had to do with text or message, and she literally got back to me that same day. [RS006]

We also looked for feedback about study aspects, such as communication, frequency of messaging, and the Current Health kit itself. We asked in-depth questions about their experience using the study website, study-related emails, texts, and telephone calls. Participants found the methods of communication acceptable and unobtrusive and said that they liked having several avenues available to them for communication with the study team.
Principal Findings
To gain a more thorough understanding of participant experience in a fully remote virtual trial during a global pandemic, semistructured interviews were conducted with 3 of the 7 participants in the RiskSEARCH study. All participants met our criteria for being fully adherent to the study and reported through interviews or the TUQ that participation requirements in both the main study (up to 30 days of wearing a wearable device on the upper arm, responding to daily surveys, and communicating with the study team when necessary) and the substudy were feasible and low burden.

Having quick and easy access to support from the study team and Current Health technical support was a critical enabling factor for staying engaged [24]. Future virtual studies should ensure that this resource, a dedicated and responsive study team or technical support, is accessible to participants (Textbox 4). This may necessitate staffing across time zones or during out-of-office hours. Participants reported some barriers around setting up the Current Health kit, keeping devices charged, and remembering to take surveys but described these as minor challenges and showed high adherence while wearing the device and submitting responses to daily symptom surveys. Combining subjective (qualitative and self-report) and objective (quantitative like the number of surveys submitted and hours of vital signs data transmitted) data, the researchers assumed that high adherence was at least partly tied to ease of participation. A participant reported high levels of adherence (ie, reported not wearing the device on only 2 to 3 occasions that were a few hours long), while objectively showing 63% wearable device adherence. In reviewing the data, we believe that some data may have been lost when the participant was away from the home hub for >8 hours. Several factors may contribute to the differences in objective and subjective measures when collecting remote data such as perception, unknown technical issues, or improper use of digital technology. We found that the overall motivation for enrolling was a wish to contribute positively to the COVID-19 effort. In this small sample, we found adherence to be the easy part, whereas the key challenge for the research team was recruitment to the main study amidst the rapidly shifting landscape of the pandemic.

Textbox 4. Recommendations.

The interview schedule (Multimedia Appendix 2) was developed with the purpose of understanding the participant’s experience of interacting with the Current Health kit and the ability and motivation to adhere to the study intervention. This interview schedule can be used in other qualitative studies looking to identify components of the study, such as digital technology and study materials, that facilitate or prevent adherence. We explored the barriers and facilitators to the web-based study enrollment process, communication with the study team, study advertisements and recruitment messaging, troubleshooting, burden of participating in the study, ease of use of the Current Health kit, and benefits and disadvantages of participating in the RiskSEARCH study. The data were then inductively coded into themes related to the TDF domains. The TDF is frequently produced themes that mapped most heavily onto the domains Environmental Context and Resources and Knowledge combined with Skills. We believe this is an indication of the critical aspects of the product itself, the built environment of the participants, and the knowledge and skill acquisition that are essential for setting up and using the Current Health kit.

The interview schedule, created independently of the TDF, produced themes that mapped most heavily onto the domains Environmental Context and Resources and Knowledge combined with Skills. We believe this is an indication of the critical aspects of the product itself, the built environment of the participants, and the knowledge and skill acquisition that are essential for setting up and using the Current Health kit.

There were 3 domains that we did not map any themes to: Intentions, Emotions, and Goals. Though we did not map any themes to the TDF domain of Intentions it was clear throughout each interview that participants made a conscious effort to be fully adherent by wearing the device as long and as often as possible, to implement changes in behavior theories more accessible to implementation researchers [18]. It was revised and validated in 2005 [25] to help researchers identify and describe the barriers and facilitators that could influence behavior and thereby impact implementation. Evidence suggests that theoretically based health interventions are more successful than interventions with no such base [26]. We needed a method for theoretically assessing any potential implementation problems encountered while running the RiskSEARCH study; the TDF provided this method. We are unaware of the use of TDF in other virtual studies or VCTs.

The interview schedule, created independently of the TDF, produced themes that mapped most heavily onto the domains Environmental Context and Resources and Knowledge combined with Skills. We believe this is an indication of the critical aspects of the product itself, the built environment of the participants, and the knowledge and skill acquisition that are essential for setting up and using the Current Health kit.

There were 3 domains that we did not map any themes to: Intentions, Emotions, and Goals. Though we did not map any themes to the TDF domain of Intentions it was clear throughout each interview that participants made a conscious effort to be fully adherent by wearing the device as long and as often as possible.
possible, answering the daily symptom survey, and returning the Current Health kit once the study was over. As for 
Emotions, we found that participants were content to wear the device and be adherent. For the one participant who had trouble setting up her Current Health kit, she did not describe feeling frustrated or annoyed but simply determined to get her Current Health kit working without assistance, although knowing that technical support was available. This was not a study designed to get participants to create and follow goals, which is why we likely did not have any themes that could be mapped to the domain Goals. In future interview schedules, we could consider targeting these domains to obtain the most complete picture of implementation using the TDF.

Limitations
The biggest limiting factor in this study was the sample size. Although “data saturation” is a term with some conceptual and methodological issues and is not a necessity in every type of qualitative research [27,28], this study would have benefited from more interviews and in particular from interviewees who were different ages, male, and not adherent or those who experienced technical challenges, troubleshooting, and had opportunities to develop strategies around device charging and remembering to complete the daily symptom survey. There is also a possibility that more interviews would have led to more themes that could have been mapped onto the 3 domains of the TDF, for which we did not have data. However, reaching saturation does not necessarily invalidate our findings [29]. Despite the low number of interviews, we believe these exploratory findings add value to identifying barriers and facilitators to adherence in virtual studies and specifically, studies that require using wearables and submitting daily digitally delivered surveys.

Future Work
We hope to expand these preliminary findings to future virtual studies and VCTs that will surely outlive the current COVID-19 pandemic [30]. As a study team, we are highly motivated to reduce the burden placed on study participants to make study adherence as easy and enjoyable as possible and to encourage a more diverse study population by removing logistical barriers to participation [31]. The findings from this exploratory research will contribute to the best-practices literature for VCTs and help improve the Current Health kit and study delivery for future research participants. We believe that there is also more to learn about motivating factors for participants willing to enroll and participate in infectious disease research. We are also developing a means of providing the participant’s own data to them to help with engagement and memory around charging and wearing the device and believe that this will affect adherence metrics and overall levels of study engagement.

As the COVID-19 pandemic stretches on and the need for VCTs continues to grow, there is also a need for continuing research that helps us understand the participants’ experience of engaging in these studies, including the barriers and enabling factors that influence adherence. The RiskSEARCH study did not progress beyond the pilot study because of limited recruitment, highlighting an ongoing need to improve recruitment for clinical studies, whether virtual or in person. Despite the problems with recruiting, we believe we have learned some critical lessons about the conduct of virtual study or trial presented in this paper and have produced tools to continue collecting this type of data.

Conclusions
Participants in the RiskSEARCH substudy showed high levels of adherence and engagement throughout their participation. Although participants experienced some challenges in setting up and maintaining the Current Health kit (eg, charging devices), they reported feeling that the requirements of participation were both reasonable and realistic. We have shown that the TDF can be used for inductive thematic analysis. We anticipate expanding this work in future virtual studies and trials to identify barriers and enabling factors for implementation.
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Abstract

Background: A large body of research has identified modifiable cognitions and behaviors (actions) associated with psychological health. However, little is known regarding the actions that are most strongly associated with psychological health or the frequency with which they should be performed.

Objective: This paper described 2 studies that used survey methodology to create the Things You Do Questionnaire (TYDQ), which aims to identify and rank actions (items) and domains of actions (factors) most strongly associated with psychological health.

Methods: We used digital marketing strategies to recruit Australian adult participants, who were asked to complete 2 web-based surveys comprising versions of the TYDQ; validated measures of depression, anxiety, and satisfaction with life; and demographic questions. In study 1, a total of 3040 participants rated how often they performed each of the 96 items comprising the TYDQ. This design was replicated in study 2, in which a 59-item version of the TYDQ was completed by 3160 participants. In both studies, the factor structure and validity were examined, as were the associations between individual TYDQ items and 3 mental health outcomes: depression, anxiety, and satisfaction with life.

Results: In study 1, factor analyses revealed that a 5-factor model comprising 27 items achieved an optimum balance between brevity and variance and accounted for 38.1\%, 31.4\%, and 33.2\% of the variance in scores on measures of depression, anxiety, and satisfaction with life, respectively. The factors were interpreted as realistic thinking, meaningful activities, goals and plans, healthy habits, and social connections. These 5 factors were more strongly associated with psychological health than those such as practicing kindness, exercising gratitude, and practicing spirituality. This pattern of results was replicated across gender, age groups, and depression severity. The 5-factor solution found in study 1 was replicated in study 2. Analyses revealed that a 21-item version accounted for 46.8\%, 38.2\%, and 38.1\% of the variance in scores on measures of depression, anxiety, and satisfaction with life, respectively.

Conclusions: These findings indicate that some actions are more strongly associated with psychological health than others and that these activities fall within 5 broad domains, which represent skills often taught in psychological treatments. Subsequent studies are planned to explore the reliability of these items and results in other samples and to examine patterns of change in scores during treatment for anxiety and depression. If replicated, these efforts will assist in the development of new psychological interventions and provide an evidence base for public mental health campaigns designed to promote good mental health and prevent the emergence of common mental disorders.

\textbf{(JMIR Form Res 2022;6(7):e38837) doi:10.2196/38837)
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Introduction

Depressive and anxiety disorders are highly prevalent conditions associated with significant distress, disability, and reduced quality of life [1,2]. These conditions exist along a continuum of severity, and it is now recognized that subclinical or subsyndromal variants can also cause functional disability [3] and considerable economic costs [4]. These disorders are characterized by maladaptive patterns of cognition, behavior, habits, and interpersonal and social engagement, which form the basis for accepted diagnostic criteria [5,6]. Maladaptive patterns of thinking and behavior trigger symptoms and impede recovery. Although the specific mechanisms of change during psychotherapy are not well understood [7-9], the premise that these maladaptive patterns can be modified or changed underlies the teaching of psychological skills within several treatment approaches, including cognitive therapy [10], behavior therapy [11,12], mindfulness [13], and interpersonal therapy [14].

Therefore, identifying adaptive and maladaptive patterns is a priority during treatment, and several approaches have been used to deconstruct these patterns into measurable and modifiable cognitions and behaviors (actions). One approach involves creating questionnaires to measure the quality and frequency of use of cognitive and behavioral skills (cognitive behavioral therapy) taught in psychological treatments [15-21]. Examples of items in these questionnaires include I made an effort to evaluate my negative thoughts by considering just the facts [19] and I worked on a project that was meaningful to me [21]. Consistent with psychological models, these and other studies have found small to moderate relationships between the frequency and quality of cognitive behavioral therapy-related actions and symptom severity over treatment. Although useful in clinical settings, disadvantages with many of these questionnaires include their tendency to focus solely on skills taught in therapy, their frequent use of highly technical language to describe cognitions and behaviors, and the exclusion of a large range of other activities that might be linked to mental health outcomes and that might represent important targets for intervention.

Other researchers surveyed consumers and mental health professionals to generate lists of actions believed to affect the symptoms of anxiety and depression [22-26]. Examples of actions identified in these studies include focusing on the positive [25] and doing more things you enjoy [22]. Many of the actions identified in this research are consistent with the skills taught and promoted in psychological treatments. Unsurprisingly, studies have also shown that prompting these types of actions is associated with symptom reduction [27]. However, a weakness of many of these measures is that they fail to inquire about the frequency of performing such actions. Such information can be important for developing interventions to improve mental health or prevent mental ill health.

An additional and parallel body of work has sought to examine the relationship between mental health and quality of life. This has led to the development of numerous measures, such as the Quality of Life Inventory [28] and the World Health Organization Quality of Life Scale [29], which have been demonstrated to reliably and validly measure satisfaction across multiple life domains (eg, physical health, psychological health, and relationships) while being reliable across both general and clinical populations. More recent quality of life measures, such as the Bruunsviken Brief Quality of Life Scale [30], have aimed to create freely accessible and brief versions that maintain strong validity and reliability profiles. Although helpful in determining satisfaction levels across different life domains, quality of life measures have not been designed to inquire about the frequency with which people engage in modifiable activities, which limits the utility of these tools.

Several research domains have identified actions that are associated with psychological health; however, several important questions remain unanswered. First, we do not know how often actions need to be performed each day or week for a person to experience an improvement in psychological health. Second, we do not know which actions or domains of actions are most strongly associated with improved mental health. Third, research has not yet explored whether particular actions are more helpful for different people according to their clinical presentation, personality, or demographic characteristics.

The studies presented in this paper are part of a research program, the Things You Do Project, designed to examine these questions with the overall aim of identifying and confirming the everyday actions that are most strongly associated with good mental health. The potential value of this information is not only in the treatment of mental disorder but also in the evidence-based prevention of mental disorder and promotion of mental health at the population level. Consistent with the World Health Organization’s definition of health as not only the absence of symptoms but also the presence of a positive state of well-being [31], we used the term psychological health in this paper to describe not only the absence or reduction in symptoms of anxiety or depression but also an improvement in well-being, measured based on self-reported satisfaction with life.

In this paper, we have described 2 studies that used survey methodology to create the Things You Do Questionnaire (TYDQ), which aims to identify and rank actions and domains of actions most strongly associated with psychological health. Recognizing the complexity of this objective and the range of potential methods, we opted for a broad and systematic approach to scale development [32].

In the first study, participants rated the frequency with which they completed a range of actions previously identified to be associated with psychological health. Responses were analyzed to assess the factor structure, reliability, validity, and strength of association of TYDQ items with psychological health. In the second study, participants rated a shorter version of the TYDQ. In both studies, participants also completed validated measures of depression, anxiety, and satisfaction with life. Formal
hypotheses were not proposed, but we expected that the process of ranking actions and domains of actions would generate a parsimonious list of psychological health items.

### Study 1

The aims of study 1 were to (1) generate a large list of actions previously associated with psychological health and explore the relationship between the weekly frequency of performing these actions and symptoms of anxiety, depression, and life satisfaction; (2) explore the underlying factor structures of the TYDQ and rank the association between the actions and factors and psychological health; (3) explore the importance of different actions across different subgroups; and (4) develop a parsimonious list of items.

### Methods

#### Ethics Approval

A web-based survey design was used for data collection. The study was reviewed and approved by the Macquarie University Human Research Ethics Committee (MQ HREC: 5201700988), and informed consent was obtained from all participants. All methods were performed in accordance with the relevant guidelines and regulations.

The data sets used and analyzed during this study are available from the corresponding author (NT) upon reasonable request.

#### Questionnaire and Item Generation

An initial list of items was derived from a review of the literature on actions associated with psychological skills identified through multiple sources. These included reviews of (1) skills typically taught in psychological therapies (eg, cognitive skills, behavioral activation, exposure, goal setting, problem solving, social skills training, applied relaxation, mindfulness, acceptance, gratitude, and kindness); (2) actions associated with psychological health, such as healthy daily routines (eg, sleep hygiene, nutrition, and moderated use of electronic devices), physical health (eg, exercise, yoga, stretching, and walking), social activity (eg, talking to friends and spending time with people), meaningful and satisfying activities (eg, doing fun activities), and spiritual and religious activities; (3) symptoms of high prevalence mental disorders as described in psychiatric diagnostic systems [5,6]; (4) previous questionnaires developed by the authors [20], other questionnaires, or similar lists [17-19,22,23]; and (5) consultations with colleagues.

Our research team, consisting of psychiatrists, clinical psychologists, and data analysts with experience in questionnaire development, created a preliminary list comprising >500 actions. Each action was phased as a verb, and references to psychological techniques or orientations, such as practicing mindfulness, were avoided. During the planning phase, we met regularly to identify, review, edit, and categorize the list, which was reduced to 272 items after duplicates and overlapping items were removed. The items were categorized according to the mechanisms or processes associated with each item; that is, a priori attempts were made to identify theoretical clusters. For example, some items were categorized as primarily concerned with cognitive actions (primary cluster), and within this cluster, they were subdivided into actions associated with challenging unhelpful thoughts, focusing on the future (secondary clusters).

In instances where items belonged to multiple clusters, categorization was based on consensus. To capture a broad range of items, the list was shared with colleagues outside the research group, who made further recommendations. The final list of 96 items was based on the following criteria: (1) actions that can be performed daily; (2) measurable, that is, a person can be expected to reliably estimate the frequency of actions over a week; (3) can be completed by most adults; (4) described as a positive action, that is, an action that can be considered a strength; (5) modifiable, that is, can be changed by the person; and (6) did not duplicate another item.

A 5-point Likert rating scale was used to ask participants how often they performed these behaviors over the past week by using the following scoring system: 0=Not at all (0 days per week); 1=1 or 2 days per week; 2=3 to 4 days per week; 3=5 to 6 days per week; and 4=every day (7 days per week). None of the items were reverse scored. After completing the TYDQ, participants were also invited to nominate other actions that were not included in the 96 items they used to improve their mental health.

#### Participants and Procedure

The survey was promoted to adults across Australia via websites and web-based newsletters from Australian mental health services and Facebook posts and advertisements. Advertisements invited people to participate in a study that aimed to identify activities and habits that affect mental health. Consenting participants provided demographic details and completed web-based questionnaires. Participants were required to be aged ≥18 years. No other exclusion criteria were applied. Details of the sample are included in the Results section.

#### Measures

Three standardized outcome measures were used to evaluate and rank the association of the items with psychological well-being.

##### Patient Health Questionnaire 9-Item Scale

The Patient Health Questionnaire 9-item (PHQ-9) scale measures the occurrence of Diagnostic and Statistical Manual IV–congruent depressive symptoms over the past 2 weeks by using a 4-point Likert scale ranging from 0 (not at all) to 3 (nearly every day). Higher scores indicate greater symptom severity [33]. The PHQ-9 has good internal consistency and is sensitive to change [34], with a total score of ≥10 usually but not always associated with a diagnosis of major depressive disorder [35,36]. The Cronbach α in this study was .90.

##### Generalized Anxiety Disorder 7-Item Scale

The Generalized Anxiety Disorder 7-item (GAD-7) scale measures the occurrence of general anxiety symptoms over the past 2 weeks by using a 4-point Likert scale ranging from 0 (not at all) to 3 (nearly every day). The GAD-7 is sensitive to Diagnostic and Statistical Manual IV–congruent GAD, social phobia, and panic disorder, with increasing scores indicating greater severity of symptoms [34,37]. The GAD-7 has been shown to demonstrate sound psychometric properties, with a
total score ≥10 usually indicating a likely diagnosis of an anxiety disorder [38]. The Cronbach α in this study was .92.

Satisfaction With Life Scale

The Satisfaction With Life Scale (SWLS) is a 5-item scale that measures attitudes toward life satisfaction by using a 7-point Likert scale ranging from 1 (strongly disagree) to 7 (strongly agree), with higher scores indicating greater life satisfaction. The SWLS has demonstrated good psychometric properties [39,40] and has been used extensively as a measure of life satisfaction in mental health research [41]. The Cronbach α of the SWLS in this study was .90.

Statistical Analyses

The examination of the relationship between the TYDQ items and the standardized scales was operationalized in three detailed and comprehensive steps: (1) item-level analysis, (2) factor analysis, and (3) generalizability of factor solutions.

Item-Level Analysis

First, a series of univariate regression models (ANOVA) was used to quantify and statistically test the association between each of the TYDQ item scores and the PHQ-9, GAD-7, and SWLS outcome scores. The strength of the association between items and outcomes was summarized with an $R^2$ metric, noting the proportion of the variance explained by each TYDQ item and each outcome. The $R^2$ values were used to weigh and rank the 96 items.

To further visualize the relative importance of different TYDQ items, each possible TYDQ item score, ranging from 0 (not at all) to 4 (daily), was tabulated with its corresponding PHQ-9, GAD-7, and SWLS outcomes to form a heat map [42]. Comparing the corresponding outcome scores with the range of TYDQ values enabled the identification of the minimal weekly behavioral frequency score needed to achieve optimal PHQ-9, GAD-7, and SWLS outcome scores for each TYDQ item. The optimal TYDQ score was defined as the minimum weekly behavioral frequency beyond which no additional statistically significant improvement can be observed.

Factor Formation and Analysis

Second, a series of exploratory factor analyses (EFAs) was used to examine how different TYDQ items formed composite latent factors of behavior. An initial EFA was used to identify the factors based on a full list of 96 items. An additional 3 EFAs were conducted to identify latent factors among the subsets of TYDQ items that were associated more closely with the PHQ-9, GAD-7, and SWLS. These EFAs analyzed the subsets of items based on a minimum of 5%, 10%, and 15% $R^2$ relationship to any one mental health outcome with the aim of identifying more parsimonious lists of factors closely related to psychological health. A factor was considered viable when the item set comprised a composite eigenvalue greater than 1. Additional diagnostic analyses were used to assess each of the identified factors, including item reliability analysis, mean item intercorrelation, and the ability of the identified factors to replicate each item (ie, commonalities).

All identified factors were tested and ranked for their strength of association with the 3 outcomes by using the same analytics and visualization approach used to evaluate TYDQ items. To further evaluate the importance of different behavioral TYDQ factors for mental health, a series of binary logistic regressions was conducted to test the association between the factor scores and the probability of an individual presenting with PHQ-9 or GAD-7 scores that would be considered within the clinical range.

Each factor was assigned a proposed label, which aimed to represent the overall theme of those items. Consensus regarding the factor label was achieved through discussion and debate, considering other labels could have been used.

Generalizability of Factors Solutions Across Different Subgroups

A series of confirmatory factor analyses (CFAs) were conducted to examine the reliability of the EFAs within a sample cross-validation analysis (5 randomized subsamples) and the validity of the factor structure along with key subgroups that differed based on age (<30, 30-44, 45-60, >60 years), gender (male, female, and other), the severity of depressive or anxiety symptoms (minimal-mild, moderate, and severe), an indication of employment, and tertiary education. These CFA tests followed the methodology and reporting conventions outlined by Putnick and Bornstein [43] for the examination of measurement invariance, including the examination of configural invariance, metric invariance, scalar invariance, and strict invariance. From the viewpoint of scale development, this step sought to evaluate the reliability and generalizability of the identified factor solutions along relevant subgroups in clinical research (dimensionality).

All analyses were performed using R statistical software version 4.1.1 [44] and the Lavaan package [45]. A conservative $P$ value of .01 was considered the threshold for statistical significance, reflecting the large sample and the multiple number of tests conducted. In all analyses, participants with missing data were not included in the analyses owing to difficulty imputing unbiased missing outcomes in a high-dimensional analysis and cross-sectional settings. All EFAs and CFAs were based on weighted least-squares estimators to account for the ordinal categorical TYDQ item score range. For all EFAs, with the aim of identifying unique subsets of items, a varimax factor rotation was adopted to maximize the number of factors identified and minimize item-factor cross-loading [46].

Items with factor loadings <0.50, a threshold that aimed to achieve a conservative balance between recommendations in the literature [32,47], were suppressed as were items with suboptimal association with their corresponding factor (accounting for <25% of the factor variance) [48].

Results

Item and Sample Description

Participants in study 1 were recruited from March to June 2018, during which time 3755 people consented to participate and 3040 (80.96%) completed the questionnaire. Sample characteristics are presented in Table 1. Participants had a broad
range of both demographics (age, gender, location, education, and employment) and mental health symptoms. Approximately half of the sample scored above the clinical cutoffs on the PHQ-9 (n=1710, 48.1%), GAD-7 (n=2020, 57.9%), and SWLS (n=2188, 64%), allowing the testing of the association of everyday behaviors for those above and below recognized clinical cutoffs on the PHQ-9 and GAD-7.

Multimedia Appendix 1 includes each of the 96 items ordered based on the a priori primary and secondary theoretical clusters created during item development and based on the observed average weekly score. Multimedia Appendix 1 also uses a heatmap to indicate the frequency with which participants reported performing each item each week. For example, the first item in Multimedia Appendix 1 was the 13th item presented in the survey and read I read, listened, or watched something I enjoyed. A priori, this item was categorized as an Activity/meaning (primary and secondary clusters), and the average weekly score was 2.72 (mean TYDQ weekly score), indicating that the mean frequency reported was between 4 and 6 days each week. The final column indicates that 37.4% (n=1404) of the sample reported doing this action daily, whereas 3.7% (n=139) reported not doing this action in the previous 7 days.

As shown in Multimedia Appendix 1, the frequency of actions (TYDQ mean scores) ranged across and within clusters. For example, 2 of the highest frequency scores were observed within the Healthy Routine cluster, with daily showers or baths reported by 69.3% (n=2602) of the sample, and avoidance of illicit drugs or misuse of medication reported by 83.3% (n=3128).
Table 1. Sample characteristics of studies 1 and 2.

<table>
<thead>
<tr>
<th>Variable and subgroup</th>
<th>Study 1 (year 2018; N=3755)</th>
<th>Study 2 (year 2020; N=3756)</th>
<th>Test of sample differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survey completion, n (%)</td>
<td></td>
<td></td>
<td>( \chi^2_{1,7510}=13.1, P&lt;.001 )</td>
</tr>
<tr>
<td>Completed survey</td>
<td>3040 (81)</td>
<td>3160 (84.1)</td>
<td></td>
</tr>
<tr>
<td>Incomplete survey</td>
<td>715 (19)</td>
<td>596 (15.9)</td>
<td></td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td>( \chi^2_{2,7509}=303.8, P&lt;.001 )</td>
</tr>
<tr>
<td>Male</td>
<td>1806 (48.1)</td>
<td>1072 (28.5)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1924 (51.2)</td>
<td>2651 (70.6)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>25 (0.7)</td>
<td>33 (0.9)</td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td>( t_{7509}=16.13, P&lt;.001 )</td>
</tr>
<tr>
<td>Value, mean (SD)</td>
<td>41.9 (13.9)</td>
<td>47.7 (17.1)</td>
<td></td>
</tr>
<tr>
<td>&lt;30, n (%)</td>
<td>976 (26)</td>
<td>944 (25.1)</td>
<td></td>
</tr>
<tr>
<td>30-45, n (%)</td>
<td>1416 (37.7)</td>
<td>1430 (38.1)</td>
<td></td>
</tr>
<tr>
<td>45-60, n (%)</td>
<td>1137 (30.3)</td>
<td>925 (24.6)</td>
<td></td>
</tr>
<tr>
<td>&gt;60, n (%)</td>
<td>226 (6)</td>
<td>456 (12.1)</td>
<td></td>
</tr>
<tr>
<td>PHQ-9(^a) category, n (%)</td>
<td></td>
<td></td>
<td>( \chi^2_{1,7095}=159.1, P&lt;.001 )</td>
</tr>
<tr>
<td>Below cutoff (≥10)</td>
<td>1710 (48.1)</td>
<td>2227 (62.9)</td>
<td></td>
</tr>
<tr>
<td>Above cutoff (&lt;10)</td>
<td>1848 (51.9)</td>
<td>1311 (37.1)</td>
<td></td>
</tr>
<tr>
<td>GAD-7(^b) category, n (%)</td>
<td></td>
<td></td>
<td>( \chi^2_{1,6961}=151.3, P&lt;.001 )</td>
</tr>
<tr>
<td>Below cutoff (≥10)</td>
<td>1471 (42.1)</td>
<td>2497 (71.9)</td>
<td></td>
</tr>
<tr>
<td>Above cutoff (&lt;10)</td>
<td>2020 (57.9)</td>
<td>974 (28.1)</td>
<td></td>
</tr>
<tr>
<td>SWLS(^c) category, n (%)</td>
<td></td>
<td></td>
<td>( \chi^2_{1,6858}=98.4, P&lt;.001 )</td>
</tr>
<tr>
<td>Below cutoff (≥16)</td>
<td>2188 (64)</td>
<td>2578 (75)</td>
<td></td>
</tr>
<tr>
<td>Above cutoff (&lt;16)</td>
<td>1233 (36)</td>
<td>860 (25)</td>
<td></td>
</tr>
<tr>
<td>Depression symptoms (PHQ-9), mean (SD)</td>
<td>10.7 (6.8)</td>
<td>8.5 (6.5)</td>
<td>( t_{7095}=14.3, P&lt;.001 )</td>
</tr>
<tr>
<td>Anxiety symptoms (GAD-7), mean (SD)</td>
<td>8.8 (5.8)</td>
<td>6.8 (5.6)</td>
<td>( t_{6961}=14.17, P&lt;.001 )</td>
</tr>
<tr>
<td>Satisfaction with life (SWLS), mean (SD)</td>
<td>18.4 (7.7)</td>
<td>20.8 (7.8)</td>
<td>( t_{6858}=13.42, P&lt;.001 )</td>
</tr>
<tr>
<td>Australian born, n (%)</td>
<td></td>
<td></td>
<td>( \chi^2_{1,6049}=32.9, P&lt;.001 )</td>
</tr>
<tr>
<td>No</td>
<td>632 (16.8)</td>
<td>829 (22.1)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3123 (83.2)</td>
<td>2927 (77.9)</td>
<td></td>
</tr>
<tr>
<td>Location, n (%)</td>
<td></td>
<td></td>
<td>( \chi^2_{2,7392}=4.9, P=.09 )</td>
</tr>
<tr>
<td>Capital city</td>
<td>1921 (51.2)</td>
<td>2015 (54.5)</td>
<td></td>
</tr>
<tr>
<td>Other urban region</td>
<td>934 (24.9)</td>
<td>898 (24.3)</td>
<td></td>
</tr>
<tr>
<td>Rural or remote</td>
<td>841 (22.4)</td>
<td>785 (21.2)</td>
<td></td>
</tr>
<tr>
<td>Education attained, n (%)</td>
<td></td>
<td></td>
<td>( \chi^2_{3,7391}=75.9, P&lt;.001 )</td>
</tr>
<tr>
<td>High school or less</td>
<td>744 (19.8)</td>
<td>589 (15.9)</td>
<td></td>
</tr>
<tr>
<td>Other tertiary qualification or certificate</td>
<td>1200 (32)</td>
<td>1100 (29.7)</td>
<td></td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>735 (19.6)</td>
<td>1040 (28.1)</td>
<td></td>
</tr>
<tr>
<td>Undergraduate degree</td>
<td>1017 (27.1)</td>
<td>969 (26.2)</td>
<td></td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
<td>( \chi^2_{5,7389}=245.9, P&lt;.001 )</td>
</tr>
<tr>
<td>Variable and subgroup</td>
<td>Study 1 (year 2018; N=3755)</td>
<td>Study 2 (year 2020; N=3756)</td>
<td>Test of sample differences</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>-----------------------------</td>
<td>-----------------------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>Paid employment</td>
<td>2335 (62.2)</td>
<td>2031 (54.9)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>383 (10.2)</td>
<td>285 (7.7)</td>
<td></td>
</tr>
<tr>
<td>Home duties or parenting</td>
<td>177 (4.7)</td>
<td>154 (4.2)</td>
<td></td>
</tr>
<tr>
<td>Disability support</td>
<td>196 (5.2)</td>
<td>188 (5.1)</td>
<td></td>
</tr>
<tr>
<td>Unemployed or seeking employment</td>
<td>318 (8.5)</td>
<td>289 (7.8)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>287 (7.6)</td>
<td>751 (20.3)</td>
<td></td>
</tr>
</tbody>
</table>

**Marital status, n (%)**

<table>
<thead>
<tr>
<th>Marital status</th>
<th>Study 1 (N=3755)</th>
<th>Study 2 (N=3756)</th>
<th>Test of sample differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single or ever married</td>
<td>996 (26.5)</td>
<td>1125 (30.4)</td>
<td>$\chi^2_{3,7391}=119.4, P&lt;.001$</td>
</tr>
<tr>
<td>Widow</td>
<td>55 (1.5)</td>
<td>145 (3.9)</td>
<td></td>
</tr>
<tr>
<td>Separated or divorced</td>
<td>378 (10.1)</td>
<td>555 (15)</td>
<td></td>
</tr>
<tr>
<td>Married or defacto</td>
<td>2267 (60.4)</td>
<td>1873 (50.6)</td>
<td></td>
</tr>
</tbody>
</table>

**Seeing mental health professional about anxiety or depression? n (%)**

<table>
<thead>
<tr>
<th>Seeing mental health professional</th>
<th>Study 1 (N=3755)</th>
<th>Study 2 (N=3756)</th>
<th>Test of sample differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never</td>
<td>747 (19.9)</td>
<td>999 (27)</td>
<td>$\chi^2_{3,7394}=60.0, P&lt;.001$</td>
</tr>
<tr>
<td>Previously</td>
<td>1737 (46.3)</td>
<td>1714 (46.3)</td>
<td></td>
</tr>
<tr>
<td>Currently</td>
<td>1212 (32.3)</td>
<td>985 (26.6)</td>
<td></td>
</tr>
</tbody>
</table>

**Taking medication for anxiety or depression? n (%)**

<table>
<thead>
<tr>
<th>Taking medication</th>
<th>Study 1 (N=3755)</th>
<th>Study 2 (N=3756)</th>
<th>Test of sample differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>2356 (62.7)</td>
<td>2496 (67.5)</td>
<td>$\chi^2_{1,7451}=18.5, P&lt;.001$</td>
</tr>
<tr>
<td>Yes</td>
<td>1399 (37.3)</td>
<td>1202 (32.5)</td>
<td></td>
</tr>
</tbody>
</table>

\(a\)PHQ-9: Patient Health Questionnaire 9-item.

\(b\)GAD-7: Generalized Anxiety Disorder 7 item.

\(c\)SWLS: Satisfaction With Life Scale.

**Item-Level Analysis**

The 96 items were then subjected to tests of the strength of association with each of the PHQ-9, GAD-7, and SWLS outcomes. The results from this first series of analyses are presented in Multimedia Appendix 2 for each item, with items grouped around the a priori clusters. The columns of the table report the mean PHQ-9, GAD-7, and SWLS scores observed with differing rates of weekly behavioral frequency. The PHQ-9, GAD-7, and SWLS scores were further incorporated into a heat map visualization to highlight the TYDQ items associated with the highest symptom scores among the 96 TYDQ items, where red hues indicate deterioration of psychological health (ie, symptom scores and satisfaction with life) and blue hues indicate improved psychological health.

The proportion of symptom variance explained (\(R^2\)) was reported as a summary measure of the association between each item and outcome. In Multimedia Appendix 2, the presentation order of the 96 items illustrates the relative ability of TYDQ items to account for the cumulative variance of the 3 outcomes, with the strongest items reported at the top of each a priori cluster. Together, the 96 items were significantly associated with each of the 3 outcomes (TYDQ outcome regression \(\beta\) test resulting in \(P<.001\)), except item TYDQ 57 (I fulfilled my responsibilities even though I didn’t want to) and its association with GAD-7 outcomes. Most items showed a linear relationship between higher frequency and lower symptom scores, with a minority of items showing a flattened, convexed, or positive relationship with PHQ-9 and GAD-7 outcomes. However, the strength of the association between each of the items and each outcome varied substantially, both within and across clusters. For example, TYDQ 16, I treated myself with respect, illustrated the strongest association with depressive symptoms (accounting for 22.5% of all PHQ-9 scores); TYDQ 70, I kept a realistic perspective on things, was the strongest correlate of anxiety symptoms (accounting for 21.1% of all GAD-7 scores); and TYDQ 54, I had something to look forward to, was the strongest correlate of satisfaction with life (accounting for 25.9% of all SWLS scores). Across the items, the threshold of activity associated with optimal well-being varied from half a week to daily, with the majority of items requiring frequent (almost every day) but not necessarily daily activity.

**Factor Formation and Analysis**

EFAs were conducted to identify underlying groupings among the items and to explore a brief, latent factor structure of behaviors associated with psychological health. The results from the EFA of the complete 96-item list are presented in Multimedia Appendix 3. In total, 16 factors were identified, with 56 of the items demonstrating factor loadings above 0.5 for any 1 factor. Factors with loadings of \(\leq 0.5\) were suppressed. Across the TYDQ list, the factors appeared to form along their a priori clusters, with most items grouped within their clusters. No item-factor cross-loadings were identified above the loading of 0.5.
The results of the tests of association between the resulting factor scores and each of the PHQ-9, GAD-7, and SWLS outcomes are further reported in Multimedia Appendix 3, which describes the outcomes of a series of 4 EFAs, each testing a different number of items (see Multimedia Appendix 3 for items). This shows that the complete list of 16 factors, based on 56 items, accounted for 41%, 37%, and 32% of the outcome $R^2$, respectively. The resulting 16 factors can also be seen as varying in their strength of association with the 3 outcomes, with estimates of $R^2$ ranging from <0.1% to 24%.

The EFA was repeated with another subset of items (68 items), selected based on the individual item’s ability to account for at least 5% of any of the 3 symptom outcomes ($R^2$>5%), which provided an opportunity to examine patterns among TYDQ items more closely related to psychological health. The analysis identified 11 factors, with only 45 items demonstrating factor loadings >0.5 for any one factor. The items were clustered within their respective a priori clusters, and no item-factor cross-loadings were identified. A test of the association between the resulting factor scores and each of the PHQ-9, GAD-7, and SWLS outcomes illustrated that a complete list of 11 factors based on 45 items accounted for 33%, 29%, and 32% of the outcome $R^2$, respectively, with each of the individual factors varying in their strength of association from 5% to 21% (Multimedia Appendix 4).

In a third EFA, an even briefer subset of items (35 items) was selected based on the item’s ability to account for a minimum of 10% of any of the 3 symptom outcomes. This resulted in 5 factors and 27 items with a factor loading above 0.5 for any 1 factor. No item-factor cross-loadings were identified. A test of association between the resulting factor scores and each of the PHQ-9, GAD-7, and SWLS outcomes revealed a list of 5 factors based on 27 items, which accounted for 38%, 31%, and 33% of the outcomes $R^2$, respectively (Multimedia Appendix 4). The formation of factors largely followed the a priori clusters, and the resulting factors varied 3-fold in their strength of association with each of the outcomes (9%-28%).

A fourth EFA, which included items, identified a stringent $R^2$>15% criterion. This resulted in a brief set of items (8 items) found to represent a single composite factor combining key items from several domains. Although this result is interesting, the PHQ-9, GAD-7, and SWLS variance explained by a single factor (Multimedia Appendix 4) was suboptimal ($R^2$=36.6%, $R^2$=26.7%, and $R^2$=32.9%, respectively), and the representation of multiple domains, including activity planning, self-representation, and values through a single nonspecific factor, would inevitably limit the ability to assess and interpret the type of behavior.

Together, these EFAs illustrate that the 96-item list could be reduced to a more parsimonious and selective item list, with an optimal 5-factor, 27-item solution that retained >90% of the strength of association with each of the symptom outcomes, with only a quarter of the items (27/96, 28%). Each factor solution was further assessed for item reliability, mean item intercorrelation within each factor, and the ability of the identified factors to replicate each item (commonalities), as collated in Multimedia Appendix 5.

### Generalizability of Factor Solutions Across Different Subgroups

A series of CFAs were conducted to examine the measurement invariance of the 5-factor solution as a brief but sensitive measure of psychological well-being across 5 categories, namely age groups, gender, depression and anxiety symptoms, education, and employment. The results from the CFAs are collated in Multimedia Appendix 6. The identification of TYDQ differences in the intercept and residual scores indicated that gender, age, and baseline symptoms were associated with different frequencies of weekly activity, although the TYDQ scores formed the same latent patterns across these groups. To check for the potential of alternate models, we reran the EFA within each of the age, sex, and PHQ-9 subgroups. The results identified the 5-factor solution reliably replicated as the most prominent latent solution when no parameter restraints were made or when the rotation methodology was changed (Multimedia Appendix 7). Together, the results from these CFAs illustrate that the latent 5-factor structure identified was statistically reliable, generalized across subgroups of clinical interest, and replicated across differing aspects of the statistical methodology (rotation and parameter constraint).

### Discussion

Study 1 involved a comprehensive series of methodological and statistical steps designed to create a large list of actions associated with psychological health, test their strength of association with defined mental health outcomes, and develop a parsimonious list of items. To begin with, 96 items previously associated with psychological health were identified and administered to a large and diverse adult sample, along with measures of depression, anxiety, and satisfaction with life.

Several factor solutions were explored, and through a systematic process of dimension reduction, EFA solutions based on 56 items, 45 items, 27 items, and 8 items were examined. The 27-item solution, which comprised 5 factors, was found to be optimal, as it represented 38%, 31%, and 33% of the variance in scores of measures of depression, anxiety, and satisfaction with life, respectively. A series of CFAs indicated that the factor structure was robust across different subgroups, with these 5 factors interpreted as (1) realistic thinking, (2) meaningful activities, (3) goals and plans, (4) healthy habits, and (5) social connections.

Surprisingly, some items and factors that were expected to show strong relationships with psychological health, such as actions associated with kindness, gratitude, and spirituality, were not represented in the 5-factor solution. In contrast, items associated with skills commonly taught in psychological treatments, such as challenging unhelpful thoughts and engaging in pleasant activities, were very strongly associated with psychological health. Importantly, the results of study 1 not only identified items and factors that are strongly associated with psychological health but also found that the frequency of performing those actions was associated with improved well-being.
In summary, the results of study 1 provided preliminary psychometric evidence for the TYDQ as a measure of modifiable actions associated with psychological health. The reliability of the strong relationship between the 5-factor 27-item list found in study 1 needs to be replicated in further studies, which is one of the aims of study 2. Given the surprising finding that some items and factors were not strongly associated with psychological health, such items should also be retested.

**Study 2**

**Overview**

The objective of study 2 was to explore the reliability of the results of study 1 by replicating the design used in study 1 using a briefer version of the TYDQ. The aims were to (1) generate a shortened list of items based on the results of study 1 and explore the relationship between the weekly frequency of performing these items and outcomes of psychological health; (2) explore the underlying factor structures and rank the association between the items, factors, and psychological health; (3) explore the importance of different actions across different subgroups; and (4) develop a parsimonious list of items.

It should be noted that study 2 was conducted when major cities across Australia were locked down in response to the COVID-19 pandemic, which, on the one hand, represents a significantly changed context to that of study 1 but, on the other hand, provides an opportunity to test the items and the questionnaire in a psychologically challenging context.

**Methods**

**Ethics Approval**

The design of study 2 replicated that used in study 1. Ethics approval for data collection was obtained from the Macquarie University Human Research Ethics Committee (MQ HREC: 5201700998), and informed consent was obtained from all participants.

**Questionnaire**

Study 2 evaluated a version of the TYDQ comprising 59 of the 96 original items (Multimedia Appendix 8), with each item using the same 5-point rating scale used in study 1. This brief list was constructed in several steps. First, items that accounted for at least 5% of the PHQ-9, GAD-7, and SWLS were identified, resulting in an initial list of 67 items. Second, this list was edited to remove items with similar wording or duplicated items, resulting in the removal of 23 items. Third, 15 additional items from the original 96 item list were added to test the association between items, such as kindness to others and gratitude, which were considered clinically important and expected in study 1 to be associated with the outcomes but were not. We reviewed each of these steps.

**Participants and Procedure**

The procedure used in study 1 was repeated in study 2. As shown in Table 1, a total of 3756 participants consented to participate in the study and started filling the questionnaires, which were available between June and August 2020. These dates coincided with social and travel restrictions across Australia owing to the impact of the COVID-19 pandemic.

**Other Measures**

The outcome measures used in study 1 were also used in study 2.

**Statistical Analyses**

The three analytical steps in study 1 were repeated: (1) item-level analyses, (2) factor formation and analyses, and (3) analyses that explored the generalizability of factor solutions across different subgroups. Additional analyses were conducted to compare study 1 and study 2 samples on TYDQ scores, the strength of association between the items and symptom outcomes, and factors. For example, the comparison of TYDQ scores from the 2 studies was operationalized by treating the studies as a group variable and regressing this variable on the TYDQ item scores. Similarly, the association between TYDQ items and symptom outcomes was tested by regressing the TYDQ item score, group, and item-by-group interaction on outcome measures.

**Results**

**Item-Level Analysis**

A total of 3756 people consented to participate in study 2, and 3160 (84.13%) completed all the questionnaires. Participant characteristics and comparison with the study 1 sample are presented in Multimedia Appendix 8. These results indicate significant differences between the samples across most demographic variables, symptom severity, satisfaction with life, use of medications for anxiety or depression, and mental health service use.

The TYDQ score for each item, the association of each TYDQ item with the 3 symptom outcomes, and testing of differences between the 2 study samples are included in Multimedia Appendix 8. The results indicated a significant increase in the average score of most TYDQ items from study 1 to study 2. The results also indicate that the strength of association between most TYDQ items and each of the 3 outcomes was greater in study 2 than in study 1. However, the relative strength of association across and between the items and the outcomes was similar in magnitude across the samples, as seen in the heat map.

**Factor Formation, Item Reduction, and Analysis**

In the second step, the 59 items were subjected to a dimension-reduction analysis. The complete list of 59 items identified a 10-factor solution when no parameter constraints were imposed on the data, with 9 of these factors overlapping with the study 1 EFA solution (Multimedia Appendix 9). Using the inclusion criterion of $R^2 > 10\%$, a 26-item solution was identified using the data from study 2, replicating the pattern of the 5 factors identified in study 1. Using the inclusion criteria of $R^2 > 10\%$ and reanalyzing the results of study 1 resulted in an even more parsimonious 21-item solution (Multimedia Appendix 9) that reliably retained the factor structure. The 5 factors and the 21-item solution identified in the reanalysis of study 1 results (Multimedia Appendix 9; inclusion criteria of $R^2 > 10\%$) were...
then compared with the same 21 items from the study 2 results, and associations between the 5 factors and the 3 outcome variables were compared across samples (Multimedia Appendix 10). This demonstrated close similarities in strength, directionality, significance, and optimal frequency cutoffs between the 2 samples.

A set of 3 EFAs were then conducted for item subsets with no selection criteria, inclusion criteria of $R^2>10\%$, and inclusion criteria of $R^2>15\%$. The 5-factor 21-item solution associated with the $R^2>10\%$ criteria in study 2 accounted for the highest amount of PHQ-9, GAD-7, and SWLS outcome variance ($R^2=46.8\%$, $R^2=38.2\%$, and $R^2=38.1\%$, respectively). Consistent with this, a reanalysis of the data from study 1 using the same $R^2>10\%$ criteria demonstrated that this 5-factor 21-item solution accounted for the highest amount of PHQ-9, GAD-7, and SWLS outcome variance ($R^2=37.1\%$, $R^2=30.0\%$, and $R^2=30.5\%$, respectively).

**Generalizability of Factor Solutions Across Different Subgroups**

CFAs seeking to verify a 5-factor 21-item solution across the study 1 and study 2 samples resulted in metric invariance (similarities in factors and item loading) but not scalar or strict invariance (Multimedia Appendix 11). This result is consistent with the interpretation that participants from the 2 studies differed in their means but not item or factor importance.

In brief, the overall results of study 2 replicated the results and 5-factor model obtained in study 1, albeit with a 21- rather than a 27-item solution. These results confirm the strength of the relationship between key items in the TYDQ and psychological health outcomes and the underlying factor structure.

**Discussion**

Study 2 examined the performance of a shortened version of the TYDQ. The survey was completed by 3160 people, and although the sample was significantly different from that of study 1, the overall patterns of results obtained in study 1 were replicated. The 5-factor structure observed in study 1 was supported and accounted for 46.8\%, 38.2\% and 38.1\% of the variance in the symptoms of depression, anxiety, and satisfaction with life, respectively. These solutions were achieved using a parsimonious 21-item list. Importantly, and again consistent with the results of study 1, the observations that some items and factors expected to show strong relationships with psychological health, such as showing kindness to others and expressing gratitude, were not found to be associated with well-being. The implications and limitations of these results are discussed in the subsequent section.

**General Discussion**

This paper describes 2 studies reporting on the initial development and evaluation of the TYDQ, which aims to measure modifiable actions that are strongly associated with psychological health. The detailed and systematic approach followed accepted scale development methods [32] and attempted to address the limitations of previous work by including a broad range of modifiable actions, exploring their frequency over a 1-week timeframe, identifying the actions most strongly related to the target outcomes, and testing the generalizability of results across age, gender, and baseline symptom severity.

**Principal Findings**

Study 1 examined the performance of a 96-item version of TYDQ. A 27-item 5-factor solution achieved an optimal balance between accounting for sufficient variance in outcome measures of depression, anxiety, and satisfaction with life and parsimony. These five factors were interpreted as actions concerned with (1) realistic thinking, (2) meaningful activities, (3) goals and plans, (4) healthy habits, and (5) social connections. There was a strong relationship between the frequency of performing the actions associated with these factors each week and improved psychological health, with results indicating that they should be performed at least half a week or more to optimize their psychological health. Importantly, the factor structure was consistent across demographic variables, including gender and age groups.

Overall, these findings were replicated in study 2, which evaluated a shortened 59-item version by using the same systematic analytic strategy. Study 2 was conducted during a period when participants were mostly in lockdown owing to the impact of the COVID-19 pandemic in Australia. However, the strength of the relationship between the frequency of target actions and outcomes increased relative to study 1. The same 5-factor solution found in study 1 was also found in study 2, although slight differences in the item loadings were observed across the 2 samples. An item-reduction exercise revealed that a 5-factor 21-item version solution achieved an optimal balance between item parsimony and accounting for sufficient variance across the 3 outcome measures. These results appear to confirm the robustness of the 5 factors but also suggest that the 21-item list (Multimedia Appendix 9) should not be considered final, and additional survey design efforts could further improve the brevity and validity of the items identified. In any case, the 96-item and 59-item lists are provided in Multimedia Appendix 11.

**Comparison With Prior Work**

The overall results are consistent with previous research regarding key items associated with psychological health, including cognitions and actions such as, *I did something enjoyable, I kept a realistic perspective on things, I had something to look forward to, and I treated myself with respect.* These 5 factors confirm the importance of many of the skills taught in psychological interventions, including cognitive therapy [10], behavior therapy [12,49], and others. Various combinations of these skills and actions have been recognized as contributing to psychological health [50-52] and are frequently included in public mental health campaigns. Thus, the contribution of our preliminary study is not to identify the actions and factors associated with psychological health. Instead, these studies extend the literature by comparing the relative benefits of different types of actions on psychological health and the frequency with which these factors are associated with psychological health. The findings indicate that performing
these actions for at least half the days of the week is important for psychological health across age, gender and demographic groups, as well as for the different severity levels of mood symptoms. This proposed frequency needs to be carefully evaluated using a longitudinal study; however, if supported, it would indicate a key target for psychological interventions as well as for public health interventions designed to promote psychological health and prevent common mood disorders in the community.

An additional and important finding was that some actions were less strongly associated with psychological health than expected. For example, acts of kindness, practicing gratitude, and spirituality are widely considered important for psychological health; however, in this study, these actions were not found to be as important as those relevant to the 5 factors. This lack of findings is broadly consistent with the results of empirical studies [53-59].

For example, in a systematic review and meta-analysis of 27 experimental studies examining the relationships between acts of kindness and different measures of subjective well-being, including measures of psychological health, Curry et al [53] found the overall effect of kindness to be small to medium ($\delta=0.28$); however, they noted that most of the reviewed studies were underpowered to detect small differences. In a series of meta-analyses examining the findings of 38 studies, Dickens [54] showed that when compared with waitlist, inactive, or no-treatment control groups, gratitude interventions were associated with decreased depressive symptoms and improved positive affect, well-being, happiness, and life satisfaction, albeit with small effect sizes (Cohen $d=0.13-0.30$). In a more recent review of the effect of gratitude trials and interventions, Jans-Beken et al [60] concluded that gratitude interventions were not found to reliably improve symptoms, such as depression and anxiety, but they were associated with improved happiness and life satisfaction. In a meta-analysis of 48 longitudinal studies, Garsen et al [56] reported an overall positive effect of religion or spirituality on mental health; however, similar to studies examining the relationships between mental health and acts of kindness and practicing gratitude, the effects were small, with a random weighted average effect size of $r=0.08$.

Given the large number and broad cross-section of people completing the 2 surveys, these findings appear to be robust. However, given the preliminary nature of the 2 studies reported here, we propose that the findings should not be interpreted as such actions are not helpful; rather, it is likely that different actions are important at different stages of psychological health and for particular individuals and age groups. For example, it is commonly recognized in clinical practice that people who are severely depressed are more likely to benefit from actions involving increasing reinforcement and pleasure than from practicing gratitude, but once their mood has lifted, actions such as practicing gratitude and showing kindness to others may help maintain psychological health. In addition, it should be noted that the results obtained here are relevant to the outcomes of interest, namely, symptoms of depression, anxiety, and satisfaction with life, and that choosing other outcome measures may result in other factors and items ascending in importance. This raises the possibility of future research exploring the relationship between everyday actions and a much broader range of mental health outcomes, including the general p factor, which extends beyond internalizing disorders to include externalizing and thought or psychotic disorders [61].

**Limitations**

The preliminary and cross-sectional nature of the 2 studies reported here are associated with several limitations. First, despite the large sample sizes and consistent results across subsamples, the work should be considered preliminary and tested in other samples, including people with different cultural and demographic backgrounds. In addition, the items and factors identified here need to be tested using longitudinal or interventional research designs to gauge their sensitivity to change and reliability over time. The robustness of the 5 factors should also be tested across differing statistical methods for identifying dimensionality, for example, using different statistical criteria for selecting items or using latent profiling.

We also acknowledge that the initial selection of items used to develop the TYDQ, despite the breadth of our inquiries, involved some subjective choices. We have shared lists to assist independent replication and further development (Multimedia Appendix 12). Related to these limitations, we also acknowledge that the terms we generated to describe the factors were based on our clinical and psychometric decisions, and that other research groups may have generated other labels for each of the factors. We also acknowledge that although most of the actions were relatively simple to understand by participants, some actions were more difficult for participants to measure; for example, the item I treated myself with respect. This raises important questions about how people interpreted some of the items, which may in turn affect both the reliability and validity of the results. This is further complicated by the observation that a person’s interpretation of the questions may change over time and with their experience of the action. Finally, we acknowledge that the focus of this study is primarily on the relationship between actions and symptoms and may not be generalizable to other concepts of psychological well-being, happiness, or thriving [62].

**Strengths**

The strengths of this study include the development of a questionnaire containing items that were not obviously associated with any specific psychological model or approach, evaluated through a systematic and detailed analytic procedure that included multiple tests of generalizability by using 2 large sample sizes. This procedure contributes to the literature by comparing the relative strengths of several groups of modifiable actions and the minimum frequency required for such actions to affect psychological health. An additional strength is that the results were mostly replicated although the second sample was obtained during a challenging period for the community characterized by social restrictions related to the impacts of the COVID-19 pandemic.

**Conclusions**

In conclusion, these studies provide preliminary evidence for actions and factors strongly associated with psychological health and the frequency with which they should be performed.
studies are planned to further explore the patterns of change in brief versions of the TYDQ, including samples of people seeking treatment for mental health conditions. We hope that these efforts will assist in the development of new psychological interventions and provide an evidence base for public mental health campaigns designed to promote good mental health and prevent the emergence of common mental disorders.
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Multimedia Appendix 1
Items, primary and secondary cluster, item wording, and weekly score dispersion by frequency.
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Multimedia Appendix 2
A heat map of the strength of association of Things You Do Questionnaire item weekly frequency with Patient Health Questionnaire 9-item, Generalized Anxiety Disorder 7-item, and Satisfaction With Life Scale outcomes, and the behavioral frequency thresholds associated with optimal mental health gains.
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Multimedia Appendix 3
Exploratory factor analysis solution and assigned factor labels for items grouped with no item selection criteria (96 items), and item grouping under R2>5%, 10%, and 15% outcomes association criteria.
[DOCX File, 46 KB - formative_v6i7e38837_app3.docx]

Multimedia Appendix 4
A heat map of the identified factor association with Patient Health Questionnaire 9-item, Generalized Anxiety Disorder 7-item, and Satisfaction With Life Scale outcomes, and the behavioral frequency thresholds associated with optimal mental health gains.
[DOCX File, 73 KB - formative_v6i7e38837_app4.docx]

Multimedia Appendix 5
Exploratory factor analysis diagnostic statistics: item commonalities, factor eigenvalues, factor Cronbach α, and item mean intercorrelations.
[DOCX File, 70 KB - formative_v6i7e38837_app5.docx]

Multimedia Appendix 6
Invariance test solutions examining dimensionality in study 1 sample.
[DOCX File, 56 KB - formative_v6i7e38837_app6.docx]

Multimedia Appendix 7
Exploratory factor analysis parameter solution replications across key sample dimensions and methods of rotation methods.
[DOCX File, 62 KB - formative_v6i7e38837_app7.docx]

Multimedia Appendix 8
Means, study 1 and study 2 sample group differences, and association of Things You Do Questionnaire items with each of the Patient Health Questionnaire 9-item, Generalized Anxiety Disorder 7-item, and Satisfaction With Life Scale outcomes.
[DOCX File, 47 KB - formative_v6i7e38837_app8.docx]

Multimedia Appendix 9
Exploratory factor analysis solution and assigned factor labels for items grouped with no item selection criteria (96 items), and under R2>10% outcomes association criteria.
[DOCX File, 40 KB - formative_v6i7e38837_app9.docx]
Multimedia Appendix 10
A heat map of the identified factor association with Patient Health Questionnaire 9-item, Generalized Anxiety Disorder 7-item, and Satisfaction With Life Scale outcomes across study 1 and study 2 samples.

[DOCX File , 70 KB - formative_v6i7e38837_app10.docx ]

Multimedia Appendix 11
Invariance test solutions examining dimensionality in study 2 sample.

[DOCX File , 55 KB - formative_v6i7e38837_app11.docx ]

Multimedia Appendix 12
Things You Do Questionnaire item lists.

[DOCX File , 41 KB - formative_v6i7e38837_app12.docx ]
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Abstract

Background: Referral linkages are crucial for efficient functioning of primary health care (PHC) systems. Fast Healthcare Interoperability Resource (FHIR) is an open global standard that facilitates structuring of health information for coordinated exchange among stakeholders.

Objective: The objective of this study is to design FHIR profiles and present methodology and the profiled FHIR resource for Maternal and Child Health referral use cases in Ebonyi state, Nigeria—a typical low- and middle-income country (LMIC) setting.

Methods: Practicing doctors, midwives, and nurses were purposefully sampled and surveyed. Different referral forms were reviewed. The union of data sets from surveys and forms was aggregated and mapped to base patient FHIR resource elements, and extensions were created for data sets not in the core FHIR specification. This study also introduced FHIR and its relation to the World Health Organization's (WHO's) International Classification of Diseases.

Results: We found many different data elements from the referral forms and survey responses even in urban settings. The resulting FHIR standard profile is published on GitHub for adaptation or adoption as necessary to aid alignment with WHO recommendations. Understanding data sets used in health care and clinical practice for information sharing is crucial in properly standardizing information sharing, particularly during the management of COVID-19 and other infectious diseases. Development organizations and governments can use this methodology and profile to fast-track FHIR standards adoption for paper and electronic information sharing at PHC systems in LMICs.

Conclusions: We presented our methodology for profiling the referral resource crucial for the standardized exchange of new and expectant moms' information. Using data from frontline providers and mapping to the FHIR profile helped contextualize the standardized profile.

(JMIR Form Res 2022;6(7):e28510) doi:10.2196/28510
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Introduction

Background

Health care is a complex sector that involves medical professionals, allied health workers, the information and communication technology (ICT) workforce, and various other stakeholders. The World Health Organization (WHO) highlights the importance of 6 building blocks of any health system: service delivery, health workforce, health information systems, access to essential medicines, financing, and leadership or governance [1]. Therefore, the health information systems block is very critical and plays an important role in data capture, processing, and usage. Substantial investments have been made in the development and strengthening of routine health information systems (RHIS) in many low- and middle-income countries (LMICs) over the past 2 decades [2,3]. Although early RHISs were produced using paper-based health facility reports, many LMICs have implemented newer web-based systems over the past decade [4,5]. Given that substantial investments have been made in strengthening RHISs in LMICs in recent years, researchers have a growing demand for more real-time data [6]. Besides, data for policy and operational decision-making in LMICs, including Nigeria, have been largely limited to report generation, process monitoring, and early surveillance responses. Reliable, quality, timely, and transparent health service data are essential for an efficient health system [7]. Globally, health care interoperability has been identified as vital to seamless care coordination among the different stakeholders.

Global Health Care Interoperability

According to the World Health Organization (WHO) Europe’s 2016 e-Health in practice report, Estonia is the first country to implement electronic health records (EHRs) [8]. The famous X-Road facilitates Estonia’s exchange network, an interoperability layer launched in 2001, with several different services added over the years. Estonia achieved success with over 99% of electronic medical subscriptions in 2018. Estonia’s X-Road interoperability layer connects over 2700 services across 700 institutions and enterprises across several sectors, including health care. The United Kingdom’s national service specification was based on the Health Level 7 (HL7) version 3 standard and is now transitioning to the HL7 Fast Healthcare Interoperability Resource (FHIR). However, local implementation was left to providers to determine, most of whom already run different versions of HL7 version 2 [9]. This National Health Service project started with 2 main use cases: the Summary Care Record and the Detailed Care Records [9]. Canada launched a national Infoway project to standardize and foster collaboration among pan-Canadian health care solutions [10]. After leveraging the CEN TC251 standards for referrals, discharge letters, laboratory, prescriptions, reimbursements, radiology requests, and reports, a national program was deemed successful in Denmark. These use cases were pilot-tested via 15 independently managed projects [10]. In 2008, a report highlighted that in the United States, “only 15 to 20 percent of medical doctors have access to computerized patient records and only a small fraction of the billions of medical transactions happen electronically” [10]. Such a low usage led to the creation of Health Information Technology for Economic and Clinical Health, which was launched in 2009 to incentivize digitization, and things have since changed.

Interoperability in LMICs

Some LMIC health systems services are still paper-dependent for recording and transmitting health information. Paper records are limited because only one person can access them at a time. Systematic digitization of health systems has driven the development and implementation of national digital health strategies in Nigeria and other LMICs [11,12]. From our literature search [13] and to our knowledge, LMICs still struggle with patient-level interoperability project implementations, which has limited recording successes. Nigeria is a typical LMIC because it has one of the highest global burdens of maternal mortality [14]. Furthermore, there are more primary health care (PHC) facilities (approximately 10 times) than hospitals in Nigeria; hence, here we focus on PHCs. PHCs have the highest potential for impact in the Nigerian health system because most health services are delivered at the PHC level. In a typical PHC network, the possible use cases for health information interchange may include the following:

- Interdepartmental care communication
- Inter-PHC or PHC to secondary hospital referral
- Reporting of decentralized laboratory results
- Triangulation of immunization and surveillance information
- Payment settlement
- Diagnostic information exchange

Nigeria used the DHIS2 for routine reporting of the delivery of health information system services. Routine health information systems (RHISs) continue to collect data on a wide range of diseases and conditions [6]. These RHIS data are analyzed to assess community-level initiatives such as policies to boost community engagement and strengthen referrals from traditional birth attendants to increase demand for maternal and child care [15-17]. The COVID-19 pandemic has further exposed the weakness in health systems worldwide and the value of linkages.

Health Care Interoperability Standards

The international organizations for certifying and ratifying widely used digital health standards are the ISO/TC (International Organization for Standards’ Health Informatics Technical Committee) 215 and CEN/TC (European Committee for Standards’ Health ICT Technical committee) 251. For instance, ISO 21090:2011 is a ratified HL7 version 3 data type for information interchange. Similarly, ISO 13606-1:2019 is a ratified description of archetype reference models. HL7 is a leading health care standard development organization that has facilitated many standards, including the HL7 version 2 messaging standard, HL7 version 3 Clinical Document Architecture document exchange standard, and the HL7 FHIR. FHIR was popularized because it supports REpresentation State Transfer (REST)–based web-based (real-time) transactions and its extension for services. FHIR is now emerging as the de facto global standard for health care data interchange. The FHIR community includes Microsoft, Google, Apple, and many electronic medical record and EHR vendors [18-20]. In addition, the WHO has recently published a digital adaptation kit to support countries deploying standards for antenatal care [21].
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Terminologies
In addition to data interchange standards, terminology categorization helps guarantee consistent and uniform understanding (and meaning) of terms in health care systems (within and across geographies). The leading terminologies for disease, procedure, and other concept classification are Systematized Nomenclature of Medicine–Clinical Terms (SNOMED-CT) and the International Classification of Diseases (ICD). Other technology providers are Logical Observation Identifiers Names and Codes (LOINC) for laboratory result reporting and Digital Imaging and Communication in Medicine (DICOM) for imaging data reporting. This study used ICD because it uses a free license compared to the better developed SNOMED-CT for disease classification. Code systems such as the WHO ICD-10 use statistical classification of medical concepts and entities into coded groups, assigning identifiers [22]. Codes allow for the unique identification of these concepts in an information processing system. These codes classify diseases, procedures, billing, history or symptoms, and case summaries (jurisdictional and international aggregate reporting). Simultaneously, service providers, including clinicians, use clinical terms in information processing tools.

Study Objectives
The project’s main objective is to use a referral use case to profile, validate, and present data elements relevant to exchanging health information at the PHC level of care. Profiling is the strategy for defining FHIR models by domesticating the international core standard through specific use cases by structured authoring and publishing. Global best practices facilitate digital health information exchange for better care by using standardized data. Digital tools can only communicate using data in certain formats (eg, XML or JSON), organized in an agreed structure [23].

Methods
Overview
We reviewed paper referral forms and surveyed frontline health workers, drawing inspiration from similar work conducted by Odisho et al [24]. We checked how consistent the referral data sets were. Aggregated referral data sets were then mapped to specific use cases by structured authoring and publishing. Global best practices facilitate digital health information exchange for better care by using standardized data. Digital tools can only communicate using data in certain formats (eg, XML or JSON), organized in an agreed structure [23].

Table 1. Distribution of respondents and their roles.

<table>
<thead>
<tr>
<th>Workstation</th>
<th>Roles, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nurse</td>
</tr>
<tr>
<td>Primary health care clinics</td>
<td>3</td>
</tr>
<tr>
<td>Secondary health care (general hospitals)</td>
<td>4</td>
</tr>
<tr>
<td>Tertiary health care (teaching hospital)</td>
<td>0</td>
</tr>
<tr>
<td>State Ministry of Health</td>
<td>0</td>
</tr>
</tbody>
</table>

Profiling, Validation, and Publishing
We started by creating a default patient profile with no extension by using the Forge tool and uploading it on the simplifier.net web interface under the BlockMom project for validation [27]. This first step was to confirm that the example of the base patient resource instance is FHIR-conformant. From the stakeholder interviews, we aggregated information data sets. We then mapped them to the standard patient resource to create a referral resource with extensions that capture all the identified data points. We further created the bare XML schema for easy file-based resource instance validation. The codes in XML and FHIR extensions profiled. We also modeled data types and cardinalities, including references to other profiles, resources, and terminology binding to ICD-10.

Stakeholder Interviews and Data Set Identification
We established the research focus by addressing the data flow in the maternal and child health information flow value chain in Ebonyi State, Nigeria. Nigeria has between 28,000 and 36,000 health facilities overall. Ebonyi state is one of the 36 subregional governments in Nigeria with 171 “functional” PHC centers and 13 general hospitals [25]. Although from the National Health workforce Registry, there are up to 830 health facilities in the state [26]. Based on our use case, a strategic point of data exchange among multiple PHC centers or PHC centers and hospitals is the referral chain for pregnant women. We used the purposeful snowball sampling technique to identify health care providers in Ebonyi State and share the survey questionnaire. We sent out questionnaires and a request for a copy of “referral forms” was used for 24 health workers in their respective health facilities in Abakaliki, the state capital and the main metropolitan city. We consider this bias insignificant as we measured consistency or variation in referral data sets among providers, which was significant. Each provider was from a different health facility (except the tertiary hospital doctors).

The structured questionnaire used asked the following questions:
1. What information is shared when referring-out a pregnant woman?
2. What information is expected when referring-in a pregnant woman?
3. What forms are used, and what are the contents of these forms?
4. What information is the client or caregiver expected to know or have at the recipient end?
JSON formats are freely available on the GitHub directory [28]. Our steps and tools used are shown in Figure 1.

We modeled the FHIR referral use case profile of information flow regarding pregnant women from one PHC center—for example, PHC center 1 to PHC center 2—or general hospital. Afterward, these resource mapping outputs were then synthesized into JSON and XML machine-readable data formats on the basis of FHIR resources for antenatal referral. We have further indicated the resources category affected by our referral bundle in green in Figure 2.

Figure 1. Steps to profiling and publishing the Fast Healthcare Interoperability Resource.

Figure 2. Resources considered for the Referral bundle.

Binding With ICD-10 Terminology

An example referral use case is described in Sierra Leone’s digital health strategy 2018-2023, “Table 2- Scenario: The vision in Practice” [12]. Asuma, a pregnant woman described in the use case, was referred to the clinic from the community by a roaming community health extension worker. See page 25 of Sierra Leone’s national digital health strategy for more information on this use case. In ICD-10, the “Personal History of malaria” code is Z8613. The code allows for unique identification in any information system using the same coding system, thus distinguishing this from, say, B500, which represents “Plasmodium falciparum malaria with cerebral complication,” which is a case of complicated malaria with intermittent coma. We analyzed the 21 chapters of ICD-10. Table 2 highlights those that are most relevant for in-depth study when designing a Maternal and Child Health (MNCH) information management system [10]. Code O98.6 represents “Protozoal disease complicating pregnancy, childbirth, and the puerperium.” This is synonymous with “Malaria in pregnancy” or “Maternal malaria during pregnancy,” both not explicitly coded in ICD-10 [29]. “Malaria in pregnancy” is the scenario described in the Sierra Leone MNCH digital health use case from the preceding paragraph.
Table 2. Key Maternal and Child Health chapters of the International Classification of Diseases, Tenth Revision coding system.

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Description</th>
<th>Code range</th>
</tr>
</thead>
<tbody>
<tr>
<td>XV</td>
<td>Pregnancy, childbirth, and the puerperium</td>
<td>O00xx to O99xx</td>
</tr>
<tr>
<td>XVI</td>
<td>Certain conditions originating in the perinatal period</td>
<td>P00xx to P96xx</td>
</tr>
<tr>
<td>XVIII</td>
<td>Symptoms, signs, and abnormal clinical and laboratory findings not elsewhere classified</td>
<td>R00xx to R99xx</td>
</tr>
<tr>
<td>XX</td>
<td>External causes of morbidity and mortality</td>
<td>V01xx to Y98xx</td>
</tr>
<tr>
<td>XXI</td>
<td>Factors influencing health status and contact with health services</td>
<td>Z00xx to Z99xx</td>
</tr>
</tbody>
</table>

Ethics Consideration

This study was exempted from ethics approval by the University of Malta ethics review board.

Results

Survey Outputs

In addition to responses from these surveys, 3 different referral forms for referral tracking among pregnant women used in the state were made available by respondents. The forms were then mapped to survey questions to generate a unified form with a union of content from the 3 forms in Table 3.

Survey responses from care providers varied widely and included extraneous information than in the referral forms. Based on the 24 health care providers' responses for the first 2 questions—“What Information is shared when referring a pregnant woman?” and “what information is expected when receiving a pregnant woman?”—none of the responses matched for all respondents. In response to question 3—“what forms are used?”—3 respondents said “referral letter” and 7 said “referral form.” Three respondents noted that referral forms varied by health institutions, while one indicated that they do not use any forms for referral. Other forms listed by respondents are the consent form, investigation form, chemistry form, hematology form, results form, ultrasound form, laboratory form, radiology form, and virology form. In response to the question, “What information is the client, or their caregiver expected to have or know?” At the same time, 2 respondents said “nill,” the rest of them listed information that completely varied. When we mapped the aggregated responses with the form details from Table 3, the list of data sets will be similar to that shown in Textbox 1.
<table>
<thead>
<tr>
<th>Facility name</th>
<th>National Health Insurance Scheme (NHIS) referral form</th>
<th>Women, infants, and children referral form for pregnant women</th>
</tr>
</thead>
<tbody>
<tr>
<td>N/A</td>
<td>Facility name</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>N/A</td>
<td>Date</td>
<td>Measurement date</td>
</tr>
<tr>
<td>Patient number and social insurance number</td>
<td>Health Management Organization (HMO)</td>
<td>—</td>
</tr>
<tr>
<td>Name of patient</td>
<td>Name</td>
<td>Patient’s name (last, first)</td>
</tr>
<tr>
<td>Age</td>
<td>Date of birth</td>
<td>Date of birth (MM/DD/YY)</td>
</tr>
<tr>
<td>Sex</td>
<td>Sex</td>
<td>—</td>
</tr>
<tr>
<td>Address</td>
<td>N/A</td>
<td>Address (state, city, zip code)</td>
</tr>
<tr>
<td>N/A</td>
<td>N/A</td>
<td>Telephone number</td>
</tr>
<tr>
<td>Complaints</td>
<td>Presenting complaint</td>
<td>—</td>
</tr>
<tr>
<td>Findings on examination</td>
<td>Examination findings</td>
<td>Height, weight, Hemoglobin (g/dL), hematocrit (%), and blood test date</td>
</tr>
<tr>
<td>N/A</td>
<td>Investigation results</td>
<td>—</td>
</tr>
<tr>
<td>Provisional diagnosis</td>
<td>Provisional diagnosis</td>
<td>—</td>
</tr>
<tr>
<td>N/A</td>
<td>Reason for referral post medical history taking</td>
<td>Estimated date of confinement</td>
</tr>
<tr>
<td>N/A</td>
<td>Clinical warnings (allergies)</td>
<td>Date when last pregnancy ended</td>
</tr>
<tr>
<td>N/A</td>
<td>Gravida Para</td>
<td>Gravida weight (lbs)</td>
</tr>
<tr>
<td>N/A</td>
<td>Pregravid weight (lbs)</td>
<td>Indicate any of the following medical conditions (diabetes, multiple pregnancies, hypertension, tuberculosis, previous poor pregnancy outcome, and history (specify))</td>
</tr>
<tr>
<td>N/A</td>
<td>If other, current history of the condition (specify)</td>
<td>—</td>
</tr>
<tr>
<td>Current and recent medication</td>
<td>N/A</td>
<td>Current medication and supplements prescribed</td>
</tr>
<tr>
<td>N/A</td>
<td>Other relevant information</td>
<td>Impressions and comments</td>
</tr>
<tr>
<td>N/A</td>
<td>Referring doctor</td>
<td>Name of the physician care provider group and clinic</td>
</tr>
<tr>
<td>Name of officer</td>
<td>Medical and Dental Council of Nigeria number</td>
<td>—</td>
</tr>
<tr>
<td>N/A</td>
<td>Receiving doctor’s Medical and Dental Council of Nigeria number</td>
<td>—</td>
</tr>
<tr>
<td>Designation</td>
<td>Date</td>
<td>—</td>
</tr>
<tr>
<td>Signature</td>
<td>Signature and stamp</td>
<td>Health care provider</td>
</tr>
<tr>
<td>To</td>
<td>NHIS code</td>
<td>Signature Date</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.
**Textbox 1. List of data sets.**

- Source health facility name
- Source health facility ID
- Destination health facility name
- Destination health facility ID
- Date of referral
- Patient name
- Patient number
- Patient no type (Health Management Organization, National Health Insurance Scheme, softwareVendor)
- Patient age
- Sex
- Address
- Complaint
- Presenting complaint
- Investigation done
- Findings on examination
- Provisional diagnosis
- Reason for referral
- Current medication
- Recent medication
- Name of referring officer
- ID of referring officer (Medical and Dental Council of Nigeria)
- Designation of the referring officer
- Other relevant information
- Referrals direction (in or out)
- Referrals by disease
- Malaria case referred for adverse drug reaction (Health Management Information System)
- Referral disease (tracked by age and case)

**Referral FHIR Resource (Known as Referral Letter or Discharge Letter)**

The profile developed in this paper is only considered a provisional national profile suggestion for consideration and should not be relied on for clinical decisions. The resource mapping's final output is in XML and JSON formats and is freely available on GitHub [28]. The resource file is shown in Figure 3.
Figure 3. The profiled referral resource in picture.

REST and FHIR

Our artifact assumes the use of the REST paradigm for information exchange. In this section, we explain the technicalities of REST. REST is the foundation for the scale of the internet as we know it today [30]. While FHIR supports many different communication paradigms, REST is responsible for its popularity. The REST paradigm leverages the HTTP protocol with the simple client-server architecture with variants of catch-less/catching, stateless/stateful, or n-tired architectures and hierarchies. For further technical details of these ICT concepts, please refer to Thomas Fielding’s thesis introducing REST in 2000 [30].

Similar to traditional REST, FHIR’s REST paradigm considers entities and concepts as resources. Each of the resource instances is unique and is represented using a uniform resource identifier (URI). The URI may also be used for locating the resource if it points to the location on a given server (in which case, it can also be referred to as URL). There are a finite number of ways a client can manipulate entities and concepts (resources) located in an FHIR server using REST requests of get, put, post, delete, options, head, trace, and connect.

The server responds to the client’s HTTP requests after performing internal business logics unique to each server implementation. The clients will receive the same response for similar HTTP requests irrespective of whether they are for a mobile app, web browser, computer application, or embedded device, as shown in Figure 4.

Both the client and server use the header and body components of the HTTP request or response for their information exchange, depending on the HTTP method used. The server always returns a status code indicating success or failure or a variant of either with further detail for each request. FHIR servers can use the OperationOutcome resource to provide structured details of request failure to the clients in the event of failure. There are over 100 different FHIR resources [31]. When the request succeeds, the client is sent the resource by the server.

Methods may or may not be allowed (or even implemented) by the server for a particular resource and may be specified by the client’s server response. The header has many attributes that can be set, for instance, to indicate the data type it accepts, authorization credentials, connection, content encoding, caching, and more. The content-type attribute can indicate the resource as either XML or JSON format—both native to FHIR. FHIR, similar to REST, is an open standard and thus aligns with key principles of digital development [32].
Discussion

Principal Findings

We could not use the core FHIR resource because it did not contain all the data sets as aggregated in Figure 4. To add and extend the outstanding data sets, FHIR designers provide for and allow extendibility using profile extensions. FHIR contributors and balloting-process use the 80-20 rule to determine what makes it into the core FHIR resource [33]. It is understandable if there are no contributions from Nigeria or many other LMICs because they are often not represented at HL7 FHIR balloting. Our referral form reviews and data set mapping also lay credence to our hypothesis that the core patient resource needs an extension for our use case.

Our study shows that traditional paper referral forms currently in use vary widely in Nigeria's PHC system as illustrated in the word art in Multimedia Appendix 1. The implication is that interinstitution care coordination will remain suboptimal as much of the essential information will be missing. This work will help policy makers and PHC centers in Nigeria understand the need to standardize or enforce agreed referral standards. In addition, the steps we have outlined in this work will help guide institutions as they standardize or adopt FHIR.

While the surveys were conducted before the COVID-19 pandemic, their findings are relevant for continued functioning of the PHC centers even amid and after the COVID-19 pandemic. The pandemic has exposed the weakness of health systems and shown the importance of interconnected and interoperable health systems. Emerging technologies are being proposed in response to the pandemic [34] and new models are emerging for health information interoperability [35] in LMICs. Even when PHC centers are digitized, referrals among health facilities in many LMICs with different software vendors do not happen seamlessly. Our research shows that referral practices for pregnant women varied significantly even in urban settings.

The key output of this study is the FHIR referral resource artifact, which will help vendors design consistent referral data sets and ensure out-of-the-box interoperability. This resource remains broad and from the core patient resource. FHIR allows for organizational or national extensions and adaptations [33]. Health authorities in many LMIC countries will benefit from standardizing and exposing its required referral data model for Women and Child Health, which encompasses MNCH [24]. Publishing a public FHIR specification that can be leveraged by MNCH solution implementers will help simplify interface implementations.

We here illustrate that our approach differs from traditional health information exchange approaches. Figure 5A shows the traditional document- and message-based information (which is still supported by FHIR) where both databases are required to retain the messages being exchanged. Figure 5B shows that the end point query approach using REST method calls is used to access or share FHIR resources being exchanged.

Women continue to die owing to preventable causes at the point of giving birth. Many of these deaths happen before, during, and after delivery. In addition, maternal health has been highlighted in some LMIC national digital health strategies (ie, Nigeria and Sierra Leone) as a priority health area [11]. Furthermore, our BlockMom model used the ICD terminology over the SNOMED-CT model owing to its favorable pricing license. For instance, SNOMED licenses are based on the number of health facilities using the terminology service, though there are requirements to apply for a waiver for certain implementations in LMICs. Moreover, the model’s deliberate focus on FHIR over other HL7 or ISO standards was because it is free and open for adaptation, adoption, and testing in LMICs.
Limitations

We used on-file schema and the ICD-10 version 2021 text file to validate profiled resources. Even though the bare schema was provided in the GitHub directory, standard practice would be to set up an FHIR server for this purpose. This is the focus of our future study. Although many mobile-based solutions are available in PHC centers in LMICs, these profiles can only be used with a mobile-based solution that uses patient-specific information rather than aggregated information, as is the case with many community health worker information systems. Furthermore, ICD-11 2022 release has just been launched by the WHO, which emphasizes following the profiling process and not necessarily the output [36].

We also noted that unique identification metrics and characteristics, as explained by McFarlane et al [37] and Chukwu [38], were not part of the data sets proposed and made available during referral. This aspect was profiled as part of the FHIR resource. Besides, this may be the case as the patient-required abridged historical information is assumed to be comprehensive enough. Nevertheless, in a digital platform where a unique identifier is important, this assumption will not hold true. We assumed cryptographically generated unique identification mechanisms in this prototype.

A key limitation of our survey approach was that we did not prevalidate the questionnaire before use. In addition, our sampling methodology used a snowball strategy that targeted health workers from the most urban part of Ebonyi State, Nigeria. We are aware and acknowledge that this may seem inherently biased. However, our aim for the survey was to determine consistency or otherwise of the referral data sets, which we determine to vary widely across all respondents. In addition, since Abakaliki is the state capital and the main metropolitan city in the state, it is expected to have a standardized referral form; however, it does not.

Conclusions

Questionnaire responses were collected from health care providers, and referral forms from health institutions in Nigeria were reviewed. Survey responses and fields of referral forms show variability in referral data sets across respondents and forms. Here we have made a case for FHIR, an emerging health care data interchange standard, and have profiled a referral resource for PHC information exchange targeted at LMICs. This paper describes the profiling steps, including key questionnaire responses and mapping of referral forms. We have proposed the use of ICD-10 terminology and used file-based schema validation. The methodology and artifacts will be invaluable for the research and implementation community targeting LMICs. Our future work will set up the server and configure the appropriate binding for this and other resources.
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Abstract

Background: The COVID-19 pandemic increased the availability and use of population and individual health data to optimize tracking and analysis of the spread of the virus. Many health care services have had to rapidly digitalize in order to maintain the continuity of care provision. Data collection and dissemination have provided critical support for defending against the spread of the virus since the beginning of the pandemic; however, little is known about public perceptions of and attitudes toward the use, privacy, and security of data.

Objective: The goal of this study is to better understand people’s willingness to share data in the context of the COVID-19 pandemic.

Methods: A web-based survey was conducted on individuals’ use of and attitudes toward health data for individuals aged 18 years and older, and in particular, with a reported diagnosis of a chronic health condition placing them at the highest risk of severe COVID-19.

Results: In total, 4764 individuals responded to this web-based survey, of whom 4674 (98.1%) reported a medical diagnosis of at least 1 health condition (3 per person on average), with type 2 diabetes (n=2974, 62.7%), hypertension (n=2147, 45.2%), and type 1 diabetes (n=1299, 27.4%) being most prominent in our sample. In general, more people are comfortable with sharing anonymized data than personally identifiable data. People reported feeling comfortable sharing data that were able to benefit others; 66% (3121 respondents) would share personal identifiable data if its primary purpose was deemed beneficial for the health of others. Almost two-thirds (n=3026; 63.9%) would consent to sharing personal, sensitive health data with government or health authority organizations. Conversely, over a quarter of respondents (n=1297, 27.8%) stated that they did not trust any organization to protect their data, and 54% (n=2528) of them reported concerns about the implications of sharing personal information. Almost two-thirds (n=3054, 65%) of respondents were concerned about the provisions of appropriate legislation that seeks to prevent data misuse and hold organizations accountable in the case of data misuse.

Conclusions: Although our survey focused mainly on the views of those living with chronic health conditions, the results indicate that data sensitivity is highly contextual. More people are more comfortable with sharing anonymized data rather than personally identifiable data. Willingness to share data also depended on the receiving body, highlighting trust as a key theme, in particular who may have access to shared personal health data and how they may be used in the future. The nascency of legal guidance in this area suggests a need for humanitarian guidelines for data responsibility during disaster relief operations such as pandemics and for involving the public in their development.
Introduction

The World Health Organization declared the COVID-19 outbreak a public health emergency on January 30, 2020; after 6 weeks, it was categorized as a pandemic [1]. Certain groups of people are particularly likely to have severe or serious symptoms of COVID-19 [2]. Preliminary data suggest that people with obesity are at an increased risk of severe COVID-19 [3]. Type 2 diabetes mellitus and hypertension are the most common comorbidities in patients with COVID-19 [4]. According to several reports, including those from the Centers for Disease Control and Prevention, patients with type 2 diabetes are at a greater risk of death than those without type 2 diabetes [5].

Digital health technologies are being used in the fight against COVID-19 [6]. Global health care systems have seen an influx in the incidence of the same novel condition, and the contagious nature of the condition has driven the shift to remote medicine. Many health care pathways have been rapidly digitalized with face-to-face services seeing a drop in usage [7]. This has increased the collection, sharing, and use of data in digital form. Technology is used for remote monitoring, general practitioner consultations, providing structured education, and tracking the spread of disease. As well as the technologies themselves, the data they generate are also useful [8].

Timely, secure, and reliable data access and sharing are critical to understanding COVID-19, controlling its spread, improving the effectiveness and acceptance of government policies, and fostering global cooperation in the race to develop and distribute effective therapies and vaccines. During the COVID-19 pandemic, data are being rapidly shared to understand the location of infections, confirmed cases, recoveries, and deaths. The main data points of interest for this are geolocation and biometric data, both of which are available from users’ mobile devices. However, there are serious concerns regarding the objectivity and accuracy of these data, and their utility has been compromised by inconsistent collection and definitions. This, in turn, feeds back into individuals’ trust in the collecting organizations and in the extent to which their shared data will actually be used to help others, and this needs to be matched by the trustworthiness of those organizations.

During an unprecedented time, some digital responses to the crisis have precipitated novel data governance and privacy challenges [9]. Governments are taking extraordinary measures to track, trace, and contain the spread of COVID-19 by transitioning to digital technologies and advanced analytics to collect, process, and share data for effective frontline responses. Government-mandated apps are bringing the fight against COVID-19 onto users’ devices and have generally adopted pragmatic and contextualized approaches, but they have prompted concerns about security and privacy and the control and use of data beyond the pandemic [10]. There is a trade-off between effectiveness and privacy, centralized and decentralized implementations, and the links to trace and isolate policies.

While the exceptional measures implemented in some countries may prove effective in limiting the spread of the virus, some have provoked controversy in terms of privacy and other fundamental rights, particularly when they lack transparency and public consultation [11]. In South Korea, the specificity of publicly available anonymized data raised privacy concerns when some researchers found that data trails were so detailed that individuals could be identified [12]. In Italy, the Department of Prevention released specific guidelines on the application of the European Union’s and national data privacy rules in the context of the COVID-19 pandemic [13]. Similarly, the United Kingdom’s Information Commissioner’s Office, an independent authority set up to uphold information rights in public interest, confirmed that there would be no regulatory action taken against organizations that fail to meet the data protection standards if noncompliance results from the COVID-19 pandemic [14,15].

In China, new arrivals to the country are tested for COVID-19, instructed to download a government-mandated app, and wear a wristband that is linked to the app to monitor movement with a technology similar to that used in Singapore [16,17]. The United Kingdom’s Track and Trace app was the center of a debate on centralization of data [18]. On May 5, 2020, the Government revealed its first attempt at a contact-tracing app, but 6 weeks later admitted that the app was flawed and it would switch to a more privacy-preserving model devised by Apple and Google [19,20]. Transparency is a key theme. One of the most common misconceptions about the United Kingdom’s Track and Trace app was that it could allow users to specifically identify and map COVID-19 cases among their contacts and in their vicinity [21].

This study seeks to understand the opinions of British people with long-term health conditions on the themes of data privacy and security, data ethics, and data misuse and to assess the possible trade-offs in data utilization to manage a crisis such as the COVID-19 pandemic [22]. It is important to understand the concerns of people with long-term health conditions such as type 2 diabetes and hypertension as these conditions have been shown to be key risk factors in the progression and prognosis of COVID-19 [23,24].

Methods

Study Design and Setting

A web-based survey study was conducted with a mixed methods design conforming to the checklist for reporting results of internet electronic surveys [25]. An email invitation to participate, which included a weblink to the survey, was sent to 11,213 people who had consented to be contacted for research opportunities.
Quantitative information (closed and multiple-choice questions) was collected on four topics: (1) demographic characteristics, (2) COVID-19 symptoms and clinical diagnoses, (3) sharing and privacy of pre– and post–COVID-19 health data, and (4) COVID-19 lockdown behaviors. Responses from the final topic are not included in this analysis.

The survey contained 31 questions: 26 closed questions, 1 open question, and 4 demographic questions. Questions on sharing and privacy of pre– and post–COVID-19 health data were answered on a 5-point Likert scale with responses ranging from strongly disagree to strongly agree or from not concerned at all to very concerned.

**Participants**

People aged ≥ 18 years who had joined the Diabetes.co.uk community were surveyed. The survey commenced with 1 screening question: “Do you consent to take part in the study?” Respondents who consented went on to complete the survey.

**Procedure**

Data collection occurred between July 6 and August 31, 2020. The survey was administered through the Jisc Online Surveys software and comprised closed, open, and multiple-choice questions. The survey was designed to elicit individual responses to questions about retrospective data use and privacy prior to the COVID-19 pandemic and prospective use during the COVID-19 pandemic.

It is intended to have multiple windows of data collection for several reasons: people’s recollections of pre–COVID-19 attitudes may be unreliable, and changes in the course, apparent seriousness, and confidence in scientific understanding of the pandemic will have evolved.

The type and wording of each question was composed by the research team. The order of questions was not randomized. The survey followed a predetermined logic where contingent questions were included or automatically skipped on the basis of responses. Qualitative data were collected with 1 open question exploring what respondents would like to see happening: “What would you like to see happen to improve the COVID-19 situation?” (question 30).

**Analysis**

We exported all data from Jisc and conducted data analysis using SPSS (version 22; IBM Corp). We conducted descriptive data analyses of sample distributions and characteristics. Pearson r correlation coefficients were used to determine the relation between prior data-sharing behavior and attitudes toward data-sharing activity in the context of the COVID-19 pandemic. The data from the open question were read through and then categorized into themes.

**Ethical Considerations**

Ethics approval was obtained from the Human Research Ethics Committee of the University of Warwick (BSREC 144/19-20). Web-based informed consent was required before the survey could be accessed.

**Results**

**Survey Respondents**

Of 11,213 people emailed, 10,705 clicked through to the survey; in total, 4764 gave their consent and began the survey. As indicated in Table 1, all of them completed the survey and were included in the analysis. All respondents were located in the United Kingdom. In total, 2287 (48.0%) respondents were male and 3083 (64.8%) were aged between 55 and 74 years. A total of 115 (2.8%) respondents reported having been clinically diagnosed with COVID-19. The majority of patients (n=4674, 98.1%) reported a prior clinical diagnosis of at least one health condition (on average 3 per person). There was a high prevalence of individuals living with type 2 diabetes (n=2974, 62.7%), hypertension (n=2147, 45.2%), type 1 diabetes (n=1299, 27.4), obesity (n=892, 18.8%), and depression (n=871, 18.3%). Respondent demographics are shown in Table 1.
Table 1. Respondent demographics (N=4764).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Respondents, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2287 (48.0)</td>
</tr>
<tr>
<td>Female</td>
<td>2435 (51.1)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>42 (0.9)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18 to 24</td>
<td>23 (0.5)</td>
</tr>
<tr>
<td>25 to 34</td>
<td>104 (2.2)</td>
</tr>
<tr>
<td>35 to 44</td>
<td>298 (6.3)</td>
</tr>
<tr>
<td>45 to 54</td>
<td>839 (17.6)</td>
</tr>
<tr>
<td>55 to 64</td>
<td>1550 (32.6)</td>
</tr>
<tr>
<td>65 to 74</td>
<td>1533 (32.2)</td>
</tr>
<tr>
<td>75 or older</td>
<td>410 (8.6)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>7 (0.1)</td>
</tr>
<tr>
<td><strong>Health conditions</strong></td>
<td></td>
</tr>
<tr>
<td>Type 2 diabetes</td>
<td>2974 (62.7)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>2147 (45.2)</td>
</tr>
<tr>
<td>Type 1 diabetes</td>
<td>1299 (27.4)</td>
</tr>
<tr>
<td>Arthritis</td>
<td>1002 (21.1)</td>
</tr>
<tr>
<td>Obesity</td>
<td>892 (18.8)</td>
</tr>
<tr>
<td>Depression</td>
<td>871 (18.3)</td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time employment</td>
<td>1205 (24.9)</td>
</tr>
<tr>
<td>Part-time employment</td>
<td>571 (11.8)</td>
</tr>
<tr>
<td>Retired</td>
<td>2298 (47.5)</td>
</tr>
<tr>
<td>Student</td>
<td>39 (0.8)</td>
</tr>
<tr>
<td>Unemployment</td>
<td>464 (9.6)</td>
</tr>
<tr>
<td>Furloughed</td>
<td>188 (3.9)</td>
</tr>
<tr>
<td>Volunteering in my community</td>
<td>69 (1.4)</td>
</tr>
<tr>
<td>(National Health Service, key</td>
<td></td>
</tr>
<tr>
<td>services)</td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Indian or Pakistani</td>
<td>69 (1.4)</td>
</tr>
<tr>
<td>Black, British African, or</td>
<td>46 (1.0)</td>
</tr>
<tr>
<td>Caribbean</td>
<td></td>
</tr>
<tr>
<td>Middle Eastern</td>
<td>5 (0.1)</td>
</tr>
<tr>
<td>Mixed groups</td>
<td>27 (0.6)</td>
</tr>
<tr>
<td>White</td>
<td>4,434 (93.1)</td>
</tr>
<tr>
<td>Other</td>
<td>44 (0.9)</td>
</tr>
<tr>
<td>Chinese, Japanese, or East Asian</td>
<td>7 (0.1)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>132 (2.8)</td>
</tr>
</tbody>
</table>

**a**Frequently occurring health conditions selected.  
**b**Respondents selected multiple statuses; for example, full-time employed and furloughed.
COVID-19 Symptoms and Clinical Diagnosis

Of the 4764 respondents who completed the survey, 494 stated they had had symptoms of COVID-19. The most common symptoms were the following: a continuous cough (n=467, 94%), fever (n=325, 65.7%), difficulty breathing (n=384, 77.7%), and loss of taste (n=324, 65.5%). In total, 384 (77.7%) respondents reported another symptom, predominantly fatigue (16.4%).

Of those reporting symptoms, 111 (22.5%) reported a clinical diagnosis of COVID-19. Of these respondents, 73 (63.5%) reported that their symptoms were severe or very severe. In total, 26 (22.6%) respondents reported that their symptoms were not severe at all. All respondents who reported a clinical diagnosis of COVID-19 reported at least one symptom, including loss of smell or taste (63.1%), fever (62.2%), difficulty breathing (61.3%), or continuous cough (53.2%).

A total of 131 (2.8%) respondents reported that a household member had been tested and was clinically diagnosed with COVID-19.

Sharing and Privacy of Pre–COVID-19 Health Data

Prior to the COVID-19 pandemic, almost half of the respondents (n=2313, 49.2%) agreed or strongly agreed that they often consented to anonymized sharing of their private health data, while only 608 (13%) respondents often consented to sharing of private health data without anonymization. Two-thirds of respondents (n=3113, 66.7%) disagreed or strongly disagreed with sharing their private health data without anonymization. Similarly, 3121 (66.3%) respondents would share their data if it keeps other people healthy; 3026 (63.9%) respondents agreed or strongly agreed to sharing private health data with the government or health authority; 1911 (40.7%) respondents agreed or strongly agreed to share their private health data with services that provide health services to the National Health Service (NHS) such as the Low Carb Program and PushDoctor. Only 232 (5%) participants agreed or strongly agreed to share private health data with social media platforms. Over a quarter of respondents (n=1297, 27.8%) agreed or strongly agreed that they did not trust any organization to protect their private health data. Just under a quarter of respondents (n=1094, 23.5%) agreed or strongly agreed that they were not concerned by the implications of sharing private health data. General health data–sharing responses are shown in Table 2. Respondents who reported that they felt “neutral” in response to the statements were excluded.

<table>
<thead>
<tr>
<th>Question</th>
<th>Disagree or strongly disagree, n (%)</th>
<th>Agree or strongly agree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I often consent to share my private health data with any organisation as long as it is anonymised</td>
<td>1273 (27.1)</td>
<td>2313 (49.2)</td>
</tr>
<tr>
<td>I often consent to share my private health data to any organisation without anonymisation</td>
<td>3113 (66.7)</td>
<td>599 (13)</td>
</tr>
<tr>
<td>I am not concerned about the implications of sharing my private health data</td>
<td>2528 (54.2)</td>
<td>1094 (23.5)</td>
</tr>
<tr>
<td>I don't trust any organisation to protect my private health data</td>
<td>1541 (33.8)</td>
<td>1297 (27.8)</td>
</tr>
<tr>
<td>I’m happy to share my private health data if it helps keep other people healthy</td>
<td>526 (11.2)</td>
<td>3121 (66.3)</td>
</tr>
</tbody>
</table>

Sharing and Privacy of Post–COVID-19 Health Data

Over half (n=3026, 63.9%) agreed or strongly agreed to share their private data with the government or health authority if asked; 1911 (40.7%) respondents would happily consent to share their private data with services that provide health services to the NHS such as the Low Carb Program and PushDoctor, if asked. Only 232 (5%) participants agreed or strongly agreed that they would consent to sharing private data with social media if asked.

Almost half of respondents (n=2228, 47.1%) were concerned or very concerned about who would have access to their personal health data in the context of the COVID-19 pandemic and 2310 (49.1%) respondents were concerned or very concerned about how their personal health data may be used in the future. Almost two-thirds of respondents (n=3054, 65%) were concerned or very concerned around the legislation of data misuse.

Just over a third of respondents (n=1563, 33.4%) would consent to share their private data with any organization if it was providing essential COVID-19 support services such as the supermarkets, pharmacies, and banks. Responses toward the use of post–COVID-19 patient data is shown in Table 3, along with the sentiment toward the use of patient data in the context of the COVID-19 pandemic, and Table 4 shows the sentiment toward future use or misuse of data collected and used under the provisions of the COVID-19 pandemic.
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Table 3. Responses toward the use of post–COVID-19 patient data.

<table>
<thead>
<tr>
<th>Question</th>
<th>Disagree or strongly disagree</th>
<th>Agree or strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>I would happily consent to share my private health data with the government or health authority</td>
<td>728 (15.4)</td>
<td>3026 (63.9)</td>
</tr>
<tr>
<td>I would happily consent to share my private health data with social media e.g., Twitter, Facebook, Google</td>
<td>4023 (85.9)</td>
<td>232 (5)</td>
</tr>
<tr>
<td>I would happily consent to share my private health data with services that provide health services to the NHS, such as Low Carb Program, PushDoctor, Babylon Health</td>
<td>1351 (18.8)</td>
<td>1911 (40.7)</td>
</tr>
</tbody>
</table>

aNHS: National Health Service.

Table 4. Sentiment toward future use or misuse of data collected and used under the provisions of the COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Question</th>
<th>Not concerned at all</th>
<th>Concerned or very concerned</th>
</tr>
</thead>
<tbody>
<tr>
<td>In light of COVID-19, how concerned are you about who would have access to your personal health data?</td>
<td>1138 (14)</td>
<td>2228 (47.1)</td>
</tr>
<tr>
<td>How concerned are you about how your personal health data may be used in the future?</td>
<td>1162 (24.7)</td>
<td>2310 (49.1)</td>
</tr>
<tr>
<td>How concerned are you around the legislation of data misuse?</td>
<td>644 (13.6)</td>
<td>3054 (65)</td>
</tr>
</tbody>
</table>

Prior Willingness to Share Data

Correlations between retrospective data-sharing that happened in the context of generalized concerns and attitude changes associated with the course of the pandemic were determined. Changes were not linked to any specific studies, policies, or measures. There were strong correlations in the attitudes of people exhibiting high levels of concern about future uses of shared data and concerns about access ($r_{4626}=0.816; P<.001$).

There was a strong correlation between people exhibiting attitudes of concern that firmer legislation for data misuse is needed and concerns about future repurposing and reuse of personal health data collected during the COVID-19 pandemic ($r_{4626}=0.636; P<.001$). The Pearson $r$ correlation coefficient as a normalized measure of the strength of a possible linear correlation, lying between –1 and +1. The Pearson $r$ correlation coefficient measures nonlinear correlations (eg, when extreme views are highly correlated but more moderate ones are more independent).

Respondents agreed to share their personal data with roughly the same parties prior to the COVID-19 pandemic and within the context of the COVID-19 pandemic: governments and health authorities ($r_{4710}=0.762; P<.001$), health service providers such as the Low Carb Program and PushDoctor ($r_{4626}=0.783; P<.001$), and social media platforms such as Twitter, Facebook, and Google ($r_{4626}=0.736; P<.001$).

COVID-19 News and Information

Of the 4764 respondents, 2666 (56.1%) were concerned that they may be receiving misinformation about COVID-19 from trusted sources, 1079 (22.7%) were not concerned (genuinely unconcerned and those who feel that they are in control of the consumption of news and information), and 1006 (21.2%) had never considered it.

In total, 4237 responded to the open-ended question of what they would like to see happening to improve the COVID-19 situation. The majority of respondents shared a single response: 1348 (31.8%) stated they would like to see a reliable vaccine and treatment, 884 (20.8%) stated they would like to see balanced information from the government, and 485 (11.4%) wanted to see stricter measures to prevent the transmission of COVID-19.

Discussion

Principal Findings

Our study provides insights into public perception and attitudes toward the use of identifiable health data in the context of the COVID-19 pandemic; in particular, the perspectives of those living with chronic, long-term health conditions, with an average of 4 health conditions reported per respondent.

Our study suggests that data sensitivity is highly contextual. A significant proportion of people felt that their own attitudes have shifted as a result of the COVID-19 pandemic. More people reported being comfortable with sharing private health data with any organization during rather than before the COVID-19 pandemic. In order, people appear to trust their data with the government, health organizations, and social media. There is significant distrust of private health data use by social media organizations (eg, Twitter, Facebook, and Google) even though social media is used as a channel for communication by people caught up in crises such as emergency relief operations after earthquakes, tsunamis, and typhoons; where it provides a trusted and highly salient source of information about what is happening and what to do [26,27]. This is surprising as although users worldwide report that privacy and use of personal data are important issues, most rarely make an effort actively to protect these data and often even give them away voluntarily on social media where even innocuous data can reveal sensitive health information when suitably processed [28,29]. People treat data revelation and sharing differently depending on the perceived sensitivity of the data, and the sensitivity attached to different types of data is neither stable nor uniform.

When examining the correlations between retrospective views of data-sharing behavior and comfort regarding data-sharing in...
the context of the COVID-19 pandemic, individuals were comfortable (or not) in sharing personal data with the same organizations prior to and during the COVID-19 pandemic, suggesting that COVID-19 has not drastically shifted people's willingness to share or withhold their personal data. This may be because attitudes have shifted both retrospectively and prospectively and also depends on whether people accurately remember and report their past views and actions. One of the strongest correlations observed in the analysis was between high levels of concern about the requirement for stronger legislation protecting individuals from data misuse and future repurposing and reuse. This highlights the need for improved communication, transparency, and potentially stronger regulation on how such data may be repurposed in the future, who will be accountable for inappropriate use of data, and a commitment to cease or reverse exceptional uses of data when the crisis is over. Individuals' data rights are protected by law in regulation such as General Data Protection Regulation 2018 in Europe and Health Insurance Portability and Accountability Act in the United States, which make clear the scope, purpose, and time limitations of data usage [30,31]. Concerns may therefore reflect ignorance of existing rules, doubts over enforcement, or a belief that current legislation does not go far enough (for instance, in the requirement of erasure after 3 years rather than a shorter time duration).

A key theme emerging from the literature that was confirmed in this study is the importance of trust [32-34]. Over a quarter of respondents stated they did not trust any organization to protect their data, over half reported concern about the implications of sharing personal information, and almost two-thirds were concerned about data misuse regulation not being strict enough. When asked during the pandemic (the United Kingdom's first wave), almost half of respondents were concerned about who would have access to their personal health data and a similar number were concerned about how their personal health data might be used in the future. This is consistent with prior research suggesting that public involvement in data policy is crucial to bolstering trust and provides support for legislation that is more enforceable [35]. Attitudes may have been perturbed by news stories relating to cybersecurity and privacy and by policy announcements (eg, around Huawei, the Online Harms Bill, etc) [36,37].

Although there are no directly comparable studies, the results from this study complement prior research on public perceptions about COVID-19 and data-sharing. Data privacy and protection are important concepts [38]. Data policy tends to address human concerns about privacy by making rules about data protection; however, this can lead to category errors since data protection can undermine privacy.

Willingness to share anonymized personal health information varies depending on the degree to which the receiving body is trusted and the uses to which the data will be put [39,40]. The more commercial the objectives of the receiving institution appear, the less respondents are willing to share their personal health information. This in turn suggests that anonymization’s disadvantages (in terms of confirming data and correlating shared with other data) might be offset by better (wider, deeper, and more accurate) sampling leading to greater validity of results. Further evidence comes from the interaction (or correlation) between these attitudinal responses and other characteristics, meaning that nonanonymized collection might lead to biased results.

Virus tracking apps are used at scale by governments; however, concerns about transparency, privacy, and morality remain [41,42]. There has been substantial research into the challenges involved in the digital response to the COVID-19 pandemic and proposed methodologies for the ethical design and use of digital public health tools [43,44]. Clear and effective data ethics is both a moral and a practical obligation. The nascentness of legal guidance in this area combining ethics, law, and humanitarian impulses suggests the requirement for humanitarian guidelines for data responsibility during global crises such as pandemics. Therefore, rather than recalibrating the expectations of people with regard to their own privacy, the requirements for the use of data should be broader and more comprehensive as ethically collected big data could prove to be extremely useful in the prediction, monitoring, and mitigation of pandemics such as COVID-19 [45].

Strengths and Limitations

Despite the importance of the findings reported here, it is important to note that this study had several limitations. Conducting this study via a web-based survey carries a risk of response bias, simply because the respondents are likely to be more technology-savvy than the general population. However, the population studied (those with chronic health conditions) is of interest as these participants have a degree of awareness and the ability to self-manage their condition that is not (yet) typical of the population at large, and this sheds light on how policies that raise awareness may lead to greater effectiveness in terms of uptake of technical solutions and effectiveness of public health advice and other policies.

Participants were asked to rate retrospectively their perceptions of data sharing prior to the COVID-19 pandemic; these ratings may be inaccurate owing to faulty memories and response bias. There is some ambiguity between what people (now) thought they would have done had they been asked and how they responded to actual requests for consent to data-sharing. In particular, one could disagree with a statement like “I often consent to share my private health data to any organisation without anonymisation” simply because one rarely recalls being asked to share (even without a principled objection to such sharing should the occasion arise). In addition, the phraseology of the questionnaire refers to data that have either been anonymized or are identifiable. This dichotomous representation leaves out pseudonymized data. The participants were not educated about the concepts of anonymization prior to answering the questions potentially allowing ambiguity of the terminology to cause a strong bias in the response behavior.

In addition, the sample is concentrated on people with diabetes and those with other diagnosed health conditions, rather than the general population. This is a strength as well as a weakness as it focuses on a population with particular circumstances and perspectives and one that may be more representative of a post–COVID-19 population that has been sensitized to a continuing health concern than the current population. This in
turn means that a comparison of these findings with a similar survey of the general population can shed light on the potential impact of awareness-raising policies.

Another strength of the study is the high number of respondents who completed the questionnaire. In total, 4764 people participated in the study. This provides a unique insight into the views of a population deemed as being at the highest risk of severe disease and mortality related to COVID-19 [46]. There was a skew in the representation of the demographic distribution of individuals in the nationwide population of people living with chronic health conditions, since White people were overrepresented in our sample (n=4434, 93.4%) but not overrepresented among those with diabetes more generally. While our survey focused on those with diabetes, the results provide novel insight into concepts crucial for societal trust in data use and sharing initiatives.

While the study design did not allow us to ascertain whether technology use itself was correlated with higher acceptance of data-sharing, such an analysis is possible and will be an important topic for future research.

The study’s findings suggest potential targets for further study and possible considerations for policy makers. There are two main implications: storing and processing data in pseudonymized form and emphasizing the use of synthetic data (generated from models estimated from real data but not involving any actual or identifiable human beings).

Understanding attitudes toward data sensitivities and trust can contribute to developing policies, improving transparency, and increasing the trust, speed, focus, and effectiveness of epidemic responses. Future practice should emphasize transparent data-sharing and privacy initiatives, while research should evaluate whether this does indeed lead to greater levels of trust and engagement. Encouraging ethical and relevant data-sharing can provide significant epidemic intelligence and support public health emergency relief operations [47].

Conclusions

Data sensitivity is highly contextual. More people are comfortable with sharing anonymized data than personally identifiable data. Willingness to share data also varied depending on the receiving body, highlighting trust as a key theme, who may have access to shared personal health data and how it may be used in the future. The nascent nature of legal guidance in this area suggests the requirement for humanitarian guidelines for data responsibility during disaster relief operations such as pandemics, and the requirement to involve the public in their development.
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Abstract

Background: Working with eHealth requires health care organizations to make structural changes in the way they work. Organizational structure and process must be adjusted to provide high-quality care. This study is a follow-up study of a systematic literature review on optimally organizing hybrid health care (eHealth and face to face) using the Donabedian Structure-Process-Outcome (SPO) framework to translate the findings into a modus operandi for health care organizations.

Objective: This study aimed to develop an SPO-based quality assessment model for organizing hybrid health care using an accompanying self-assessment questionnaire. Health care organizations can use this model and a questionnaire to manage and improve their hybrid health care.

Methods: Concept mapping was used to enrich and validate evidence-based knowledge from a literature review using practice-based knowledge from experts. First, brainstorming was conducted. The participants listed all the factors that contributed to the effective organization of hybrid health care and the associated outcomes. Data from the brainstorming phase were combined with data from the literature study, and duplicates were removed. Next, the participants rated the factors on importance and measurability and grouped them into clusters. Finally, using multivariate statistical analysis (multidimensional scaling and hierarchical cluster analysis) and group interpretation, an SPO-based quality management model and an accompanying questionnaire were constructed.

Results: All participants (n=39) were familiar with eHealth and were health care professionals, managers, researchers, patients, or eHealth suppliers. The brainstorming and literature review resulted in a list of 314 factors. After removing the duplicates, 78 factors remained. Using multivariate statistical analyses and group interpretations, a quality management model and questionnaire incorporating 8 clusters and 33 factors were developed. The 8 clusters included the following: Vision, strategy, and organization; Quality information technology infrastructure and systems; Quality eHealth application; Providing support to health care professionals; Skills, knowledge, and attitude of health care professionals; Attentiveness to the patient; Patient outcomes; and Learning system. The SPO categories were positioned as overarching themes to emphasize the interrelations between the clusters. Finally, a proposal was made to use the self-assessment questionnaire in practice, allowing measurement of the quality of each factor.

Conclusions: The quality of hybrid care is determined by organizational, technological, process, and personal factors. The 33 most important factors were clustered in a quality management model and self-assessment questionnaire called the Hybrid Health Care Quality Assessment. The model visualizes the interrelations between the factors. Using a questionnaire, each factor can be...
assessed to determine how effectively it is organized and developed over time. Health care organizations can use the Hybrid Health Care Quality Assessment to identify improvement opportunities for solid and sustainable hybrid health care.

*JMIR Form Res 2022;6(7):e38683*  doi:10.2196/38683
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**Introduction**

**Background**

In recent years, the use of eHealth has expanded, encouraged by the increasing pressure on health care [1,2] and growing interest in patient empowerment [3,4]. On the one hand, an aging population and an increase in chronic diseases are causing a higher and more complex demand for health care. In addition, the COVID-19 pandemic has accelerated pressure on health care [5-8]. Therefore, innovations such as eHealth are required to maintain accessibility and high quality of health care [9-12]. On the other hand, digital health technologies have significantly accelerated patients' involvement [13-16]. In line with these developments, health care organizations have intensively integrated eHealth into traditional face-to-face consultations [17]. The combination of eHealth and face-to-face consultations can be defined as hybrid health care [18,19]. A few examples of hybrid health care are telemonitoring systems for patients with chronic diseases [20,21], web-based video coaching [22,23], and direct web-based access to medical records of patients [24,25], all of which are integrated into traditional health care.

Although health care organizations are increasingly providing hybrid health care, integrating eHealth into the daily care process is challenging. Working with hybrid health care requires organizations to change the way they work. The roles of health care providers and patients are changing, and the available resources are used differently [4,22,26,27]. Organizational structure and work processes must be adapted to ensure high-quality hybrid care [28-31]. Several studies have examined ways to promote eHealth adoption, such as increasing the adaptability of the technology or stakeholders’ value [32,33]. However, it remains challenging to organize hybrid health care effectively and sustainably [17]. There is a need for further research on how hybrid health care can be improved to add value to patients and health care providers when they work with eHealth. Therefore, we recently performed a systematic literature review to optimally organize hybrid health care [17].

In the systematic literature review, the Donabedian Structure-Process-Outcome (SPO) framework was used to identify indicators related to the integration of eHealth into health care organizations [17,34-36] (Figure 1). According to Donabedian, health care quality is based on the aspects of these 3 categories and their relationships. The SPO framework and its categories are described in detail in a literature review [17].

In the literature review, we identified 111 potential indicators under the SPO categories that impact eHealth integration. The study demonstrated that 3 principles are important for successful integration. First, the patient’s role must be centrally placed in the organization of hybrid care. Second, technology must be well attuned to the organizational structure and daily care process. Third, the deployment of human resources must be aligned with desired results [17].

![Figure 1. Donabedian Structure-Process-Outcome framework.](image_url)

**Objectives**

To translate the findings from the literature study into a modus operandi for health care organizations, we aimed to develop a model that can help health care organizations organize hybrid health care and identify improvement opportunities for a solid and sustainable integration of eHealth. To achieve this aim, the objectives of the concept mapping study included the following: (1) enrich and validate evidence-based knowledge from the literature review with practice-based knowledge from experts and (2) develop an SPO-based model for organizing hybrid health care with an accompanying self-assessment questionnaire.

**Methods**

**Concept Mapping**

Concept mapping is a highly structured methodology for organizing ideas from different stakeholders and other data sources to produce a common framework for complex topics that can be used for evaluation or planning [37-40]. The method
integrates qualitative data collection with quantitative analysis to construct an interpretable pictorial view of different ideas and concepts and how these are interrelated [41,42]. Concept mapping has been used worldwide, for a diverse range of health care projects and studies to develop conceptual frameworks, as well as health and eHealth evaluations [43-49]. In this study, the 6-step concept mapping approach of Trochim and McLinden [42] was followed [49] to develop a usable, tailored, SPO-based quality management model for hybrid health care and an accompanying questionnaire. The six steps of concept mapping are as follows: (1) preparation, (2) idea generation, (3) sorting and rating, (4) concept mapping analysis, (5) map interpretation, and (6) utilization. Each step involves different activities leading to an output, which serves as an input for the next step. The steps and activities are explained in Figure 2 and in the paragraphs below. All the steps were supported by the GroupWisdom webtool [41,42].

Figure 2. Concept mapping steps and study activities.

<table>
<thead>
<tr>
<th>STEP</th>
<th>PEOPLE AND ACTIVITIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Preparation</td>
<td>Planning, setting up software and information for participants. Recruit participants for online brainstorm (step 2) and sorting and rating activity (step 3).</td>
</tr>
<tr>
<td>2 Idea generation</td>
<td>Online brainstorm. Editing brainstorm and literature study data.</td>
</tr>
<tr>
<td>3 Sorting and rating</td>
<td>Sorting factors into clusters. Assigning value to factors (importance and measurability). Generating a point map with the sorting data. Grouping factors into clusters with hierarchical cluster analysis. Selecting a concept map. Computing mean ratings for each cluster and factor.</td>
</tr>
<tr>
<td>4 Concept map analysis</td>
<td>Including final clusters of the selected concept map for the quality management model. Including final factors of the selected concept map for the self-assessment questionnaire. Designing usable quality management model. Developing self-assessment questionnaire. Review model and questionnaire.</td>
</tr>
<tr>
<td>5 Interpretation of the concept map</td>
<td></td>
</tr>
<tr>
<td>6 Utilization</td>
<td></td>
</tr>
</tbody>
</table>

Legend
- Research member or members
- Participants
- Advisory board

Step 1: Preparation

Concept mapping is most effective when multiple stakeholders participate in all the steps of the concept mapping process [50]. There is no strict limitation to the number of participants, ranging from small groups of 8 to 15 people to groups of hundreds of participants [50]. For this study, participants with eHealth experience, those employed by health care organizations, and patients with eHealth experience were recruited. The amount or kind of eHealth experience, health care setting, or disease was not relevant for inclusion. The goal was to create a diverse group in which different experiences, perceptions, and viewpoints complemented each other. We aimed to include a mix of health care professionals, patient experts (patients and caregivers), managers, directors, project leaders, researchers, and eHealth suppliers.

Potential participants were approached to attend both brainstorming in step 2 and sorting and rating in step 3. Participants were invited via the research team’s network, social media, and snowballing. Before agreeing to participate, participants received an information letter about the concept mapping method, the study’s purpose, and the SPO framework. None of the potential participants were familiar with our
previous literature study results. A selected group was asked to participate in step 4 (concept mapping), step 5 (interpretation), and step 6 (utilization), which will be explained in the subsequent sections.

**Step 2: Idea Generation**

**Web-Based Brainstorming**

In step 2, data from the participants were collected and combined with data from the literature study. Idea generation with participants was organized by brainstorming. Brainstorming is the most common method used in concept mapping, and can be either group brainstorming or individual brainstorming [42]. In this study, web-based brainstorming was conducted by the participants. Participants received a link via email with instructions, giving them access to the web-based brainstorm program of the GroupWisdom webtool. Before starting the brainstorming session, informed consent was provided, and participant characteristics (age, eHealth experience, professional background, and work setting) were collected to generate general background information about the participants. When the brainstorming started, the following instruction was presented: “Name all factors, which you believe contribute to effective organization of patient care with eHealth, and what the outcomes of this care should be. Keep the ‘Structure-Process-Outcome’ framework in mind.”

For 23 days, the participants could list as many factors they considered essential contributors to effective hybrid health care. Participants could see each other’s inputs and save their brainstorming results in the meantime. They received reminders after 10 and 15 days.

**Editing Brainstorming and Literature Study Data**

After closing the web-based brainstorming session, the brainstorming and literature study data were combined for sorting and rating. A manageable amount of data for sorting and rating is ideally ≤100 to prevent redundancy and a loss of participants’ motivation [51,52]. To generate a final set of up to 100 factors, duplicates and factors that did not match the brainstorming instructions were removed. For this purpose, each factor was assessed independently by the authors, RT-S and ET-K. The assessments were compared, and disagreements were resolved by discussion between RT-S and ET-K. Next, RT-S edited the remaining factors for grammar and spelling.

Authors, MK and AR reviewed the editing process to check whether they would conclude the same selection and wording and made recommendations where appropriate. Finally, the set was entered into the GroupWisdom webtool, serving as an input for the sorting and rating activities.

**Step 3: Sorting and Rating**

At the beginning of step 3, the participants received instructions for the sorting and rating tasks. For the sorting task, the participants were asked to cluster the factors into self-created clusters and assign names to the clusters. The participants were instructed to keep the Donabedian SPO categories in mind while sorting each factor into self-created clusters. For the rating task, each participant was asked to rate each factor by relevancy on a 5-point Likert scale, ranging from 1 (not important at all or not feasible to measure) to 5 (very important or very feasible to measure) by answering the questions, “How important is this factor for effective patient care with eHealth?” and “How feasible to measure is this factor?”

The participants had the opportunity to sort and rate over 3 weeks. They could save their activities and return later and received reminders after 10 and 15 days. The sorting data were approved for concept mapping analysis for participants who completed 75% of the sorting activity and created at least three clusters [41]. The rating data were included when the participant rated at least one factor.

**Step 4: Concept Mapping Analysis**

Concept mapping analysis consisted of four main activities: (1) generating a point map with the sorting data, (2) grouping factors into clusters using hierarchical cluster analysis, (3) selecting a concept map from the hierarchical cluster analysis, and (4) computing average ratings for each factor and cluster of the selected concept map [50]. All computations were based on the concept mapping approach of Kane et al [53,54] and conducted using the GroupWisdom webtool.

**Generating a Point Map With the Sorting Data**

Data from the rating step were analyzed to create a point map [45,53,55,56]. A point map is a 2-dimensional point map, in which each point represents a factor [53]. The point map visually displayed the locations of all factors. Factors closer to each other on the point map were sorted together more frequently by the participants, whereas more distant factors on the map were sorted together less frequently [42,50,53]. The point map was constructed using a similarity matrix and multidimensional scaling algorithm. First, the similarity matrix indicated the number of times various factors were grouped together. Next, a multidimensional scaling algorithm plotted factors as points on a point map [42,54,55]. Subsequently, a stress value (0-1) was calculated, indicating the degree to which the distances on the point map fit the original similarity matrix [38,54]. The better the fit, the lower is the stress value.

**Grouping Factors Into Clusters With Hierarchical Cluster Analysis**

The point map provided the input for the hierarchical cluster analysis. The hierarchical cluster analysis grouped factors into clusters [44] using Ward algorithm [57]. The algorithm proposed several concept map solutions, where 2 clusters were merged at each following the proposed solution.

**Selecting a Concept Map**

From the proposed concept map solutions, a concept map that made sense for conceptualization was selected. There is no single correct number of clusters or mathematical decision criterion for selecting a concept map solution [38,56]. This study selected the number of clusters for the concept map by determining the range of the highest and lowest number of clusters. The range was the average number of clusters made by the participant and its SD.

Subsequently, the cluster solutions in this range were reviewed to select the cluster level by following the cluster tree in the Methods section of the studies by Trochim [53] and Kane et al.
Finally, in a meeting, 2 authors (RT-S and ET-K) and 2 participants reviewed the merging of clusters, beginning with the highest number of clusters and moving to the lowest. The 2 study participants were asked to join this meeting because of their extensive experience with eHealth, daily care processes, research, operational management, and concept mapping.

After establishing the number of clusters in the concept map, each factor was reviewed for compatibility with the cluster and to determine whether it was appropriate to move the factor to a different cluster. A cluster and its content were appropriate for inclusion when they were considered essential and usable for the quality management model [53].

In addition, each cluster received a name and description based on the cluster names that emerged from the sorting activity.

**Computing Mean Ratings for Each Cluster and Factor of the Selected Concept Map**

After the cluster map was selected, the relationships between ratings were computed using pattern-match and Go-zones [42].

Pattern-match and its Pearson product-moment ($r$ value) were calculated to compare how the clusters of the selected concept map were rated on importance and measurability. The pattern-match visualized the mean ratings of each cluster in a ladder graph, connecting lines between the mean ratings on importance and measurable of each cluster [50,57]. The $r$ value represented the correlation strength between the 2 mean ratings of all clusters [50,57].

Finally, multiple Go-zones were computed: a Go-zone of the total point map and Go-zones per cluster of the selected concept map. Go-zone is a 4-quadrant graph with an x-y graph [50], visualizing the mean ranking results of each factor on the questions “How important is this factor” and “How feasible to measure is this factor.” The minimum and maximum values for each axis were the minimum and maximum average Likert scores, respectively. The upper-right quadrant is called the Go-zone because it shows factors rated above the mean for both importance and measurability [42,58]. The pattern-match and Go-zone showed how important and measurable each cluster and its factors were rated for quality assessment by the individual participants during the step, sorting and rating.

The selected concept map, with its calculation of importance and measurability for each cluster and factor, formed the basis of interpretation in the next step [53].

**Step 5: Interpretation of the Concept Map**

The selected concept map, with its pattern-match and Go-zones, was discussed with an advisory board. On the basis of the pattern-match and Go-zones, the advisory board decided which clusters and factors should be included in the quality management model and the accompanying questionnaire. The advisory board consisted of 4 study participants from the brainstorming and sorting step, of whom, 2 also participated in step 4, concept mapping analysis. The advisors were chosen because they could be future model users. In addition, all had extensive experience with eHealth, health care business, and as health care professionals (general practitioners, nurses, anesthetists, and clinical psychologists) in different health care settings.

The advisors voted individually on which clusters and factors of the selected concept map should be included in the quality management model and questionnaire to ensure usability. Using a web-based survey, the following questions were asked: “Which cluster should be included in the quality management model based on the mean cluster rating scores of the pattern matches? Please, specify your choice.” and “On which factors should the questionnaire give focus? Guide your choice by the Go-zones of each cluster and the Go-zone of the total point map. Please specify your choice.” The advisors could not see each other’s votes. By 75% (3/4) agreement or more, the concerned clusters and factors were operationalized in the quality assessment model and questionnaire. Where there was less agreement, the advisors viewed all responses, including the comments, and were asked to vote again. This process was repeated until a 75% consensus was reached. The web-based survey results were used as inputs to develop the quality management model and its questionnaire.

**Step 6: Utilization**

**Quality Management Model**

The remaining clusters and their positions in the selected concept map provided the blueprint for the quality management model. First, the excluded clusters and factors were removed from the concept map. Second, the concept map with the remaining clusters was used to produce a logic model. A logic model is a framework that visualizes the interrelations between the clusters in graphic form and is therefore valuable for quality evaluation [59]. The SPO framework [34,35] was used to identify logical interrelationships between the clusters. Accordingly, noticeable SPO connections between the clusters were drawn on the map by RT-S. A simplified version of the logic model was designed for clarity and readability. Authors SW, ET-K, and RT-S discussed the design of the quality management model to ensure the usability and clarity of the model.

**Self-assessment Questionnaire**

The questionnaire was drafted by RT-S with the remaining factors, taking the advisors’ comments into account. The questionnaire should give care organizations insight into the quality of hybrid care and how quality develops over time. On the one hand, the questionnaire must be easy to use and uniformly independent of the type of health care organization, type of eHealth, and disease. On the other hand, the questionnaire results must provide specific guidance to improve the quality of specific clusters and factors.

The concept model and questionnaire were submitted to the advisors for peer review of usability and clarity. Their comments were processed by RT-S, resulting in an improved draft. Finally, ET-K and SW peer reviewed the last draft to ensure that the representatives’ comments were implemented entirely in the quality management model and the related questionnaire.

**Ethics Approval**

Approval by an ethics committee was not needed because no intervention or trial has occurred in the sense that the research
participants were subjected to actions or had modes of behavior imposed on them [60].

**Results**

**Participant Characteristics (Step 1)**

A total of 39 people participated in this study. The participants had a mean age of 45.2 (SD 11.1) years and were mainly working at the family medicine clinic (12/39, 31%) or hospital (10/39, 26%) within a management function (16/39, 41%) or as a health care professional (14/39, 36%). A total of 59% (23/39) of the participants estimated their eHealth experience to be extensive. The 3 most commonly used eHealth tools were apps (37/147, 25.2% participants), web portals (35/147, 23.8% participants), and video communication (34/147, 23.1% participants). An overview of the participants’ characteristics is shown in Table 1.

Of the 39 participants, 38 (97%) completed the brainstorming sessions. In all, 18% (7/38) of the participants dropped out after the brainstorming session, and a new participant joined the sorting and rating phase. In total, 79% (31/39) of the participants completed the sorting and rating phase (Figure 3).

Table 1. Participant characteristics (N=39).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>45.2 (11.1)</td>
</tr>
<tr>
<td><strong>Main work setting, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Family medicine</td>
<td>12 (31)</td>
</tr>
<tr>
<td>Hospital</td>
<td>10 (26)</td>
</tr>
<tr>
<td>Mental health clinic</td>
<td>5 (13)</td>
</tr>
<tr>
<td>Nursing and residential care</td>
<td>5 (13)</td>
</tr>
<tr>
<td>eHealth supplier</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Research institute</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Patient experts (self-employed)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>**Main profession, n (%)**a</td>
<td></td>
</tr>
<tr>
<td>Manager, director, or project leader</td>
<td>16 (41)</td>
</tr>
<tr>
<td>Health care professional (eg, physician, nurse, therapist, or psychologist)</td>
<td>14 (36)</td>
</tr>
<tr>
<td>Patient expert (eg, patient or caregiver)</td>
<td>5 (13)</td>
</tr>
<tr>
<td>Researcher</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (3)</td>
</tr>
<tr>
<td>**eHealth technology experience, n (%)**b</td>
<td></td>
</tr>
<tr>
<td>Apps</td>
<td>37 (25.2)</td>
</tr>
<tr>
<td>Web portals (eg, electronic health records or personal care records)</td>
<td>35 (23.8)</td>
</tr>
<tr>
<td>Video communication</td>
<td>34 (23.1)</td>
</tr>
<tr>
<td>Sensors and wearables</td>
<td>23 (15.6)</td>
</tr>
<tr>
<td>Artificial intelligence</td>
<td>13 (8.8)</td>
</tr>
<tr>
<td>Domotica and robotica</td>
<td>10 (6.8)</td>
</tr>
<tr>
<td><strong>Estimated level of experience with eHealth, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Extensive experience</td>
<td>23 (59)</td>
</tr>
<tr>
<td>Moderated experience</td>
<td>15 (38)</td>
</tr>
<tr>
<td>Limited experience</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>

*a* Many participants had dual roles, from which they were asked to choose one role.

*b* Participants could select multiple answers.
Idea Generation (Step 2)

Brainstorming during idea generation resulted in a list of 203 factors. A total of 111 potential indicators were extracted from the literature study [17]. Both lists were aggregated, resulting in a list of 314 factors. Editing of the data led to a final list of 78 factors. These 78 factors served as inputs for the sorting and rating activity. The list of 78 factors is provided in Multimedia Appendix 1.

Sorting and Rating (Step 3)

The rating data of the 32 participants were included in this study. All factors received mean rating scores of >3.1, for both importance and measurability. The mean ratings on the questions, “How important is this factor for successful integration of eHealth?” and “How feasible to measure is this factor” are described in Multimedia Appendix 1.

The sorting data of 8 people were excluded, with the reason “less than 75% sorted” (n=4, 50%) or “sorted in two clusters” (n=4, 50%). The mean number of clusters of the approved data was 7 (SD 3.5) with a range of 3 to 15 clusters.

Concept Mapping Analysis (Step 4)

Visual Representation

The point map in Figure 4 shows how the 78 factors are related according to the sorting data. The point map had a stress value of 0.26, indicating that it had a good fit with the original similarity matrix [38,54].

The point map displays the locations of all factors that were frequently sorted closer together by the participants, whereas unrelated factors were plotted farther from each other. The number of points corresponds to the number of factors presented in Multimedia Appendix 1.

Selecting the Concept Map

Concept map solutions ranging from 11-cluster to 3-cluster options were reviewed (mean 7, SD 3.5). The 9-cluster concept map was selected to make the most sense of conceptualization. A few factors (n=14) were unanimously replaced, leading to the concept map shown in Figure 5. Replaced factors and their reasons are presented in Multimedia Appendix 2. The 9 clusters were labeled and received a short description, as described in Table 2. The number of points corresponds to the number of factors presented in Multimedia Appendix 1. The clusters represent how the participants sorted the factors into self-created clusters using the proposed cluster labels.
Figure 5. Nine-cluster concept map. IT: information technology.

Table 2. Clusters labels and descriptions.

<table>
<thead>
<tr>
<th>Cluster number</th>
<th>Cluster label</th>
<th>Description</th>
<th>Included factors, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Quality information technology infrastructure and systems</td>
<td>Conditions concerning technology, information technology systems, and data.</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>Quality eHealth application</td>
<td>Conditions concerning the eHealth application.</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>Learning system: evaluation and improvement</td>
<td>Evaluation and realignment with stakeholders and the patient care objectives for a continuous development.</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>Vision, strategy, and organization</td>
<td>Responsibilities of the health care organization concerning vision, strategy, policy, leadership, funding, and work process designs.</td>
<td>16</td>
</tr>
<tr>
<td>5</td>
<td>Providing support to health care professionals</td>
<td>Conditions arranged by the health care organization to encourage the use of eHealth among its health care professionals.</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>Skills, knowledge, and attitude of health care professionals</td>
<td>Health care professionals’ ability to provide hybrid care.</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>Attentiveness to the patient</td>
<td>Organize the daily care process in line with the patient’s needs, demand for care, and its capacity.</td>
<td>13</td>
</tr>
<tr>
<td>8</td>
<td>Organization outcomes</td>
<td>Outcomes for the health care organization; for example, quality health care provision and health care logistics.</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>End results for the patient</td>
<td>Outcomes for the patients; for example, health, added value, satisfaction, ownership, and convenience.</td>
<td>10</td>
</tr>
</tbody>
</table>

*Number corresponds with the number of the concerning cluster in Figure 5.*

Mean Ratings for Each Cluster and Factor of the Selected Concept Map

The pattern-match showed that all clusters had a mean score between 3.75 and 4.27 on the importance and a mean score between 3.79 and 4.10 on measurability (Figure 6). The cluster with the highest mean score on importance was **Attentiveness to the patient** (mean 4.27, SD 0.27), and the cluster with the highest mean score on measurability was **End results for the patients** (mean 4.10, SD 0.17). On the contrary, the cluster with the lowest mean score on importance was **Organization outcomes** (mean 3.75, SD 0.36), whereas the cluster **Quality eHealth application** (mean 3.79, SD 0.45) had the lowest mean score on measurability. The r value was 0.63, indicating a predictable alignment between the rating of importance and the rating of measurability. The mean ratings of the factors and Go-zones per cluster are included in Multimedia Appendix 3.
Interpretation of the Concept Map (Step 5)

The pattern-match and Go-zones were input to determine which clusters and factors of the selected concept map should be included in the quality management model and questionnaire. Decisions were made in 2 voting rounds. Of the 9 clusters, the cluster Organization outcomes was not included in the quality management model, based on the voting (3/4, 75%) of the advisors had doubts about including the cluster in the model) and after discussion with the research team. The factors included in the questionnaire concerned those placed in the Go-zone of the total point map or the Go-zone of the clusters. As a result, 8 clusters remained in the model and 33 factors in the questionnaire remained as a manageable utility for quality assessment (Textbox 1). Multimedia Appendix 3 presents the responses and comments of the advisory board during the voting rounds.
Textbox 1. The included clusters and factors.

<table>
<thead>
<tr>
<th>Quality Information technology infrastructure and systems (1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Information technology architecture available within the health care organization (1).</td>
</tr>
<tr>
<td>• Back-up scenario during technical problems (12).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Quality eHealth application (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• The eHealth application is user-friendly (35).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Learning system: evaluation and improvement (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Cocreation: eHealth is developed, implemented and redeveloped with different stakeholders (8).</td>
</tr>
<tr>
<td>• Monitoring and evaluation of service and treatment results (58).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vision, strategy, and organization (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Support the implementation and development of eHealth in the organization with good project management (4).</td>
</tr>
<tr>
<td>• Mobilizing funding for working with eHealth (16).</td>
</tr>
<tr>
<td>• Clear internal policies regarding the use of eHealth (18).</td>
</tr>
<tr>
<td>• Vision supported by the line, “Why are we doing this?” (21).</td>
</tr>
<tr>
<td>• Care delivery with eHealth complies with laws and regulations (41).</td>
</tr>
<tr>
<td>• Financial reimbursements for eHealth deployment (42).</td>
</tr>
<tr>
<td>• Redesign the current work process and review what contributes to the desired care outcomes (47).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Providing support toward health care professionals (5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Health care professionals have easy access to information technology resources; for example, device, internet, screen, or headset (2).</td>
</tr>
<tr>
<td>• Embedding eHealth in the daily practice of health care professionals (11).</td>
</tr>
<tr>
<td>• Training and supervision for health care professionals (15).</td>
</tr>
<tr>
<td>• Help desk for health care professionals (17).</td>
</tr>
<tr>
<td>• Information on the treatment with eHealth is clear and accessible to the health care professional (19).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Skills, knowledge, and attitude of health care professionals (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Good balance between face to face and eHealth for the health care professional (46).</td>
</tr>
<tr>
<td>• The health care professional has confidence in the eHealth application (70).</td>
</tr>
<tr>
<td>• The health care professional is satisfied with working with eHealth (74).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Attentiveness to the patient (7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Clear communication to the patient about how care is offered (10).</td>
</tr>
<tr>
<td>• Personalized care, considering patient needs with regard to (deployment of) eHealth (13).</td>
</tr>
<tr>
<td>• The patient has easy access to the necessary information technology resources; for example, device, Internet, and so on (30).</td>
</tr>
<tr>
<td>• Patients receive practical support in using the eHealth application; for example, a help desk (49).</td>
</tr>
<tr>
<td>• The patient has confidence in the eHealth application (67).</td>
</tr>
<tr>
<td>• The patient has the flexibility to use eHealth wherever and whenever it is convenient (72).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>End results for the patient (9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• The patient can integrate the use of eHealth in their daily life (33).</td>
</tr>
<tr>
<td>• Treatment with eHealth has a positive influence on the patient’s health (64).</td>
</tr>
<tr>
<td>• Treatment with eHealth contributes to the patient’s self-reliance (65).</td>
</tr>
<tr>
<td>• The patient is satisfied (68).</td>
</tr>
<tr>
<td>• The patient has easy access to care (71).</td>
</tr>
<tr>
<td>• eHealth provides logistical convenience for the patient (73).</td>
</tr>
</tbody>
</table>
Utilization (Step 6)

Utilization Model

The clusters and factors excluded from the voting rounds were removed from the selected concept map. The remaining clusters (n=8) and their factors (n=33) led to nonoverlapping clusters on the concept map. Above the clusters, the SPO categories were positioned as overarching themes to emphasize the interrelations between the clusters. In addition, a complex cluster map can be simplified into a logic model. Figures 7A-C show the simplification of the model.

The overarching categories, structure, process and outcomes and the clusters’ interconnections refer to the Donabedian SPO framework [34,35]. The cluster Learning system is visualized in the arrows with the dashed line. The numbers inside the clusters represent the number of factors included.

Figure 7. Simplification of the model. (A) Removing the excluded cluster and factors from the selected concept map and adding the overarching categories’ structure, process, and outcome. (B) Drawing a logic interrelationship with structure, process, and outcome categories. (C) Simplification into a quality management model. IT: information technology.

Utilization Questionnaire

The remaining 33 factors were included in the questionnaire, where each factor can be measured on how effectively it is organized and developed over time. The advisory board noted that measuring the quality progress of hybrid health care is very important, in addition to learning and continuous improvement with stakeholders. Subsequently, the idea was to enrich the questionnaire with a quality progress tracker based on the plan-do-check-act (PDCA) cycles of Deming [61]. Incorporating the PDCA cycle makes it possible to assess the quality easily.
and uniformly with tailored feedback for health care organizations. PDCA is a well-known cycle method for continuous improvement and quality measurement [61]. The PDCA cycles assess each factor’s quality by measuring the extent to which The objective is tangible? (plan), The plan is implemented? (do), To what extent is the plan realized? (check), and Providing feedback on the quality of the execution to make improvements (act) [61]. Each factor can be monitored on the quality level of the PDCA cycles using a Likert score (0-10). A score of 0 means there is no plan to improve the concerning factor, and a score of 10 means continue improvement with stakeholders. The Likert scoring is based on the PDCA cycles and the 2 factors of the cluster Learning system, which include the following: (1) Co-creation: eHealth is being developed and implemented with various stakeholders and (2) Monitoring and evaluation of service- and treatment outcomes. Using the PDCA cycles in combination with a Likert score provides a health care organization insight into improvement possibilities for each factor or cluster.

Finally, the model and questionnaire obtained a more convenient workname Hybrid Health Care Quality Assessment (HHQA). The HHQA model and questionnaire with suggestions on how to use it are explained in Multimedia Appendix 4.

Discussion

Principal Findings

In this concept mapping study, we aimed to develop an SPO-based model and an accompanying self-assessment questionnaire for hybrid health care. By combining practice-based knowledge from eHealth users with an evidence-based literature review, we found that organizational, technological, and process and personal factors affect the quality of hybrid health care. Health care organizations must understand that these factors play a role in organizing hybrid health care and should be familiar with ways to improve them. The authors developed the HHQA, which can be used to systematically assess and improve the quality of hybrid health care.

The HHQA model includes 8 clusters. Cluster 1 (Vision, strategy, and organization) includes the responsibilities of the management to set the vision, strategy, policy, leadership, finance, and project management. Cluster 2 (Quality information technology infrastructure and systems) focuses on information technology infrastructure and back-up scenarios by information technology issues. Cluster 3 (Quality eHealth application) concerns the user-friendliness of the digital health application itself. Cluster 4 (Providing support toward care professional) and cluster 5 (Skills, knowledge, and attitude of health care professionals) include factors concerning health care providers. Cluster 4 focuses on factors that should be arranged for the individual health care professional by the care organization, and cluster 5 includes the responsibilities of the professional. The patient is central in cluster 6 (Attentiveness to the patient). This cluster contains the measurement of factors that allow patients to increase their self-management and consider the individual patient’s needs. Patient centeredness is also reflected in cluster 7 (Patient outcomes), including factors such as patient’s health outcomes, added value, satisfaction, ownership, and convenience. Finally, cluster 8 (Learning system), forms the relationship between the continued development of hybrid health care with stakeholders and health care provision objectives. The factors in cluster 8 provide insight into where alignment can be improved with other organizational criteria and actions, such as cost-benefit or capacity management.

The interdependencies of the clusters are logically expressed in the HHQA model because of the overarching categories of the Donabedian SPO framework. Moreover, according to eHealth users, clusters consist of the most important factors for the quality of hybrid health care. Using the questionnaire, each factor (33 in total) was measured to determine how effectively it was organized and developed over time. Subsequently, the main results of the questionnaire were shown at the cluster level. It was possible to zoom in on the relevant factors for each cluster.

Comparison With Literature

In our previous literature review [17], we concluded that the capabilities of patients, health care professionals, and technology play a crucial role in the quality of hybrid health care. We also concluded that offering hybrid health care requires adjusting the daily care process and appropriate process monitoring. The conclusions from the literature review are reflected in the HHQA clusters, namely, the patient’s role is visible in the clusters Attentiveness to the patient and Patient outcomes; the health care professional’s role is central in the clusters Providing support toward health care professionals and Skills, knowledge, and attitude of professionals; and technology is covered in the clusters Quality information technology infrastructure and systems and Quality eHealth application. The adjustment of the daily care processes is elaborated in the cluster Vision, strategy, and organization. Finally, monitoring is embedded in the cluster Learning system and the PDCA-progress tracker.

The 8 clusters of the HHQA model fit the 3 overarching categories of the Donabedian SPO framework. According to Donabedian [34], health care quality is based on aspects of these 3 categories and their relationships. The interaction between the categories can be bidirectional and is an “unbroken chain of antecedents, followed by intermediate ends, which are themselves the means to still further ends” [35]. Our research translated the complex interaction between the categories, structure, process, and outcome into user language.

The HHQA connects essential contributions to the quality of hybrid health care using a progress tracker. The relationship between quality contributors and continuous improvement also appears in the European Foundation for Quality Management Model (EFQM) [62,63]; nonadoption, abandonment, scale-up, spread, sustainability (NASSS) [32]; and the Consolidated Framework for Implementation Research (CFIR) [64,65]. All models approach the organizational structure, process, and outcomes with continuous improvement in a structured manner, but with different focus areas. For example, the EFQM is not specified for health care, in contrast to the NASSS and CFIR. The NASSS focuses on the adoption of technology and reduces implementation complexity, whereas the CFIR emphasizes on implementation in general. However, none of them have been
specified for quality assessment and improvement of hybrid health care.

Nevertheless, it is interesting to conduct a detailed examination of the assessment questionnaires of the EFQM and NASSS. The EFQM deployed the Results-Approach-Deployed-Assessment-Refinement (RADAR) method [66,67], a questionnaire to assess the quality improvement at each EFQM criteria, which incorporates the continued improvement circle. The assessment using the RADAR method is similar to the PDCA cycle in our questionnaire, as both monitor continuous quality improvement by completing the cycle plan-executing-monitoring and refining. However, the RADAR, similar to the EFQM model, is not specified for hybrid health care. In addition, the NASSS comes with a questionnaire to monitor the complexity of technology implementation in health care [68], but the focus is on project management instead of the hybrid health care process itself. Furthermore, there are other questionnaires measuring the quality of eHealth [69-72] or the quality of health care [73,74]. However, these questionnaires are concerned with the quality assessment of eHealth nationwide [68,70], the quality of a specific digital health application [70,72], or measuring the quality of a specific disease pathway [73,74]. To the best of our knowledge, HHQA is the first questionnaire measuring the quality of hybrid health care at an organizational level, taking the role of the patient, health care professionals, and technology into account, accompanied by an improvement progress tracker. Therefore, the authors recommend using the HHQA to measure and improve the quality of hybrid health care.

**Strengths and Limitations**

This study has several strengths. First, the HHQA was developed in cocreation with stakeholders who are direct users of eHealth. Therefore, the HHQA content was drawn from inside the health care system itself and not conceived or imposed outside the health care organizations. Second, stakeholders choose the included clusters and factors. The researcher only played a facilitating role. Consequently, the clusters and factors accurately reflect stakeholders’ views and values, expressed in their own words and visual representations. Third, the stakeholder group was diverse and consisted of representatives of health care professionals, patients, managers, researchers, and eHealth designers. Nevertheless, the stress value of the point map shows that the stakeholders’ outcomes are highly compatible. Therefore, the study results are likely to be generalizable to everyday practices. Fourth, the model and questionnaire were developed by combining scientific and practice-based knowledge. Together, these strengths result in important factors for effective hybrid health care covering different users’ needs and organization requirements.

Our study had some limitations. First, the questionnaire had not yet been tested in health care organizations. This will be conducted in a follow-up study. Although eHealth users from different health care organizations have reviewed the model and questionnaire, the model and questionnaire may still be too abstract for daily practice, as is often the case in scientific research [75-77]. A follow-up study could provide concrete recommendations on how to use the HHQA. Second, it is conceivable that other factors and clusters could be included in other participants and health care environments. We attempted to overcome this problem by creating diverse groups of participants with different backgrounds, various eHealth experiences, and different kinds of health care settings. In addition, combining idea generation through brainstorming with results from a systematic literature review reduces the risk of bias. Third, based on the analysis of the concept mapping phase, 14 factors were moved to other clusters. However, some of these factors were moved far across the map, which was not entirely in line with the spirit of group concept mapping. Nevertheless, we deemed it necessary to move these factors for substantive reasons. Fourth, the advisory group consisted of 4 participants. We wanted to avoid overquestioning the participants and, therefore, deliberately selected a group of delegates who reflected on the diversity among the participants and who also had experience with quality management and concept mapping. Combined with in-depth preparation and discussion among the research groups, this appeared to be the most feasible solution.

Finally, it is worth pointing out that the HHQA gives a first general impression of improvement, as there is much to be gained in taking the role of the patient, health care professionals, and used technology into account [17]. Furthermore, the authors will continue with follow-up research and warm-heartedly welcome repetition of the study to improve the HHQA, taking into account the different users and health care environments.

**Conclusions**

This study developed a quality management model and an accompanying self-assessment questionnaire tailored for hybrid health care, the HHQA. A quality model for hybrid care is indispensable for effectively integrating eHealth into regular care and delivering high-quality health care. The HHQA covers all relevant aspects for the assessment and sustainable improvement of hybrid health care and the interrelations of eHealth with organizational, technical, and human factors. The next step is to validate and apply the HHQA model and questionnaire in practice.

**Acknowledgments**

The authors thank the experts who participated in the brainstorming and sorting phase, Arjen Huizinga (MiGuide), Bart van Pijnxteren (eHuisartsenkompas; Huisartsen Oog in Al; Huisartsen Utrecht Stad; Nederlands Huisartsen Genootschap; Spindok); Bart Timmers (Groepspraktijk Huisartsen Bergh), Beverly Rose (Vereniging van Ervaringsdeskundigen), Corine van Barneveld (Saltr), Caroline Meijer (Leiden University Medical Centre), Erwin van Boxtel (Thebe), Folkert de Winter (Sint Antonius Ziekenhuis), Geert-Jan van Hal (self-employed), Hans in het Veen (Franciscus Gasthuis and Vlietland), Heleen Krabben (Medicinemen), Ineke Kamp, Irvin Talboom (Huisartsen Zorggroep Breda), Jan Frans Mutsaerts (Het Huisartsenteam; Familiedokters), Jeanette Ploeger (Minddistrict), Joris Arts (DiSofa; Geestelijke GezondheidsZorg Noord Holland Noord), Joyce

https://formative.jmir.org/2022/7/e38683

JMIR Form Res 2022 | vol. 6 | iss. 7 | e38683 | p.705
Bierbooms (Geestelijke GezondheidsZorg Eindhoven), Judie Knol (de Neckar), Kim Brons (Leiden University Medical Centre; Process in progress), Leonoor van Dam van Isselt (Leiden University Medical Centre, Pieter van Foreest; Vilente), Maarten Ellenbroek (Topaz), Marijke de Vries (Leiden University Medical Centre), Marjolein Eldenhorst (Leiden University Medical Centre), Marjon Peters (Insight4u), Maryse Spapens (Zorgkompaz), Melchior Nierman (Atal Medial), Mieke Klerkx (self-employed), Lya van der Veen, Pascale Schure (Huisartsen Linschoten; Unilabs Group), Paul Haarkamp (Carinova), Ryan Esser (Incluzio), Stephanie Wouthuis (Gezondheidscentrum De Boog; Huisartsenpraktijk Nijdam; Saltro), Stijn de Ruijter (doccs huisartsenpraktijk), Wim Green (Leiden University Medical Centre).

The authors extend special thanks to Cynthia Hallensleben (Gezondheidscentrum Spoorlaan; Leiden University Medical Centre), Fred de Boer (Leiden University Medical Centre), Nathan Bachran (Geestelijke GezondheidsZorg Oost Brabant), and Tobias Bonten (Huisartsenpraktijk L Broek; Leiden University Medical Centre) for their advice on the development of the model and questionnaire, to Marc Smelik (IE Business School) for reviewing the manuscript textually, and to Léon Tossaint (former chief executive officer of the European Foundation for Quality Management Model) for his explanation of the Results-Approach-Deployed-Assessment-Refinement method of the European Foundation for Quality Management Model.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Mean (SD) rating scores of clusters and factors.
[DOCX File, 38 KB - formative_v6i7e38683_app1.docx]

Multimedia Appendix 2
Relocation factors and their reasons.
[DOCX File, 16 KB - formative_v6i7e38683_app2.docx]

Multimedia Appendix 3
Results voting “which clusters and factors to include” and given comments.
[DOCX File, 292 KB - formative_v6i7e38683_app3.docx]

Multimedia Appendix 4
Suggestion utilization Hybrid Health Care Quality Assessment questionnaire.
[XLSX File (Microsoft Excel File), 84 KB - formative_v6i7e38683_app4.xlsx]

References


26. Chavannes NH. eHealth in Disease Management: doel of tool? Leiden University. 2015. URL: https://scholarlypublications.universiteitleiden.nl/handle/1887/51560


41. Groupwisdom. URL: https://groupwisdom.com [accessed 2021-03-08]

42. Trochim WM, McLinden D. Introduction to a special issue on concept mapping. Eval Program Plann 2017 Feb;60:166-175. [doi: 10.1016/j.evalprogplan.2016.10.006] [Medline: 27780609]


63. European Foundation for Quality Management. URL: https://www.efqm.org/ [accessed 2022-03-04]


Abbreviations

CFIR: Consolidated Framework for Implementation Research

EFQM: European Foundation for Quality Management Model
Assessing the Views and Needs of People at High Risk of Gestational Diabetes Mellitus for the Development of Mobile Health Apps: Descriptive Qualitative Study

Beibei Duan1*, BSc; Zhe Liu1*, BSc; Weiwei Liu1, MD; Baohua Gou2, BSc

1School of Nursing, Capital Medical University, Beijing, China
2Beijing Youyi Hospital, Capital Medical University, Beijing, China
* these authors contributed equally

Corresponding Author:
Weiwei Liu, MD
School of Nursing
Capital Medical University
No. 10, Xi Tou tiao, You'an Men Wai, Feng tai District
Beijing, 100069
China
Phone: 86 13581694127
Email: lwwhlxy@ccmu.edu.cn

Abstract

Background: Early prevention of gestational diabetes mellitus (GDM) can reduce the incidence of not only GDM, but also adverse perinatal pregnancy outcomes. Moreover, it is of great significance to prevent or reduce the occurrence of type 2 diabetes. Mobile health (mHealth) apps can help pregnant women effectively prevent GDM by providing risk prediction, lifestyle support, peer support, professional support, and other functions. Before designing mHealth apps, developers must understand the views and needs of pregnant women, and closely combine users' needs to develop app functions, in order to better improve user experience and increase the usage rate of these apps in the future.

Objective: The objective of this study was to understand the views of the high-risk population of gestational diabetes mellitus on the development of mobile health apps and the demand for app functions, so as to provide a basis for the development of gestational diabetes mellitus prevention apps.

Methods: Fifteen pregnant women with at least one risk factor for gestational diabetes were recruited from July to September 2021, and were interviewed via a semistructured interview using the purpose sampling method. The transcribed data were analyzed by the traditional content analysis method, and themes were extracted.

Results: Respondents wanted to develop user-friendly and fully functional mobile apps for the prevention of gestational diabetes mellitus. Pregnant women's requirements for app function development include: personalized customization, accurate information support, interactive design, practical tool support, visual presentation, convenient professional support, peer support, reasonable reminder function, appropriate maternal and infant auxiliary function, and differentiated incentive function. These function settings can encourage pregnant women to improve or maintain healthy living habits during their use of the app.

Conclusions: This study discusses the functional requirements of target users for gestational diabetes mellitus prevention apps, which can provide reference for the development of future applications.

(JMIR Form Res 2022;6(7):e36392) doi:10.2196/36392
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Introduction

Gestational diabetes mellitus (GDM) refers to the first occurrence of abnormal glucose tolerance of varying degrees during pregnancy, which is one of the most common complications of pregnancy [1]. Due to differences in diagnostic criteria and race, the global incidence of GDM is between 1% and 25% [2]. A previous study has shown that the incidence of GDM in China is 14.8%, and with the adjustment of the fertility
Studies have shown that lack of interest in apps, fees, and fear invited to participate in the design process of apps [21-23]. Therefore, when developing mHealth apps, it is necessary to take users as the center, pay attention to users’ preferences and needs for using apps, and design apps that can meet users’ needs, so as to improve users’ experiences, increase users’ stickiness in using apps, and improve patients’ compliance with self-management.

User-centered design (UCD), which is part of human-computer interaction, takes user needs into account at every stage of product development. It is an important step and a relatively mature design method for building application programs [25]. Its core is to understand users and build their psychological model into system functions, so as to provide customized high-quality nursing services for each user more effectively [26]. In the process of app development, UCD gives priority to the needs of users, which can improve the stickiness and autonomy of users, and bring positive emotional experience to users, so as to meet the needs, preferences, and goals of users, and improve the quality of apps. The World Health Organization recommends that it be integrated into the whole process of an mHealth intervention to ensure the effectiveness of the intervention [27-30]. In recent years, UCD technology has been applied in the development of mHealth apps and has achieved certain effects in the areas of lifestyle intervention for patients with chronic diseases [25]. Studies have shown that most health management apps are not designed with user-centered methods, leading to poor usability and less use of these apps [31].

At present, some apps for GDM health management have been developed by scholars, but few studies have applied mHealth apps to GDM prevention management [32]. As mentioned above, understanding the usage preferences of mHealth apps among people at risk of gestational diabetes is crucial for the development of GDM prevention apps. However, there is no evidence that people at risk of gestational diabetes have a preference for mHealth apps. Qualitative research methods can dig deep into the inner needs of pregnant women. Therefore, the purpose of this study was to use a user-centered qualitative research method to interview pregnant women at high risk of GDM in early pregnancy, in order to explore the needs and preferences of these pregnant women for the functions and design of mHealth apps. The results can provide a reference for the design and development of mHealth apps for the prevention of gestational diabetes, and can help to adjust intervention measures, improve the acceptance and effectiveness of app use by pregnant women, and improve user engagement.

**Methods**

**Study Design**

In this study, the descriptive qualitative research method was adopted and the semi-structured in-depth interview method was used to collect data. According to the purpose of the study, the interview outline was designed based on previous experience and reference to relevant literature. Before the formal interview, 2 pregnant women were preinterviewed, and the interview outline was modified appropriately according to the results of
the preinterview analysis. The formal interview outline has been presented in Textbox 1.

Textbox 1. Semistructured interview guide used in this study.

<table>
<thead>
<tr>
<th>Guide</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Which mobile health management apps have you used before? What features do you find particularly useful in these apps? Or which features are not very useful and could be improved further?</td>
</tr>
<tr>
<td>2. If an app for gestational diabetes prevention is developed to assist your daily health management, what functions do you expect it to have?</td>
</tr>
<tr>
<td>3. What are your requirements for the interface design of an app?</td>
</tr>
<tr>
<td>4. What other requirements that you would like us to consider for developing an app for gestational diabetes prevention?</td>
</tr>
</tbody>
</table>

Participants and Recruitment

The maximum difference sampling strategy was adopted to select pregnant women with different age, occupation, parity, and gestational diabetes risk factors as far as possible for the purpose of sampling, so as to ensure diversity among the respondents. From July to September 2021, in the obstetrics clinic of a third-class hospital in Beijing, a researcher publicized the project to pregnant women, who made an appointment to establish routine health records, and invited pregnant women to share their experiences and opinions in depth in the form of face-to-face interviews. The inclusion criteria were as follows: (1) at least one risk factor for gestational diabetes (eg, advanced maternal age, overweight or obesity, family history of diabetes, history of GDM, history of macrosomia, and impaired fasting glucose); (2) gestational age <12 weeks; (3) experience of using sports apps, maternal and child health apps, or other health management apps; (4) good communication skills; and (5) informed consent and voluntary participation in this study. The exclusion criteria were as follows: (1) age <18 years and (2) presence of mental disorders. The interviews in this study were stopped when no new topics appeared, that is, the data were saturated. A total of 16 pregnant women were interviewed, and 1 of the women dropped out because she had something else to do halfway. Finally, 15 women participated in semistructured interviews (participant #1 to participant #15). The mean age of the respondents was 32 (SD 3.44) years, and the mean gestational age was 6.8 (SD 0.74) weeks. There were 12 first-time pregnancies and 3 second-time pregnancies. One of the pregnant women was a stay-at-home mother, and the other 14 were from different occupations. Six had 2 or more risk factors, and the remaining 9 had only 1 risk factor. Among the 15 pregnant women, 1 was of Hui nationality and the other 14 were of Han nationality. With regard to the education level, 3 had junior college or below education, 10 had undergraduate education, and 2 had graduate or above education. In terms of cost, 1 of the 15 pregnant women was self-paid, while the rest were covered by medical insurance.

Data Collection

Face-to-face interviews were conducted. Each interview was conducted in a quiet outpatient lounge with no third person to disturb. The interview duration was 20-40 minutes. Before the interview, interviewers introduced to interviewees the definition, harm, and intervention status of gestational diabetes. The purpose and significance of the interviews were also informed. Interviewees were told that their privacy would be protected by the researchers. The interview was recorded with the consent of the interviewees. The interview was conducted according to the interview outline. During the interview, the interviewers carefully listened to the statements; appropriately responded to them with questioning, repetition, clarification, response, and summary; encouraged participants to fully express their ideas; avoided inductive questioning; and timely recorded the key information of the interview. At the same time, they paid attention to observe and record the interviewees’ nonverbal information, such as a pause, a smile, body language, and mood change. After each interview, a reflective diary was written to reflect on the problems in the interview and correct them in the next interview. After the interview, the interviewees were thanked for their participation and were informed of the possibility of contacting them again for further information.

Data Analysis

Data collection and analysis were conducted simultaneously. After each interview, interviewers listened to the original materials repeatedly. The materials were transcribed within 24 hours. Uncertainties were clarified in time in combination with on-site notes. The traditional content analysis method was used for data analysis. The final transcribed text was merged into a single text by topic. Interviewers read the text several times to get a sense of the whole text. Selection criteria were determined according to research objectives and research questions. Based on this standard, the text content was classified, and meaningful statements were extracted and coded. Interviewers read and analyzed the semantic units carefully, and distinguished and summarized the theme. Researchers also looked for the relationship between subjects, and formed a theme group. This cycle continued until saturation (no new themes or subthemes were present) [33].

Quality Control

Before the interviews, the researchers received training in qualitative research, read a large number of relevant literature and books, and learned the analytical methods of qualitative research. The interviewers were involved in the obstetrics clinic as student nurses. As a research tool, researchers always remained neutral. Interviewers truthfully recorded the information provided by interviewees and analyzed their body language and facial expressions. Two researchers with training independently analyzed and discussed the data until the coding information reached a consensus. In the process of data analysis, researchers paid attention to the use of suspension to avoid interference caused by researchers. This study has been reported according to the requirements of the Consolidated Criteria for
Reporting Qualitative Research (COREQ) checklist for qualitative studies [34].

Ethical Considerations
Before each interview, the interviewee was given an explained on the research objectives, methods, expected benefits, and potential risks. Interviewers informed interviewees that relevant information would be strictly confidential. Interviewees could choose to accept or refuse participation in the study, and they could withdraw from the study at any time during the interview. During the interview, interviewees were told that they could refuse to answer any questions that they did not want to answer. Interviewees voluntarily participated in the interviews. In addition, interviewees were told that the content would be used only for scientific research. The interview information was coded, and the researchers did not compromise the privacy of the interviewees.

Ethics Approval
This study was approved by the Ethics Committee of Capital Medical University (batch number: Z2019SY037) and the Ethics Committee of the hospital conducting the interviews (batch number: 2019-P2-204-02).

Results

Design

Theme 1: User-Friendly Interface Design
Pregnant women expected clear logic between modules on the app interface and human-computer interaction.

Apps should have logic. What are the second-level interface and third-level interface after opening app? This hierarchy and interface framework should be clear. Make sure the entry and return routes are clear, and then the modules are clear. [Participant #1]

Categorize weight management, diet and exercise so that they can be easily seen on the home page. As clear as the app module of hospital appointment. Don't make me look for it, because it's too hard to look for it. A lot of apps these days are really annoying. [Participant #4]

Hopefully the app doesn't lag, is smooth to use and doesn't have too many ads. [Participant #6]

App can be divided into modules, like what's this, what's that. And when it updates content, don't always change the location. [Participant #7]

The app guidelines should be clear. For example, interface modules can be divided into early pregnancy, middle pregnancy and delivery, which are mainly practical and simple. [Participant #10]

Theme 2: Rich Functionality
Pregnant women hoped that the health management apps they use would cover the common functions of blood glucose management during pregnancy, so as to minimize the use of multiple apps.

Now everyone has several apps in their mobile phones. I hope that in the future there will be an app that contains all pregnancy programs, as convenient as possible. [Participant #4]

If the software can provide a one-stop service and integrate these commonly used functions together, I will use only one app. I think it will be much better. [Participant #11]

Functional Requirements

Theme 1: Personalized Customization
Pregnant women hoped to obtain personalized recipes customized by medical staff according to their own dietary preferences in mHealth apps, and hoped that these apps have a complete food bank and that they can search for the glycemic index of foods in the apps, so that they could flexibly carry out dietary replacement to reduce their dietary decision confusion.

I've always fantasized about an app that recommends foods I love. I don't have to think about matching my diet myself. It's all done for me, so I just follow the app. But only if I can choose what I like to eat, or if the app removes several ingredients I don't like to eat from the recipe. It would be nice if the app had a search function. For example, if I want to eat strawberries, I can see what the glycemic index of strawberries is and whether it's recommended for me to eat them. [Participant #1]

I find it convenient to have recommended recipes in the app so I don't have to think about whether the food is edible or not. It's not realistic for me to follow the recipes exactly, but I'm free to mix and match, as long as the total calories are right, and I think it's better. [Participant #4]

In addition, some pregnant women also expressed a need for exercise customization.

I hope the app can let me choose the exercise I want to do every day. For example, today I want to do yoga, and the app can calculate how long I need to do yoga according to my current weight and calorie intake to reach the goal of burning all calories. [Participant #4]

Theme 2: Accurate Information Support
As the pace of work and life is accelerating, some pregnant women stated that popular science articles recommended by mHealth apps should have attractive titles, be relevant to them, and be more accurate.

At my age, when I have to juggle work and family, I really don't have much free time. For popular science articles, the content is already boring, and if the volume is any longer, users will have no interest or time to read it. [Participant #1]

I hope that the app can set up a function of a prenatal assistant to tell me what I should do at different gestational weeks and whether I should have an empty
stomach, etc. This is my favorite feature. [Participant #1]

The app should recommend relevant contents for pregnant women based on their individual weight and test values. I think this will be better; because I think people are extremely busy nowadays, especially when they have children. [Participant #4]

We hope that the app can push suitable exercise types for pregnant women according to their gestational weeks. [Participant #7]

If it’s a video, it can be put in the appropriate module and I’ll pay attention to it when I get to that stage of pregnancy. For example, if it’s about breastfeeding, it’ll be put in the third trimester and I’ll click on it when I’m in labor. [Participant #10]

Only when the title of an article is clear and relevant to me will I read it. For example, if I’m eight weeks pregnant, what do I need to be aware of at this stage? I might click on it. But if it’s about what to eat and control, I’m probably not going to read it. [Participant #11]

**Theme 3: Interactive Design**

Pregnant women hoped that mHealth apps have the function of setting daily calorie and exercise goals. After the pregnant women input their own diet, exercise, and blood sugar monitoring data, the system should provide immediate feedback and professional feedback according to their health management standards, so that the pregnant women can make self-adjustments to achieve their daily management goals.

I hope the app can record the number of steps on the day, and tell me whether the amount of exercise today meets the standard, so as to give me an evaluation. [Participant #1]

If I have a problem with my blood sugar, I may check my blood sugar every once in a while and record the result of each time on the app. Then the application platform will give feedback based on my data and tell me what I need to pay attention to in the next step. I think it would be nice to have that kind of feedback. [Participant #4]

The app can score me according to my exercise level every week, and then give me an adjustment plan, which forms a closed loop from input, scoring and feedback. [Participant #10]

**Theme 4: Practical Tool Support**

Pregnant women hoped that mHealth apps can be used as tools to assist them in self-management and that these apps can record their steps to help them know whether their exercise meets the standard, or can remind and motivate them to exercise.

Although I am in a first-tier city like Beijing, there are few pregnant women around me who do yoga or swim. Especially when you’re expecting your first child, families are very cautious. The elders in the family are so ingrained in their beliefs that they may not be comfortable with their children doing yoga during pregnancy, and most would probably prefer to stick to walking during pregnancy. Therefore, it is sufficient for the app to record the number of steps of motion. [Participant #5]

For example, I can punch in the app to record my steps today. [Participant #7]

In addition, pregnant women hoped that mHealth apps have the function of weight recording to show the trend of their own weight change and that these apps can automatically compare the actual weight increase of pregnant women with the recommended weight increase range to determine whether the weight gain is reasonable, so as to help pregnant women manage their weight during pregnancy.

The app needs to have the function of weight graph, through which we can see the recent trend of pregnant women’s weight. I remember when I was pregnant with my first child, there was an app that told me how much weight I needed to gain in my current gestational week. [Participant #4]

I am using an app for weight monitoring. I need to input my weight into the app every day to observe the change of my weight. [Participant #9]

In addition, some pregnant women hoped that mHealth apps can be used as practical tools to assist doctors in pregnancy management.

The app itself is also a tool to help doctors manage pregnancy health for pregnant women. Since everyone is different, doctors will definitely need to manage pregnancy according to their different physical conditions. It would be better if the app could be linked to hospital records and checklists. [Participant #6]

**Theme 5: Visual Presentation**

Some pregnant women stated that they do not have time to watch live broadcasts because of the fast pace of life. They hoped that the information on mHealth apps can be presented in the form of cartoon pictures, risk assessment forms, recorded videos, and short videos, so as to obtain relevant information more quickly.

The recommended article can be in the form of text with cartoon pictures, or it can be one of those risk self-assessment scales for pregnant women to rate their recent status. If the risk score is higher than a certain point, the woman has gestational diabetes. [Participant #10]

The live broadcast lasts a long time, and I may not be able to listen to it, because the pace of life is fast now, and life is so busy every day. Let alone live broadcast, I may skip to watch the recorded broadcast. [Participant #5]

I think recording is better than live broadcasting. Medical staff can put the video of the lecture in the corresponding module. If I had time, I would listen. [Participant #10]
I may not have time to watch the health education live broadcast, if there is a replay, I will watch it. It's better to put subtitles on the video because it's slow and I tend to skip to the subtitles or just read the document. [Participant #6]

If experts' lectures are made into some short videos, I may watch them at any time. [Participant #4]

**Theme 6: Convenient Professional Support**

Some pregnant women hoped that mHealth apps can provide the online consultation function of experts, so that it is more convenient to contact experts and solve some minor problems that are not too urgent, in order to avoid the cost of time and energy from the round trip to the hospital.

It’s more difficult for pregnant women to get to the hospital. If I have any minor questions, I would like to consult one of the experts while they are giving an online lecture. I hope the app can provide free online consultation. [Participant #1]

Pregnant women may have some simple problems, but it is not convenient to come to the hospital for registration. It would be better if the app could provide online consultations with doctors. Doctors can choose to reply to pregnant women's information when they have time, there is no rush to reply immediately. [Participant #4]

It would be better if pregnant women had some problems that did not need to go to the hospital and could be answered online at a lower cost than going to the hospital. [Participant #9]

**Theme 7: Peer Support**

Some pregnant women hoped to set up a function like WeChat Moments or a forum, in order to facilitate access to other pregnant women who have encountered problems and facilitate the exchange of experiences between pregnant women, so as to better deal with the problems of pregnancy.

When I was first pregnant, I went to the forum to see what other people were like when they were pregnant. Many people would share their early pregnancy experiences on the forum, such as problems with their checklists. [Participant #1]

If I have some problems, I will look at other users' posts to see how they solve the problems. For example, I have a tummy ache at the early stage of pregnancy, so I will search for users who have the same experience on the Internet. If most users say this is normal, it means that tummy ache is ok. [Participant #8]

**Theme 8: Reasonable Reminder Function**

Pregnant women hoped to set reminders according to their own needs. Excessive reminders can disturb pregnant women.

We may not always want to record our diet every day. I hope the app can remind me when I forget to fill in. [Participant #7]

I hope the app has a reminder function, such as when I should do activities, when I should drink water, timely reminding me will be better. [Participant #10]

I think it is still necessary to set reminders, because the pace of work and life is fast now, pregnant women cannot remember everything every day. [Participant #14]

However, some pregnant women believed that an app’s reminder function would cause some trouble, so they had little demand for the reminder function.

Because there are too many reminders in the app, I don't set any reminders in all my apps. I turn them off. If I want to keep track of something important, I'll set up a reminder myself. [Participant #9]

**Theme 9: Appropriate Maternal and Infant Auxiliary Function**

Some pregnant women wanted to add mother-baby support tools to mHealth apps to make it through the pregnancy better.

I hope the app can tell me the growth of my baby, so that I can know the development of the baby. In addition, I hope the app can tell me what changes a pregnant woman will have during pregnancy and what changes are normal. [Participant #1]

I think the app can add a function to record the gestational weeks. [Participant #2]

I have heard that some apps can record contractions and fetal movements. Is it possible to add these functions? [Participant #3]

I think there should be a keyword search function, I can query relevant articles, just like Baidu, I want to know can be found in it. [Participant #9]

**Theme 10: Differentiated Incentive Function**

Different pregnant women had different views on the redemption function of points. Some thought that it would be better if the points can be exchanged for items they need, while some thought that it has no incentive effect on them.

It is possible to get points by checking in, posting, reading articles, ranking points, and exchanging points for small things, etc. Some people may prefer this function. [Participant #5]

I think it would be nice if I could exchange my accumulated points for something to use during pregnancy or in the future. [Participant #6]

I don't like those things very much. They are not very useful. I sometimes check to see how many points I have, but I don't think the points are of any use to me. [Participant #7]

**Discussion**

**Principal Findings**

From the perspective of users, this study discussed the views and function requirements of pregnant women at high risk of GDM with regard to the development of mHealth apps for
preventing GDM, which can provide a reference for app developers to develop apps in line with users’ usage habits in the future. In this study, pregnant women hoped that when using apps for management, they could receive personalized health management strategies according to their different stages of pregnancy and could receive immediate feedback on their daily management, helping them make adjustments. When pregnant women encountered difficulties in self-management, they hoped to obtain expert and peer resources in the apps to provide them with social support. In addition, pregnant women hoped that developers and professionals would consider the need for quick and accurate information acquisition when designing mHealth apps and would develop user-friendly apps. They stated that the content should be visual and attractive, and should provide both valuable and accurate information to meet the needs of information support.

**Comparison With Prior Work**

This study found that it is of great significance to formulate corresponding personalized management strategies for pregnant women based on the results of their health assessment, which is similar to the results of previous studies [35-37]. A research report pointed out that women were dissatisfied with the limited response of apps, and hoped that the apps could specifically analyze the characteristics of users and provide different solutions [38]. The biggest difference between personalized apps and other apps is that personalized apps can provide personalized services for pregnant women in different stages of pregnancy [39]. Studies have shown that personalized features in apps could improve users’ compliance with lifestyle interventions, which is one of the most common intervention strategies in mHealth apps [40].

Interactive function is considered to be the most popular function in mobile medical apps [41]. The biggest advantage of interactive apps is that they can formulate targeted behavior change plans for users, continuously monitor the behavior characteristics of users, and then give targeted feedback according to the implementation of users’ behaviors, which can motivate users to complete behavior changes [42]. Interactive design strengthens the connection between the user and the mobile app, providing psychological support for pregnant women [43]. In this study, pregnant women hope that the apps could compare the health information of pregnant women with the recommended behavioral goals, and provide feedback instantly for pregnant women to help them make timely behavioral adjustments, which is consistent with previous research results [44-46]. Some studies have used telephone or WeChat groups to intervene in pregnant women at high risk of GDM [47,48]. However, it is difficult to achieve instant feedback between doctors and patients, and the information of telephone and WeChat groups is also easily forgotten and covered. Therefore, it is important to design an app to prevent gestational diabetes. There is also a study using an app that counts low glycemic index function to provide dietary guidance to obese pregnant women, but this app has a single function and is designed for dietary guidance only, which cannot achieve the goal of interaction, resulting in an insignificant intervention effect [49].

Due to time constraints, most working pregnant women hoped apps would accurately push information related to themselves. Previous studies have found that providing users with personally relevant information was an important factor in promoting the use of mHealth programs [50]. In addition, Naughton et al [51] found that pushing personalized and relevant information could increase the value of contents and prevent users from falling out of mHealth management. In a qualitative study of Saudi women, it was found that due to social and cultural restrictions, some obese women could not do enough physical exercise outdoors [52]. Interviewees hoped that apps could recommend exercise methods that meet actual conditions for users and provide advice according to users’ preferences.

Most pregnant women hoped that information could be in visual forms, such as illustrations and videos, to increase attractiveness. Presenting content in a visual way can help women obtain more information in a short period of time to meet women's needs for pregnancy knowledge. Previous studies have pointed out that multimedia could adapt to the learning styles of different individuals, enable pregnant women to take the initiative in learning, and encourage pregnant women to actively study [53,54]. Some studies have pointed out that the memory acquired by watching videos was stronger than that acquired by browsing text or pictures [55]. This study found that in terms of the video presentation form, pregnant women were more inclined to short videos or recorded videos. Therefore, when designing apps, developers should use a visual method as much as possible to present a variety of health information and educational resources for pregnant women to meet their needs for information support.

During the daily management of pregnancy, pregnant women will obtain decision-making information from different channels. Studies have shown [56] that pregnant women tend to trust professional decision support. Professional support provided by medical staff can meet the needs of pregnant women in pregnancy health care, which relieves anxiety and uncertainty of women during pregnancy [57,58] and helps pregnant women establish a healthy lifestyle [59]. When professionals cannot provide timely and effective feedback, pregnant women usually seek help from relatives and friends or through the internet. However, due to the poor quality of advice from various parties, pregnant women often get confused and make wrong decisions, which is not conducive to health management [60]. This study found that pregnant women hoped to obtain professional feedback from apps when they encountered problems or in the process of daily health management. This is similar to previous studies by Edwards et al [61] and Lau et al [43]. Previous studies have shown that when patients were unable to communicate effectively with experts, they felt bored and useless to use an app, resulting in a low utilization rate [36]. Therefore, when developing apps in the future, professional support functions should be added. In addition, when apps are actually used to manage the health of pregnant women, managers should coordinate the workload distribution of medical staff and include answering questions from pregnant women into their work scope, providing users with timely and effective professional support.

In addition to professional support, peer support also plays an important role in the formation and maintenance of patients’
self-management abilities. Peers can communicate with each other on their own experience, attitudes, and concepts, giving relevant suggestions to each other. Pregnant women in this study hoped that they could share confusion, emotion, and experience with peers who had similar needs and common goals through an app; thus, these women can obtain information and emotional support. This is similar to the findings of McDonald et al [62]. Studies have shown that peer support could overcome loneliness, powerlessness, and stress in pregnant women and increase maternal self-efficacy. Emotional support and exchange of experiences with peers are more acceptable to pregnant women. In addition, pregnant women can gain motivation from peer support to use an app [63]. Previous studies have found that providing a communication platform for users in a GDM prevention app could allow users to exchange their experiences and deal with problems during pregnancy, motivate users to achieve their expected goals, and increase the frequency of usage [64]. Therefore, apps should provide a module for pregnant women to communicate with their peers, allowing them to learn problem-solving skills through mutual assistance and to enhance psychological support.

Although some pregnant women in this interview study believed that the point reward function was of little significance, research has proven that the introduction of game mechanics could increase the user’s sense of achievement and could cause the user to put more effort into accomplishing goals. Cafazzo et al [65] incorporated a gamification mechanism when designing a diabetes blood sugar management program. When young patients regularly checked their blood glucose, they could obtain corresponding points. These points could be redeemed for iTunes codes to purchase music and applications. The frequency of blood glucose monitoring increased by nearly 50% in patients using the apps. Ekezie et al [64] provided a virtual map for gestational diabetes mellitus patients in his app to improve the interest of patients’ exercise, and set a step ranking list to encourage users to achieve exercise goals through competition, so as to increase user efficiency. It is suggested that when developing gestational diabetes prevention apps in the future, the gamification and reward mechanisms should be improved according to users’ needs. Furthermore, more attractive methods should be set up to better assist patients in performing self-management, as well as raise their enthusiasm for using these apps.

Strengths and Limitations
Previous research has mostly focused on the user’s experience and evaluation of developed apps after using them, and few users have participated in the design of apps, leading to poor user stickiness. In this study, we conducted deep interviews on the preferences and functional needs of mHealth apps among people at risk for gestational diabetes, and the findings are important to guide the development of future interventions and other pregnancy health apps. In addition, the strength of this study is that the data analysis was performed by two researchers and information was continuously validated during the data analysis process. One of the researchers was the interviewer and the other was not involved in the interview. Therefore, in the process of data analysis, the two researchers had a different understanding of the existing data. Then they discussed and finally reached a more objective and unified opinion, and provided the analysis results to the participants to make their opinions expressed fully and correctly.

This study has several limitations. First, this study only interviewed 15 pregnant women in the same hospital in Beijing, China. Regardless of the fact that the sample size of this study reached saturation, the method of maximum difference sampling was adopted to select the research objects as much as possible. However, no interviewees from rural groups were included; thus, the interview results may not reflect the diverse needs of all pregnant women, making it difficult to generalize the findings to women in rural areas or different cultural situations. Before the formal interview, interviewers trained and practiced to improve their interviewing skills. However, as interviewers were conducting interviews for the first time, their interviewing experience and skills were limited, which may have affected the comprehensiveness of data collection. In addition, interviewers conducted interviews as medical interns, which made some interviewees reluctant to express their true feelings and needs, leading to a potential impact on data collection.

Conclusion
mHealth apps can provide new tools for the health management of people at risk for gestational diabetes. Before the development of gestational diabetes prevention app, this study deeply collected the views and functional requirements of mHealth app development from gestational diabetes risk groups. The results can provide valuable information for the future development of mHealth apps related to the prevention of gestational diabetes that meet users’ needs, and can provide a reference for the design of intervention content in the future. In addition, the findings can provide a reference for the development of other types of apps during pregnancy.
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Abstract

Background: The transition from active treatment to long-term cancer survivorship leaves the needs of many cancer survivors unaddressed as they struggle with physical, cognitive, psychological, and social consequences of cancer and its treatment. The lack of guidance after treatment has forced cancer survivors to manage long-term effects on their own, which has an impact on their overall health, quality of life, and social participation. Mobile health (mHealth) interventions can be used to promote self-management and evidence-informed education.

Objective: This study aims to design an mHealth app for cancer survivors with disabilities that will offer interventions to improve their quality of life and increase their self-efficacy to manage cancer as a chronic condition.

Methods: We organized 3 co-design workshops with cancer survivors (n=5). These workshops included persona development based on data from 25 interviews with cancer survivors with disabilities; prototype ideation, where we sketched ideas for the prototype; and prototype development, where participants critiqued, and suggested improvements for, the wireframes.

Results: These workshops helped us to define the challenges that cancer survivors with disabilities face as well as important considerations when designing an mHealth app for cancer survivors with disabilities, such as the need for including flexibility, engagement, socialization, and a minimalistic design. We also outline guidelines for other researchers to follow when planning their own co-design workshops, which include allowing more time for discussion among participants, having small participant groups, keeping workshops engaging and inclusive, and letting participants dream big.

Conclusions: Using a co-design process aided us in developing a prototype of an mHealth app for cancer survivors with disabilities as well as a list of guidelines that other researchers can use to develop their own co-design workshops and design their app. Furthermore, working together with cancer survivors ensured that the design team had a deeper sense of empathy toward the target users and kept the focus on our ultimate goal: creating something that cancer survivors would want to use and benefit from. Future work will include usability testing of a high-fidelity prototype based on the results of these workshops.
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Introduction

Background

There are an estimated 16.9 million cancer survivors in the United States, and the number is projected to increase to 22.2 million by 2030 [1]. There is tremendous variability in cancer incidence and survivorship globally because of variation in the prevalence of risk factors as well as access to high-quality preventive, screening, and treatment options [2]. Approximately 40% of cancer survivors experience long-term physical,
cognitive, and psychological effects of cancer and its treatment [3,4]. Common long-term effects include pain, fatigue, cognitive effects (eg, cognitive dysfunction or forgetfulness), and psychosocial distress symptoms such as anxiety and depression that can in turn lead to activity limitations and participation restrictions. Long-term effects can negatively affect social participation and health-related quality of life [5]; yet, cancer survivors report that these issues are inadequately addressed within the cancer care system, leaving patients to figure out the impact and long-term management of cancer-related impairments on their own [6]. It is within the purview of the interdisciplinary field of cancer rehabilitation to address the “physical, psychological and cognitive impairments in an effort to maintain or restore function, reduce symptom burden, maximize independence and improve quality of life” [7] of patients with cancer, including those in long-term survivorship. An evidence-informed approach to cancer rehabilitation and survivorship support is the use of self-management interventions that help people learn to deal with the medical, social, and emotional impacts of cancer and its treatment. An emerging body of literature demonstrates that self-management interventions have a positive impact on cancer survivors’ physical and psychological well-being and quality of life [8-10].

It should be noted that interdisciplinary cancer rehabilitation and survivorship services are significantly underused by cancer survivors [11]. Estimates suggest that <10% of the people with cancer-related impairments receive services [12,13]. The reason for this underuse is multifactorial, and in-person access to cancer rehabilitation and survivorship services has been identified as a contributing factor; for example, in the United States, there has been a decentralization of cancer care to favor high-quality cancer care in the community rather than in specialty hospitals. Diffusion of rehabilitation services in these community settings has been limited [14]. Indeed, cancer survivorship and rehabilitation programs are clustered in specialty care centers where fewer than half of the people with cancer receive treatment [15]. Access to rehabilitation services may be further exacerbated for cancer survivors with known disabilities because physical, cognitive, and emotional impairments can make care coordination, scheduling, and travel to and from appointments particularly onerous [7]. Furthermore, evidence suggests that oncologists receive limited education about cancer rehabilitation as well as its benefits and indications [16]. This can make service providers unlikely to initiate referrals for rehabilitation services. In addition, most National Cancer Institute–designated cancer centers do not provide information about cancer rehabilitation services on their websites, further restricting access and awareness of these potentially beneficial interventions [17]. This leads to a gap between the people who need support and those who receive it.

Mobile health (mHealth) interventions have been identified as a way to close the gap between the people who need rehabilitation services and those who are able to access them. mHealth interventions have a potentially democratizing impact on access to care because people are able to take in their own hands the tools to monitor and manage their health. mHealth interventions can provide people with tools to promote self-management, symptom monitoring, and evidence-informed education [18], as well as opportunities for peer support and information sharing [19]. Although a variety of mHealth symptom management apps have been developed for cancer survivors, the apps tend to focus on monitoring and managing individual symptoms such as pain and fatigue [10]. As a result, existing mHealth self-management interventions often fail to address the knowledge and skills that cancer survivors with known disabilities need to achieve their goals of creating a meaningful life in spite of the aftereffects of cancer and its treatment [5]; for example, our qualitative research with cancer survivors indicated that many people were uncertain of how and when to communicate about the impact that the aftereffects of cancer had on their abilities to fulfill their social roles and responsibilities [20]. These findings point to an unmet need for strategies to help survivors articulate the impact of cancer on their daily lives and to self-advocate for support and accommodations.

**Objectives**

To address the unmet needs of cancer survivors who can benefit from ongoing support, we are developing a self-management intervention for cancer survivors with known disabilities called WeCanManage. WeCanManage is conceptualized as a psychoeducational intervention theoretically grounded in Individual and Family Self-Management Theory [21]. The active ingredients of the intervention include instruction and structured practice in (1) the problem-solving–based self-management process of goal setting and action planning supplemented with evidence-informed strategies such as energy conservation and environmental modifications, (2) mindfulness practices [22], and (3) self-advocacy skills. These complementary approaches empower users to build their self-efficacy, the presumed mechanism of change [23], in medical management, role management, and emotional management of cancer as a chronic condition [24]. Consistent with emerging best practices for remote learning, content will be delivered through mobile microlearning modules [25] for a maximum of 10 minutes per day over a 4-week period. Engagement activities will be embedded across the intervention to promote deeper learning and integration into daily life and routines [26,27]. We plan to deliver WeCanManage as an mHealth app, because internet-based self-management interventions provide users with a practical, flexible, and cost-effective alternative to face-to-face interventions [28-32].

For mHealth and rehabilitation tools to be acceptable, accessible, and responsive to the needs of the intended users, Jones et al [33] highlight the importance of proactive engagement of stakeholders, including members of the disability community. However, patient input is rarely included in the development of self-management interventions [8]. To ensure that the WeCanManage platform and design meets the needs and preferences of our target end users, we engaged a cohort of cancer survivors in the design process.

Whereas user-centered design is the process of focusing on users and their needs throughout the stages of the design process [34], co-design, or participatory design, takes this process one step further where designers and users collaborate during the design process [35]. Co-design can be valuable when developing
health-related apps [36,37] and can incorporate engaging techniques such as scenarios or storytelling approaches [38], developing or discussing personas [39–41], reporting on likes or dislikes regarding apps [42], voting on features and solutions [43], sketching out prototypes [38,44,45], redesigning or critiquing prototypes [36,40,46], and answering questionnaires [41,45]. Supplies can be minimal, such as paper, Post-it notes, and posters [45,47,48].

In our work, we primarily use 2 common co-design techniques: persona development and prototyping. Personas are fictional representations of users that help designers to understand and empathize with users [49,50] by challenging them to think “beyond their personal experiences” [39]. Each persona can have a set of characteristics, such as their gender, age, profession, goals, personal history, health issues, technological skills, and hobbies; often, a photograph is included [50]. Personas can include disabilities, which can raise awareness of accessibility and ensure that a design can be used by all [51]. Cocreating personas with people with disabilities can provide even more insight into their experiences [52]. Despite the fact that personas are not real people, they are often developed based on analysis of common themes discovered during user interviews [51,53,54]. Co-design workshops can be effective alongside user interviews [55], particularly because they can be helpful for persona creation. Another common activity during co-design workshops is prototyping. These are often wireframes (low-fidelity sketches) of a potential design that can help lead to higher-fidelity prototypes that are functional and closer to the finished product [56].

To build our intervention and app design, we recruited cancer survivors with disabilities to work with us toward creating a persona (workshop 1) and a prototype of an mHealth app that would empower the community of survivors to self-manage the lifelong effects of their cancer treatment (workshops 2 and 3).

Our research questions (RQs) are as follows:

- **RQ1:** What are the important design features for an mHealth platform for cancer survivors with disabilities?
- **RQ2:** What is needed to create an effective co-design environment for this target group?

**Methods**

**Recruitment**

To design an mHealth app for cancer survivors with disabilities, we recruited a diverse group of cancer survivors with known disabilities (n=5), whom we call *survivor scientists*, using a citizen scientist approach, to collaborate with our interdisciplinary research and development team [57]. Our inclusion criteria included participants self-identifying as a cancer survivor living with long-term physical, cognitive, or social effects of cancer and its treatment and that they had an established relationship with a faculty member or an institutional or organizational partner. The survivor scientists had experienced breast cancer, head and neck cancer, sarcoma, brain cancer, and leukemia, as well as a range of long-term effects of cancer (including cognitive changes, visual impairments, communication challenges, and decreased functional mobility and fine motor control). All (5/5, 100%) of the survivor scientists were cancer-free and at least 5 years after diagnosis and completion of primary treatment. Several (3/5, 60%) of the survivor scientists are also active in cancer and disability advocacy organizations. The survivor scientists have a variety of professional backgrounds, including social work, graphic design, research support, and rehabilitation medicine with certification in cancer rehabilitation.

Together with the 5 survivor scientists (n=2, 40% men and n=3, 60% women), our team led 3 co-design workshops from July 2021 to October 2021. The first 2 workshops were conducted 2 weeks apart in July, and the third was conducted approximately 3 months later in October to provide enough time for our team to implement wireframes based on feedback from the previous 2 workshops. It should be noted that after the second workshop, we also provided the survivor scientists with the opportunity to continue to work with the research team in smaller groups and assigned them tasks related to their own interests, such as helping with content relating to cancer and disabilities. This work continued after the third workshop as well.

The participants received monetary compensation for their involvement in the co-design process. These workshops included (1) persona development, (2) prototype ideation, and (3) prototype development (wireframes). We developed a semistructured guide for each workshop based on the guide provided in Bradway et al [58]. Refer to Multimedia Appendices 1-3 for our guides for all 3 workshops. The workshops consisted of the design team (8 researchers, faculty, and students from the Departments of Computer Science and Occupational Therapy and Disability Studies from 2 universities) working in combination with our 5 survivor scientists. It should be noted that our last workshop had fewer participants because, of the 5 survivor scientists, 1 (20%) could not attend; in addition, of the 8 members of the design team, 1 (13%) researcher and 2 (25%) undergraduate students who had completed their research experience did not attend; therefore, the total number of participants went from 13 (n=8, 62%, design team members and n=5, 38%, survivor scientists) to 9 (n=5, 56%, design team members and n=4, 44%, survivor scientists). Because of COVID-19–related restrictions, all 3 workshops were held over Zoom, a videoconferencing platform. The workshops were video recorded. The first workshop lasted for 2 hours, and the remaining 2 workshops lasted for 2.5 hours each. This duration is consistent with previous research [40], and we chose an amount of time that would be long enough to accomplish our goals and still keep participants engaged but not too long, particularly because the workshops were conducted on the web, after work, and with participants who had long-term disabilities as a result of cancer.

Within a week after each workshop, the design team met and summarized the main findings from the workshop. These notes were used to inform the development of the workshops that followed; for example, based on the challenges discovered in workshop 1 and the prototype features that the participants mentioned wanting in workshop 2, we developed the low-fidelity prototype that was then shared with the participants in workshop 3 for their feedback.
Although our goal was to create an mHealth app for cancer survivors with disabilities that (1) normalized their experiences as a survivor, (2) taught problem-solving self-management skills, (3) introduced mindfulness-based practices, and (4) addressed self-advocacy skills and disability and survivor rights, the goal of the co-design workshops was to ensure that we would be designing these modules in a way that was usable and engaging to cancer survivors with disabilities.

**Ethics Approval**

We obtained institutional review board approval from the participating universities in the larger project (University of Illinois Chicago #2020-1067, Northeastern Illinois University #79, and Northwestern University #NUUIC21CC03). The survivor scientists functioned as members of the design team, and no personally identifying data were gathered about them. Ground rules for participation to ensure respect and confidentiality throughout the process were established and agreed to by all participants. All cancer survivors who participated in formative qualitative interviews provided written informed consent before data collection in compliance with approved institutional review board protocols at the collaborating institutions. More details on the interview process and findings from this phase of the study have been reported elsewhere [20].

**Results**

**Workshop 1: Persona Development Methodology**

The aim of our first workshop was to complete the design of personas to help the design team understand the needs and challenges of cancer survivors with disabilities and build empathy through persona development. The survivor scientists (n=5) attended our first persona development workshop and worked alongside our team of researchers. In advance of this workshop, the research team created 2 personas of cancer survivors with disabilities, using Miro, a visual collaboration platform. These personas were developed based on preliminary analysis of 25 qualitative interviews of breast cancer, sarcoma, and head and neck cancer survivors to foster empathy for the struggles of survivors living with long-term disabilities. Specifically, demographic and clinical data were extracted from the data corpus (demographic surveys, interview transcripts, and field notes) to ground the preliminary personas in the lived experience of survivors of breast cancer, head and neck cancer, and sarcoma. Conceptually, we structured our personas in accordance with the World Health Organization’s International Classification of Functioning, Disability, and Health (ICF) framework [59]. The ICF is an internationally recognized biopsychosocial framework that recognizes the dynamic interaction between impairments in body structures and function, activity limitations and participation restrictions, and environmental factors in people’s lived experiences of disability. Extracted data included age, gender, race and ethnicity, cancer type, primary symptoms, and impact on social roles and participation. Although our work was informed by the literature [50,51] and the ICF, the categories chosen were based on common themes from our analysis that would make the personas more relatable. We input the data into a persona template provided by Miro to create 2 distinct personas. We decided not to include an image to avoid participants accepting what we provided as a given, but we wanted them to improve upon and complete the profiles. Figure 1 shows a sample of one of the personas developed for the workshop. The challenges section was intentionally left blank for the survivor scientists to fill in that category themselves.

We used 2 breakout rooms to discuss, modify, and complete each persona. Using a Zoom poll, the survivor scientists ranked the most relevant challenges that a cancer survivor was likely to face. Finally, we discussed the ranking results with the survivor scientists.
Workshop 1: Persona Development Results

During these breakout sessions, the survivor scientists critiqued the personas and described the needs and challenges; for example, in breakout room 1, the survivor scientists modified the persona for Liz, a breast cancer survivor, by providing more details making her even more relatable (Figure 2). Liz is now an African American woman, with a partner, and children aged 5 and 14 years. She works in retail, which requires prolonged standing and heavy lifting and has limited insurance tied to her job. The survivors discussed challenges, some of which include financial pressures, long-term symptoms interfering in her life, isolation because of lack of peer support, concern regarding the emotional toll on her children and relationship with her partner, and body image concerns. The survivor scientists felt that these details helped to encapsulate the complexity of living with the long-term effects of breast cancer while juggling multiple roles and responsibilities.

In breakout room 2, the survivor scientists discussed Solomon, a man aged 56 years, who is divorced and is on the fence regarding looking for a romantic partner because of body image issues as a result of head and neck cancer. His interests originally included karaoke and barbecues with his family most weekends. However, the survivor scientists discussed how he may have once enjoyed karaoke and eating with his friends before cancer, but now singing would be difficult, and eating with friends would cause anxiety because of his slower eating speed. The results of both breakout sessions showed that the survivor scientists deemed it important to acknowledge the high levels of anxiety caused by role loss, fear of recurrence, financial toxicity, and the strain that cancer continues to impose on relationships with family and friends. In addition, the survivor scientists wanted to highlight the challenges that cancer survivors encounter when re-establishing leisure roles and maintaining their employment because of physical and cognitive limitations, as well as the impact that role loss has on a person’s identity and sense of self. Use of compensatory strategies and adaptation were also discussed.

After the breakout sessions, participants reconvened in the larger group and shared their enhanced personas. Using the challenges identified in both breakout sessions, we had participants select the 3 challenges that they felt were most important using Zoom’s polling feature. The results, presented in Figure 3, reveal that isolation, financial pressures, and anxiety or depression were the biggest challenges. These were closely followed by participation in work and leisure, as well as social roles. It should be noted that 6 participants completed the Zoom poll because, of the 8 members of the design team, 1 (13%), a researcher, is also a breast cancer survivor and provided feedback alongside the survivor scientists based on her own experiences as a survivor.

Figure 1. Sample persona before the workshop.
Workshop 2: Prototype Ideation Methodology

The aim for the second workshop was to determine what features cancer survivors with long-term disabilities like in current apps. We first asked the survivor scientists to list (in the Zoom chat) the apps they like in general as well as the apps they dislike to encourage them to think about design. We then directed them to a shared Google Sheets document where they each had a column with their names to list the features they liked in apps and the features they did not like. We generated a word cloud using a free word cloud generator [60] with the results. Next, we divided participants into 2 breakout rooms (intentionally placing them with different people than at the previous workshop as well as keeping in mind diversity in terms of disability and gender). We showed each group different potential content and asked them how they would deliver this content so that it would be inclusive and engaging to cancer survivors. Using the Miro board, we also asked them to provide us with sketch ideas for how they envisioned the app. Although there were design limitations in terms of technical capabilities and budget on the development side, we told the survivor scientists to think in terms of an open universe where anything is possible because we did not want to limit their thinking. Once merged back into the larger group, each group presented their work to the other group. Using features that both groups felt were important in the design of the app, we had the participants rank the features that were most important to them using Slido, a live polling platform (Cisco Systems, Inc).

Workshop 2: Prototype Ideation Results

After the participants had listed their likes and dislikes in apps, we generated a word cloud (Figure 4). The features that the survivors liked included networking, ease of use, and simplicity, whereas the features that the survivors disliked included lack of user-friendliness, too many notifications and advertisements, and poor navigation.
After we divided the survivors into 2 groups and asked them to think about ideas for sketches (using Miro) that they envisioned for the app, one of the groups asked the workshop leader to sketch a learning pathway to be able to provide ease of navigation and engagement (Figure 5A). The participants also mentioned that the app should include photos of people from different backgrounds in terms of race, disability, and age. In addition, they discussed including the use of animation, which can help those with attention disorders, icons instead of only text for those with cognitive disabilities, and customizable color choices and simpler layouts for those with visual impairments.

In the second breakout room, of the 5 survivor scientists, 1 (20%) created a paper mockup that she felt would look engaging, and based on her drawing which she held up to the camera, along with feedback from the rest of the breakout room participants, workshop leaders sketched it using the Miro board (Figure 5B). The survivor scientists felt that the content should be engaging, with videos as well as content that was easy to access. Furthermore, they discussed that apps for people with disabilities tend to be poorly designed and “ugly” and that good design would alienate no one. They were very happy to be part of the process of designing the app.

After gathering all the information that the survivors added to the sticky notes in Miro, the word cloud, and the sketches, we asked the survivors to rank the features from most important to least important (Figure 6). The top 3 features that were most important to the survivor scientists were customizability and personalization, ease of navigation and searchable content, and accessibility. This was followed by minimal design.
Figure 6. Features ranked from most important to least important.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Feature</th>
<th>Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Customizability/personalization</td>
<td>10.20</td>
</tr>
<tr>
<td>2</td>
<td>Easy to search (search bar)</td>
<td>8.80</td>
</tr>
<tr>
<td>3</td>
<td>Accessibility features</td>
<td>8.40</td>
</tr>
<tr>
<td>4</td>
<td>Minimal design</td>
<td>8.00</td>
</tr>
<tr>
<td>5</td>
<td>Favorite/save content</td>
<td>6.80</td>
</tr>
<tr>
<td>6</td>
<td>Profile creation</td>
<td>4.60</td>
</tr>
<tr>
<td>7</td>
<td>Video animation</td>
<td>4.00</td>
</tr>
<tr>
<td>8</td>
<td>Visualized progress (paths, badges)</td>
<td>3.80</td>
</tr>
<tr>
<td>9</td>
<td>Different paths to end goal (skip around)</td>
<td>3.60</td>
</tr>
<tr>
<td>10</td>
<td>Reminders to breathe/goals/log in</td>
<td>2.60</td>
</tr>
<tr>
<td>11</td>
<td>Social media linking</td>
<td>2.20</td>
</tr>
</tbody>
</table>

Workshop 3: Prototype Development Methodology

In our third workshop, we wanted to find out what the participants thought of the low-fidelity prototype that was created to address the challenges raised in workshop 1 (e.g., isolation) and the features they mentioned wanting in workshop 2 (e.g., customization). We also wanted to learn what improvements could be made. We divided the researchers and survivor scientists into 2 breakout rooms to critique the wireframes. After coming together in the larger Zoom room, both groups presented their thoughts on the design. We also led a conversation on whether to include a community forum or a feed-like aspect in the app. As shown in Figure 7A, the first screen presented to the survivor scientists was the Dashboard. To meet the survivor scientists’ needs for personalization, we incorporated a section for a personalized goal that the user would type in and be working toward achieving. This would be visible on the landing page after logging in. We also matched the pathway that the survivors requested from the previous sketch (Figure 5A) in the Course tab (Figure 7B). Connect to Peers (C2P; the C2P tab) was provided as a space for users to build their network and connect with other cancer survivors through direct messaging, with the Community section being a place where users can share their experience and support one another through forums. The Library section would contain helpful resources. When logging into a course, the users will be offered a series of microlessons subdivided into 4 content modules: WeCanRelate seeks to normalize and validate their experiences as survivors, WeCanAdapt focuses on problem-solving–based self-management skill building to promote self-efficacy, WeCanBreathe introduces mindfulness-based practices, and WeCanSpeakUp addresses self-advocacy skills as well as disability and survivor rights. Users will also be given the opportunity to select the mode of presentation they prefer, which includes formatting the participative cards (or video) into text or audio (Figures 7C and Figures 7D). This will allow users to
comfortably access the content in the mode that best supports their learning style and access needs. We also provide knowledge checks throughout each course module.

**Figure 7.** Wireframes. (A) Dashboard page. (B) Course navigation. (C) Cards module. (D) Video module. C2P: Connect to Peers; WCM: WeCanManage.

**Workshop 3: Prototype Development Results**

On the basis of the results of the workshop, the survivor scientists liked the wireframes but had concerns with the main Dashboard screen having too much information and the Journey screen having too much white space, and they did not like the terminology used, such as the words dashboard, course, and quiz. Figures 8A and Figures 8B show sketches of the home screen and Journey page, respectively, revised after discussions with the survivor scientists.

**Figure 8.** (A) Updated home screen. (B) Updated Journey page. C2P: Connect to Peers.

Although we had a larger group discussion on whether to include community forums or a feed-like design (as available on many social networking sites), the participants did not have a strong preference for one format over the other. The survivor scientists liked that there was a way to contact peers on the site either directly or through the forum or feed option.

**Discussion**

**Principal Findings**

We formulated our RQs to discover what design features are important for an mHealth platform for cancer survivors with disabilities (RQ1) and what would be needed to create an effective co-design environment for this target group (RQ2).
The 3 workshops provided us with a strong foundation to move forward with well-defined goals for designing an mHealth app for cancer survivors with disabilities. Our results indicate that participants wanted an mHealth app that encompasses (1) flexibility, (2) engagement, (3) socialization, and (4) a minimalistic design.

Our first finding is that participants wanted flexibility in the app. The top-ranked feature that the survivor scientists wanted in workshop 2 was customization and personalization. Participants wanted an app that can be easily customized to their preferences and their access needs. They also wanted accessibility features and an app that was easily searchable. Therefore, in our design for workshop 3, to suit the content to the learning needs of the individual we provided the option to view content (whether video or cards) in an audio-only or text-only format, providing flexibility to the user.

Furthermore, the survivor scientists, in workshop 2, reported liking features that were participative. Users are more receptive to mHealth apps when they are engaging [61]. The survivor scientists recommended the use of color, video, and interaction. They also liked the idea of a learning pathway for the course content. We incorporated this feedback in the prototype shown to the participants in workshop 3. As noted in the study by Jessen et al [40], participants liked receiving recognition from an mHealth app for finishing tasks and setting up their own goals and subgoals. Similarly, we found that participants liked being able to input their goals and view them on the main screen. In addition, we discovered that participants enjoyed ways to determine their progress through quiz-like activities and a journey section that kept track of their course pathway.

The participants reported in workshop 1 that one of the biggest challenges was isolation. Although engaging features can be beneficial in an mHealth app, communicating with others going through similar experiences has been found to be a key feature in supporting mHealth apps [40]. Therefore, we found that survivor scientists wanted socialization as well. In our design, we showed participants in workshop 3 the different ways in which users could interact with each other. Participants liked having a way to connect directly with peers going through similar experiences (the C2P section) and benefit from being able to ask questions or post comments to the community of cancer survivors (the Community section). This enhanced their socialization experience.

Although including goals, progress, and opportunities for socialization are effective techniques, similar to other studies we found that the app should be designed using a minimalistic design approach [62]. In workshop 2, our participants reported preferring minimal design. This concept was supported again in workshop 3, when participants reported not liking when there was too much content on the screen. They wanted a clean and simple interface that would engage them and allow them to easily comprehend where to go. This was most noted on the home screen, which they felt was initially too cluttered.

Comparison With Prior Work

The study was able to extend previous research by addressing RQ1 and providing tips on creating mHealth apps through what we learned in our co-design workshops (flexibility, engagement, socialization, and a minimalistic design). Furthermore, our work extends previous work on planning successful co-design workshops for health-related apps [36,37], particularly for internet-based co-design workshops. Nääkö and Antikainen [63] found that using web-based tools can make it easier and cheaper to include users as co-designers. People with disabilities benefit from being able to work in remote settings, which therefore promotes a more inclusive environment [64]. The Zoom-based co-design workshops, despite their limitations, provided flexibility for the survivor scientists in terms of geographical limitations and participants with disabilities being comfortable and able to work out of their own homes. In our work, to address RQ2, we found that successful co-design workshops should be engaging, inclusive, provide more time for participants to speak up, use smaller participant groups, and let participants think big (provide a universe where anything is possible).

Researchers should keep the co-design process as engaging as possible while keeping in mind their target users, the technology, and any limitations [40,58]. Although keeping it engaging is true in face-to-face workshops as well, this can be even more pronounced in a web-based environment where “Zoom fatigue” [65] can be prevalent. Engaging techniques can be included in numerous ways. In our case, we incorporated many web-based tools such as Zoom’s breakout rooms, poll and chat features, Slido, word clouds, and Miro.

In addition, to help keep it engaging, a significant portion of time should be allotted for participants to speak up. Arsand and Demiris [38] discuss allocating sufficient time for several meetings with users to allow time for their creative ideas. In our first workshop we had many more activities planned that we did not get to complete because we did not allocate enough time for participation of the survivor scientists. We made adjustments by adding the needed time and not finishing everything as planned; for example, we had allocated 20 minutes for the breakout session in workshop 1, which we modified to 30 minutes while in the breakout rooms. We also provided 10 minutes for the survivor scientists to discuss their challenges, but this was not enough; therefore, we continued to let them talk and decided not to complete all the topics that came later in the list included in the workshop guide. Staying flexible allowed us to provide additional time to the participants. Additional time for conversation may be particularly important in a web-based format, which limits some of the informal communication and connections inherent in in-person workshops. Learning from this, we set the time allocated for the next 2 workshops to 2.5 hours (instead of 2 hours) and provided extra time for the breakout rooms and survivor scientist discussion (refer to Multimedia Appendices 2 and 3). Finally, we reduced the amount of time that we presented to make it more engaging and participatory. Providing survivors with additional time and opportunities for feedback and sharing of ideas in the workshops was crucial because many of their ideas helped to shape the design of the app.

For participants to be comfortable speaking up and participating, previous work has shown that breaking out into smaller working groups can be helpful [66,67]. Using Zoom breakout rooms in web-based workshops can foster engagement and reduce "Zoom
fatigue” [67]. We only included 5 survivor scientists, but, with the addition of the researchers, workshops 1 and 2 had 13 participants each. Although the breakout rooms were very helpful in facilitating the division of the team into smaller groups, after the second workshop we also recruited survivor scientists to work individually with a researcher on content development or design; for example, of the 5 survivor scientists, 1 (20%) came up with the idea of modifying WeCanManage course content into modules whose titles will all begin with WeCan; for example, WeCanRelate. Another survivor scientist offered to work on content development for specific cancer symptom management resources, whereas another will focus on more of the disability aspects. Having survivor scientists self-select into areas based on their own skills and interests enabled them to be even more efficient and feel useful in the co-design process.

Another approach to encourage participants to speak up is through creating an inclusive environment. Creating a comfortable and inclusive environment in co-design workshops is one of the lessons found in the study by Bradway et al [58]. Similarly, we wanted the environment to be welcoming to all. Therefore, we began the first workshop with time for rapport building and informal conversation before establishing ground rules aimed at creating an environment of trust and respect. The ground rules included emphasizing that everything discussed in the workshops was confidential, and all opinions were valid. We reminded participants of this at the beginning of the next 2 workshops. Although there may be differing opinions, it is important to show respect for all the different views, particularly because participants can be very passionate about an app that would be of direct benefit to them. Although there are a limited number of inclusive apps [68], ensuring respect for co-designers with their own particular backgrounds and disabilities can lead to the creation of apps that are more inclusive because the co-designers keep in mind their own personal experiences and disabilities in the design process.

In addition to making co-design participants feel comfortable sharing their ideas, it is important to allow them “the latitude to dream big and imagine a best-case scenario with no constraints” [69]. The concept of dreaming big and providing a universe where anything is possible can promote creativity and facilitate learning about what users find important in a design [69-72]. To encourage participants to speak up, we did not limit their ideas by mentioning technical or budgetary considerations but encouraged them to dream big. Particularly in a web-based co-design workshop, dreaming big could be even more difficult for participants with limited technical skills. However, we saw how important and useful this was throughout the design process; for example, although the learning pathway sketch (Figure 5A) was how the participants were picturing the design to be, after speaking with our development team we toned it down to a parallel tile-based design (Figure 7B). Later, this was modified after further conversations with the survivor scientists, using a compromise approach that worked for the development team as well as the design team (Figure 8B). Having co-designers who are not limited to the practical aspects of design can help to encourage creative thinking and lead to a more meaningful design.

Limitations

We encountered limitations in the co-design process because of technical difficulties and pandemic-related hurdles. Because of COVID-19–related restrictions, we conducted all workshops with survivor scientists over Zoom. Although this provided flexibility in terms of location and scheduling, we were limited in that we could not use Post-it notes, posters, and paper during the workshops. We conducted most of our designing of personas and prototypes through Miro. As the technology can be challenging for first-time users, we chose to have 1 person from our design team lead the Miro board activities in each breakout session.

Conclusions

The results from the co-design workshops provided our research team with a deeper level of empathy for our target users and a better understanding of long-term survivorship challenges and needs for an mHealth app. The collaborative development aided in creating a shared vision of target users among researchers and survivor scientists, while being an engaging co-design experience. Future work will continue to include survivor scientists in the design process as we create a high-fidelity prototype and conduct usability testing, which will be followed by the implementation of the app.
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Abstract

Background: Mass media campaigns are effective for influencing a broad range of health behaviors. Prior to launching a campaign, developers often conduct ad testing to help identify the strengths and weaknesses of the message executions among the campaign’s target audience. This process allows for changes to be made to ads, making them more relevant to or better received by the target audience before they are finalized. To assess the effectiveness of an ad’s message and execution, campaign ads are often rated using a single item or multiple items on a scale, and scores are calculated. Endorsement of a 6-item perceived message effectiveness (PME) scale, defined as the practice of using a target audience’s evaluative ratings to inform message selection, is one approach commonly used to select messages for antitobacco campaigns; however, the 6-item PME scale often does not produce enough specificity to make important decisions on ad optimization. In addition, the PME scale is typically used with adult populations for smoking cessation messages.

Objective: This study includes the development of the Message Assessment Scale, a new tobacco prevention message testing scale for youth and young adults.

Methods: Data were derived from numerous cross-sectional surveys designed to test the relevance and potential efficacy of antitobacco truth campaign ads. Participants aged 15-24 years (N=6108) responded to a set of 12 core attitudinal items, including relevance (both personal and cultural) as well as comprehension of the ad’s main message.

Results: Analyses were completed in two phases. In phase I, mean scores were calculated for each of the 12 attitudinal items by ad type, with higher scores indicating more endorsement of the item. Next, all items were submitted to exploratory factor analysis. A four-factor model fit was revealed and verified with confirmatory factor analysis, resulting in the following constructs: personally relevant, culturally relevant, the strength of messaging, and negative attributes. In phase II, ads were categorized by performance (high/medium/low), and constructs identified in phase I were correlated with key campaign outcomes (ie, main fact agreement and likelihood to vape). Phase II confirmed that the four constructs identified in phase I were all significantly correlated with main fact agreement and vape intentions.

Conclusions: Findings from this study advance the field by establishing an expanded set of validated items to comprehensively assess the potential effectiveness of advertising executions. This set of items expands the portfolio of ad testing measures for ads focused on tobacco use prevention. Findings can inform how best to optimize ad executions and message delivery for health behavior campaigns, particularly those focused on tobacco use prevention among youth and young adult populations.
communication; youth/young adults; scales; message; behavior; health; campaign; tobacco; smoking cessation; prevention; youth; young adults; data; data analysis

Introduction

Mass media public health interventions are an effective population-level intervention for influencing a broad range of health behaviors. Prior to launching a campaign, developers often conduct message testing to assess creative executions that will be effective among the specific audience targeted by the campaign. For a campaign to be effective, messages must resonate with the target audience to influence changes in knowledge, attitudes, and intentions, and in turn, the specific health behavior of interest. According to the Centers for Disease Control and Prevention, when campaign messages are delivered to attain sufficient reach, frequency, and duration, one can expect changes in campaign-targeted attitudes after the campaign has aired for 12 to 18 months and can expect behavioral changes after the campaign has aired for 18 to 24 months [1]. To assess message effectiveness, campaign messages are often rated using a single item or multiple items on a scale, and scores are calculated [2].

Perceived message effectiveness (PME), defined as the practice of using a target audience’s evaluative ratings to inform message selection, is one approach to assess message effectiveness. Measuring PME using six items (ie, the ad is powerful, the ad is meaningful, the ad captures my attention, the ad is informative, the ad is convincing, and the ad is worth remembering) on a 5-point agreement scale has been shown to be a valid predictor of ad effectiveness [3]. The assumption is that messages scoring higher on the PME scale would be more likely to affect actual message effectiveness, for example, changing knowledge, attitudes, intentions, and ultimately the behavior of interest [4].

Several studies demonstrate the predictive validity of PME for changes in attitudes, intentions, and behaviors related to substance use among young people, particularly related to antitobacco campaigns [3,5-8]. For example, a recent systematic review of longitudinal studies in the antitobacco campaign literature examined the use of PME as a validated indicator of message effectiveness; researchers found that across 6 studies, PME provided predictive validity in measuring the effectiveness of antitobacco-related messages. In particular, the review confirmed that PME was associated with a variety of beliefs (eg, beliefs about smoking and quitting smoking) and behaviors (eg, message recall, conversations about ads, quit intentions, and cessation behavior) [8]. Although PME has been widely used for message selection, the scale often does not produce enough specificity to effectively modify or optimize an ad execution to improve its efficacy. Ad optimization refers to the process of using data to guide modifications/changes to ads that make them more relevant to or better received by the target audience. In addition to PME not providing enough specificity, PME has also primarily been used to assess smoking cessation media messages designed for adult populations.

The purpose of this study was to develop and validate additional measures to assess message effectiveness while providing additional evidence for ad optimization for tobacco prevention campaigns designed for youth and young adults. Data related to ad optimization, prior to campaign launch, can increase the likelihood of maximizing campaign resources. Findings from this study can broaden the capacity of evaluators to conduct message testing for antitobacco campaigns, particularly with respect to younger populations.

Methods

Overview

This study was conducted in two phases. Phase I used data from 11 cross-sectional surveys, conducted using the Dynata online panel from December 2016 to September 2018. Surveys were identical (with the exception of minor customizations, specific to the ads) and were conducted to assess receptivity to truth campaign ads that messaged on tobacco use but varied in their strategic goals. Participants were randomized to view only one ad, to avoid positional bias, before completing the survey. Each survey included 12 items related to message receptivity, including perceptions of effectiveness and relevance. The final sample included 2577 participants, aged 15-24 years, across 5 antitobacco ads (n=1275) and 6 antivape ads (n=1302). During this phase, mean scores were calculated for each of the 12 items by ad type, and factor analyses were run. Factor analyses were run at this phase to identify how the 12 items fit together and mapped onto different constructs.

The phase II analysis was conducted to validate constructs identified at phase I. Together, these constructs would go on to be referred to as the Message Assessment Scale. Phase II included the constructs identified at phase I in 13 cross-sectional forced exposure surveys, conducted using the Dynata online panel from July 2014 to June 2019 to test truth campaign ads. The final sample included 3531 participants, aged 15-24 years, across 10 antitobacco ads (n=2633) and 3 antivape ads (n=898). Mean scores for the constructs were examined across ads to assess campaign-aligned performance, and correlations were run to examine the relationship between construct scores for antivape ads, main fact agreement, and vape intentions. The goal of the correlation analysis at this phase was to determine if the constructs identified at phase I impacted campaign outcomes in a campaign-aligned direction.

Ethical Considerations

All study protocols were reviewed and approved for human participation in research by the institutional review board of Advarra Inc (Pro00034056; formally Chesapeake IRB). Informed consent was included in the online survey and participants could check “Yes, I would like to continue” or “No, I do not wish to take part in this study.” Parental permission was collected from minor participants younger than 18 years.
Measures

Attitudinal Items

Ad likability was assessed using the item “In general, what is your impression of this ad?” Response options were on a 5-point Likert scale including “dislike it a lot,” “dislike it somewhat,” “neither like nor dislike it,” “like it somewhat,” and “like it a lot.” Average likability was reported, ranging from 1 to 5, with higher scores indicating a more likable ad.

All other attitudinal items were assessed on a 5-point Likert scale including “strongly disagree,” “disagree,” “neither agree nor disagree,” “agree,” and “strongly agree.” The following base was used: “How strongly do you agree or disagree with each of the following statements about the ad?” Items included “It told me something I didn’t already know,” “It gave me good reasons not to [smoke; use e-cigarettes/vape],” “It really speaks to me,” “I identify with what this message says,” “It is for people like me,” “It is relevant for my generation,” “It feels modern/current,” “It is an acceptable way to talk about the issue of [smoking; using e-cigarettes/vaping],” “It is motivating,” “It is believable,” “It makes me want to tell someone about it,” “It is confusing,” “It is too fast,” and “It is offensive.”

Main Fact Agreement

Each of the 13 cross-sectional surveys used in phase II included main facts for the ad being tested. Participants were asked “How strongly do you agree or disagree that the video communicates each of the following statements about the ad?” Examples of facts included “Just because vaping is safer than cigarettes, doesn’t make it safe” and “People who vape are being tested on.” Response options were on a 5-point Likert scale ranging from “strongly disagree that the ad conveys this message” to “strongly agree that the ad conveys this message.” Higher scores indicated greater fact agreement.

Vape Intentions

Self-reported change in likelihood to use or try vapes or e-cigarettes after seeing each ad was assessed by the item “Since having seen this ad are you...?” Answer options included “much more likely to use or try vapes or e-cigarettes including JUUL,” “somewhat more likely to use or try vapes or e-cigarettes including JUUL,” “no change in my likelihood to use or try vapes or e-cigarettes including JUUL,” “somewhat less likely to use or try vapes or e-cigarettes including JUUL,” and “much less likely to use or try vapes or e-cigarettes including JUUL.” Items were categorized for analysis into “more likely,” “no change,” and “less likely” to use or try vapes or e-cigarettes including JUUL.

Demographics

Demographic items included age (grouped as 15-17 years, 18-21 years, and 22-24 years), gender (male and female), race/ethnicity (non-Hispanic White; Hispanic, Latino, or Spanish origin; non-Hispanic Black or African American; and non-Hispanic other/declined), and subjective financial situation (do not meet basic expenses, just meet basic expenses with nothing left over, meet needs with a little left over, and live comfortably).

Analysis Plan

Descriptive statistics were calculated to identify the phase I and phase II samples. In the phase I analysis, mean scores were calculated for each of the 12 attitudinal items by ad type, with higher scores indicating more endorsement of that item. The 12 attitudinal items were then entered into an exploratory factor analysis to determine possible factor structures. Factor loadings and subsequent interpretation of the relative component scores indicated that a four-factor solution best fit the data. Using the supported four-factor structure, a confirmatory factor analysis (CFA), using varimax rotation, was conducted to determine the validity of the scale, check model fit, and examine internal consistency for each identified factor using Cronbach alpha. Final factors and corresponding psychometric properties are presented to represent phase I results.

In phase II, an external marketing consultant, with a decade’s long experience analyzing truth pre- and postmarket data, placed the 13 ads into high (n=6 ads), medium (n=4 ads), or low (n=3 ads) performance groups based on the original goals of each advertisement such as agreement with key targeted beliefs like “ending youth smoking is an achievable goal” and relative performance of each against strategic objectives. Mean scores were examined across all ads in each ad performance group to determine how these four constructs varied by performance. Mean scores were also used to determine if items performed in a campaign-aligned direction such that more agreement on items indicated the ads were more relevant and message comprehension was higher. Finally, correlations were examined between construct scores for the antivape ads and main fact agreement as well as between construct scores for the antivape ads and self-reported change in likelihood (ie, a decrease in intentions) to vape since having seen the ad. Data were analyzed using SPSS (IBM Corp) and MPlus (Muthén and Muthén) statistical modeling programs.

Results

Sample Description

Participant characteristics are summarized in Table 1. At phase I, the mean age was 19.4 (SD 2.9) years, while at phase II, the mean age was 18.8 (SD 2.5) years. Of the 2577 participants in phase I, 1315 (51%) were male and 1262 (49.9%) were female. The majority (n=1378, 53.5%) were non-Hispanic White. Of the 3531 participants in phase II, 1793 (50.8%) were male and 1738 (49.2%) were female. Non-Hispanic White respondents also represented the largest racial category (n=1829, 51.8%). Finally, at phase I, most (n=1649, 64%) respondents reported meeting their financial needs either “comfortably” or with “a little left over,” and at phase II, most (n=2317, 65.6%) respondents also reported meeting their financial needs either “comfortably” or with “a little left over.”
Table 1. Sample characteristics for the phase I and phase II samples.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Phase I (n=2577), n (%)</th>
<th>Phase II (n=3531), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-17</td>
<td>834 (32.4)</td>
<td>1193 (33.8)</td>
</tr>
<tr>
<td>18-21</td>
<td>1030 (40.0)</td>
<td>1833 (51.9)</td>
</tr>
<tr>
<td>22-24</td>
<td>713 (27.7)</td>
<td>505 (14.3)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1315 (51.0)</td>
<td>1793 (50.8)</td>
</tr>
<tr>
<td>Female</td>
<td>1262 (49.0)</td>
<td>1738 (49.2)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>1378 (53.5)</td>
<td>1829 (51.8)</td>
</tr>
<tr>
<td>Hispanic, Latino, or Spanish origin</td>
<td>518 (15.3)</td>
<td>504 (14.3)</td>
</tr>
<tr>
<td>Non-Hispanic Black or African American</td>
<td>393 (20.1)</td>
<td>746 (21.1)</td>
</tr>
<tr>
<td>Non-Hispanic, Other/Declined</td>
<td>288 (11.2)</td>
<td>452 (12.8)</td>
</tr>
<tr>
<td><strong>Subjective financial situation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do not meet basic expenses</td>
<td>191 (7.4)</td>
<td>248 (7.0)</td>
</tr>
<tr>
<td>Just meet basic expenses with nothing left over</td>
<td>737 (28.6)</td>
<td>966 (27.4)</td>
</tr>
<tr>
<td>Meet needs with a little left over</td>
<td>1071 (41.6)</td>
<td>1418 (40.2)</td>
</tr>
<tr>
<td>Live comfortably</td>
<td>578 (22.4)</td>
<td>899 (25.5)</td>
</tr>
</tbody>
</table>

**Phase I**

CFA results are summarized in Table 2. The factor analysis revealed four new constructs (personally relevant, culturally relevant, strength of message, and negative attributes) with a total of 12 items. Fit statistics indicated that the four-factor model fit the data well (comparative fit index 0.97, root mean square error of approximation 0.05, standardized root mean squared residual 0.03; \(\chi^2_{66}=9182.5; P<.001\)) [9].

Mean scores for each of the 12 items tested in phase I are listed in Table 3 by ad type (antitobacco and antivape). Mean score analyses indicated that the items performed similarly across antitobacco and antivape ads. The personal relevance, cultural relevance, and strength of message items had higher overall mean scores (scores closer to 5 indicated more agreement that the ads were personally relevant, were culturally relevant, and had strong messaging). The negative attribute items, however, had lower overall mean scores, indicating less confusion, offensiveness, or pacing concerns.
Table 2. Confirmatory factor analysis results for the phase I sample.

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
<th>SE</th>
<th>Est/SE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Personally relevant</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>It really speaks to me</td>
<td>0.83</td>
<td>0.01</td>
<td>83.50</td>
</tr>
<tr>
<td>I identify with what this message says</td>
<td>0.73</td>
<td>0.01</td>
<td>55.50</td>
</tr>
<tr>
<td>It is for people like me</td>
<td>0.72</td>
<td>0.02</td>
<td>49.24</td>
</tr>
<tr>
<td><strong>Culturally relevant</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>It is relevant for my generation</td>
<td>0.75</td>
<td>0.02</td>
<td>48.31</td>
</tr>
<tr>
<td>It feels modern/current</td>
<td>0.72</td>
<td>0.02</td>
<td>45.76</td>
</tr>
<tr>
<td>It is an acceptable way to talk about the issue</td>
<td>0.75</td>
<td>0.02</td>
<td>50.76</td>
</tr>
<tr>
<td><strong>Strength of message</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>It is motivating</td>
<td>0.81</td>
<td>0.01</td>
<td>74.20</td>
</tr>
<tr>
<td>It is believable</td>
<td>0.73</td>
<td>0.01</td>
<td>51.19</td>
</tr>
<tr>
<td>It makes me want to tell someone about it</td>
<td>0.74</td>
<td>0.01</td>
<td>56.79</td>
</tr>
<tr>
<td><strong>Negative attributes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>It is confusing</td>
<td>0.81</td>
<td>0.02</td>
<td>39.06</td>
</tr>
<tr>
<td>It is offensive</td>
<td>0.57</td>
<td>0.03</td>
<td>22.97</td>
</tr>
<tr>
<td>The pace was too fast</td>
<td>0.56</td>
<td>0.02</td>
<td>25.23</td>
</tr>
</tbody>
</table>

Table 3. Mean scores for the items tested in phase I, by ad type.

<table>
<thead>
<tr>
<th></th>
<th>Antitobacco ads (n=1275), mean (SD)</th>
<th>Antivape ads (n=1302), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Personally relevant</strong> (range 1-5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>It really speaks to me</td>
<td>3.36 (1.12)</td>
<td>2.99 (1.17)</td>
</tr>
<tr>
<td>I identify with what this message says</td>
<td>3.41 (1.12)</td>
<td>3.28 (1.09)</td>
</tr>
<tr>
<td>It is for people like me</td>
<td>3.64 (1.08)</td>
<td>3.17 (1.16)</td>
</tr>
<tr>
<td><strong>Culturally relevant</strong> (range 1-5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>It is relevant for my generation</td>
<td>3.97 (0.91)</td>
<td>3.78 (1.08)</td>
</tr>
<tr>
<td>It feels modern/current</td>
<td>3.92 (0.90)</td>
<td>3.55 (1.07)</td>
</tr>
<tr>
<td>It is an acceptable way to talk about the issue</td>
<td>3.93 (0.94)</td>
<td>3.65 (1.06)</td>
</tr>
<tr>
<td><strong>Strength of message</strong> (range 1-5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>It is motivating</td>
<td>3.69 (0.99)</td>
<td>3.25 (1.11)</td>
</tr>
<tr>
<td>It is believable</td>
<td>4.02 (0.88)</td>
<td>3.69 (1.01)</td>
</tr>
<tr>
<td>It makes me want to tell someone about it</td>
<td>3.49 (1.12)</td>
<td>3.21 (1.13)</td>
</tr>
<tr>
<td><strong>Negative attributes</strong> (range 1-5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>It is confusing</td>
<td>2.02 (1.05)</td>
<td>2.23 (1.07)</td>
</tr>
<tr>
<td>It is offensive</td>
<td>2.04 (1.09)</td>
<td>2.01 (0.99)</td>
</tr>
<tr>
<td>It is too fast</td>
<td>2.34 (1.02)</td>
<td>2.54 (1.06)</td>
</tr>
</tbody>
</table>

**Phase II**

Internal consistency for the constructs identified at phase I was assessed using Cronbach alpha. The four new constructs had alpha scores above .69, indicating an acceptable level of internal consistency (Table 4). Mean scores for the personal relevance, cultural relevance, and strength of message constructs were the highest for the high-performance ads. Accordingly, the mean scores for the negative attributes constructs were the lowest for the high-performance ads (Table 4).

Correlations with main fact agreement and vape intentions for the antivape ads were summarized in Tables 5 and 6. Overall, results revealed that the personal relevance, cultural relevance, and strength of message constructs were significantly positively correlated with main fact agreement and vape intentions for most of the antivape ads. In other words, as personal relevance,
cultural relevance, and strength of message scores increased, participants were more likely to agree with the ads’ main fact and report a decrease in intentions to vape. Results also revealed that higher scores on the negative attributes construct showed an overall significant inverse relationship with main fact agreement and vape intentions.

Table 4. Mean scores for the four constructs tested in phase II, by ad performance level.

<table>
<thead>
<tr>
<th></th>
<th>Alpha</th>
<th>High performance (n=6 ads), mean (SD)</th>
<th>Medium performance (n=4 ads), mean (SD)</th>
<th>Low performance (n=3 ads), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personally relevant</td>
<td>.77</td>
<td>3.57 (0.21)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3.45 (0.07)</td>
<td>3.08 (0.19)</td>
</tr>
<tr>
<td>Culturally relevant</td>
<td>.79</td>
<td>3.80 (0.15)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3.89 (N/A)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3.56 (0.25)</td>
</tr>
<tr>
<td>Strength of message</td>
<td>.69</td>
<td>3.69 (0.23)</td>
<td>3.49 (0.08)</td>
<td>3.34 (0.21)</td>
</tr>
<tr>
<td>Negative attributes</td>
<td>.75</td>
<td>2.18 (0.10)</td>
<td>2.24 (0.13)</td>
<td>2.55 (0.19)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Range of possible scores for constructs was 1-5.  
<sup>b</sup>n=5 ads in the “high performance” group for this item.  
<sup>c</sup>n=2 ads in the “high performance” group for this item.  
<sup>d</sup>N/A: not applicable.  
<sup>e</sup>n=1 ad in the “medium performance” group for this item.

Table 5. Correlations with main fact agreement for the phase II antivape ads.

<table>
<thead>
<tr>
<th>Ad tested</th>
<th>Antivape ad 1 (n=298), r (P value)</th>
<th>Antivape ad 2 (n=299), r (P value)</th>
<th>Antivape ad 3 (n=301), r (P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personally relevant</td>
<td>0.20 (.001)</td>
<td>0.32 (&lt;.001)</td>
<td>0.24 (&lt;.001)</td>
</tr>
<tr>
<td>Culturally relevant</td>
<td>0.23 (&lt;.001)</td>
<td>0.43 (&lt;.001)</td>
<td>0.35 (&lt;.001)</td>
</tr>
<tr>
<td>Strength of message</td>
<td>0.21 (&lt;.001)</td>
<td>0.45 (&lt;.001)</td>
<td>0.28 (&lt;.001)</td>
</tr>
<tr>
<td>Negative attributes</td>
<td>−0.19 (.001)</td>
<td>−0.22 (&lt;.001)</td>
<td>−0.23 (&lt;.001)</td>
</tr>
</tbody>
</table>

Table 6. Correlations with vape intentions for the phase II antivape ads.

<table>
<thead>
<tr>
<th>Ad tested</th>
<th>Antivape ad 1 (n=298), r (P value)</th>
<th>Antivape ad 2 (n=299), r (P value)</th>
<th>Antivape ad 3 (n=301), r (P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personally relevant</td>
<td>0.21 (.004)</td>
<td>0.20 (.008)</td>
<td>0.13 (.11)</td>
</tr>
<tr>
<td>Culturally relevant</td>
<td>0.28 (&lt;.001)</td>
<td>0.30 (&lt;.001)</td>
<td>0.19 (.02)</td>
</tr>
<tr>
<td>Strength of message</td>
<td>0.23 (.002)</td>
<td>0.32 (&lt;.001)</td>
<td>0.12 (.14)</td>
</tr>
<tr>
<td>Negative attributes</td>
<td>−0.02 (.78)</td>
<td>−0.32 (&lt;.001)</td>
<td>−0.13 (.10)</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

Study findings demonstrate the utility of an expanded set of ad testing items to aid in message selection and optimization (four constructs). The set of validated constructs, when used together, are referred to as the Message Assessment Scale. The constructs can be used to assess each individual item or by calculating construct scores. These constructs provide useful specific data to inform how best to increase an ad’s relevance and effectiveness, specific to a youth and young adult audience. For example, an ad may perform low on cultural relevance, in which case qualitative responses to the overall advertisement “likes” and “dislikes” would be coded. The initial low score on this scale would tip researchers off to the need to dive deeper and look for comments in the qualitative questions, which could inform the low score and provide insight on how to improve it. The ads in this study that best met their goals were more personally and culturally relevant, and had stronger messaging than the lower performing ads. This is especially important because the validated constructs were significantly correlated with intentions not to vape for antivape ads. The better an ad performs on these constructs, the more potential it has to decrease vape intentions among a youth and young adult audience. Ad optimization, based on construct results, demonstrates the utility of maximizing message effectiveness for health behavior campaigns.

In Table 3, we see higher mean scores on the constructs for antitobacco (combustible products) versus antivape ads. These findings were not surprising given how long antitobacco (cigarette) ads have been on air, rates of smoking at that time, and the consensus around their impact on health. Constructs were developed from antivape ads airing early in the vaping epidemic, a period of time in which we were trying to stop a behavior that youth were really enjoying. An antivape message at that time felt less relevant to our audience because there was no data to indicate health or other negative implications from vaping yet.

The Message Assessment Scale can help establish benchmarks for modifying aspects of the execution, the placement of the
execution, and the frequency of airing the execution. Ad testing, thus, informs placement and frequency decisions. For example, ads scoring higher on the measures may receive more or less frequent rotation on television or digital platforms, an ad on television or digital platforms may be coupled with another ad that increases scores, or a digital ad may be selected to be elevated to a television spot. Additionally, qualitative items related to ad receptivity and disapproval can be coupled with data from quantitative items to comprehensively assess likeability, level of novel information, and whether the execution provides motivation. For example, asking “what did you like most about the ad” and “what did you dislike about the ad” with open-ended responses can provide meaningful data that may not have been received from quantitative items with predetermined answer options. Moreover, the measures also provide insight into the possible reasons for low testing scores, including issues related to pacing and ad characteristics. If an ad is seen as offensive or confusing, this may interfere with the ad’s ability to effectively deliver a message to the target audience.

**Limitations**

Although this study has many strengths, there are some limitations. First, the study used panel data, which does not reflect a probabilistic sample. As such, responses may not be generalizable to a broader population. However, sample quotas were set to yield approximately equal proportions by gender and age group. Additionally, this work did not examine correlations to in-market performance, which would ultimately test the ability of the constructs to predict how an ad may perform in the real-world.

**Conclusions**

Findings advance the field by establishing an expanded set of validated items to comprehensively assess the potential effectiveness of advertising executions. The constructs can provide critical information for message optimization and message selection, particularly among a youth and young adult audience. Ensuring ads meet testing benchmarks before airing them across media platforms helps ensure cost efficiency while providing critical empirical evidence that messages will effectively shift knowledge, attitudes, and beliefs among the target audience. Future studies should explore whether the constructs perform similarly across demographic subgroups and correlate to actual campaign performance.
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Abstract

Background: Patients with end-stage kidney disease (ESKD) wait roughly 4 years for a kidney transplant. A potential way to reduce wait times is using hepatitis C virus (HCV)–viremic kidneys.

Objective: As preparation for developing a shared decision-making tool to assist patients with ESKD with the decision to accept an HCV-viremic kidney transplant, our initial goal was to assess the feasibility of using The Gambler II, a health utility assessment tool, in an ambulatory dialysis clinic setting. Our secondary goals were to collect health utilities for patients with ESKD and to explore whether the use of race-matched versus race-mismatched exemplars impacted the knowledge gained during the assessment process.

Methods: We used The Gambler II to elicit utilities for the following ESKD-related health states: hemodialysis, kidney transplant with HCV-unexposed kidney, and transplantation with HCV-viremic kidney. We created race exemplar video clips describing these health states and randomly assigned patients into the race-matched or race-mismatched video arms. We obtained utilities for these 3 health states from each patient, and we evaluated knowledge about ESKD and HCV-associated health conditions with pre- and postintervention knowledge assessments.

Results: A total of 63 patients with hemodialysis from 4 outpatient Dialysis Center Inc sites completed the study. Mean adjusted standard gamble utilities for hemodialysis, transplant with HCV-unexposed kidney, and transplantation with HCV-viremic kidney were 82.5, 89, and 75.5, respectively. General group knowledge assessment scores improved by 10 points (P<.05) following utility assessment process. The use of race-matched exemplars had little effect on the results of the knowledge assessment of patients.

Conclusions: Using The Gambler II to collect utilities for patients with ESKD in an ambulatory dialysis clinic setting proved feasible. In addition, educational information about health states provided as part of the utility assessment process tool improved patients’ knowledge and understanding about ESKD-related health states and implications of organ transplantation with HCV-viremic kidneys. A wide variation in patient health state utilities reinforces the importance of incorporating patients’ preferences into decisions regarding use of HCV-viremic kidneys for transplantation.

(JMIR Form Res 2022;6(7):e33562) doi:10.2196/33562
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Introduction

Chronic kidney disease disproportionately impacts African Americans, making it a prototypical disease in which to investigate disparities in health utility assessments (HUAs) [1]. Due to the limited availability of organs and the large number of patients with end-stage kidney disease (ESKD) on waiting lists for transplantation, the average patient waits roughly 4 years before receiving a kidney transplant [2]. Patients with African American racial background who have ESKD wait even longer at an average of 4.5 years [2-4]. One path toward increasing the availability of organs and reducing waiting times is to use hepatitis C virus (HCV)–viremic kidneys for transplantation. The decision to accept transplantation with an HCV-viremic kidney hinges on the balance between the decreased waiting time afforded by accepting such an organ and each patient’s values and preferences about receiving such an organ. These trade-offs make this decision an ideal setting for shared decision-making (SDM) [5]. SDM clarifies patients’ values and preferences, can improve self-efficacy, and engages patients in conversations with their clinicians about treatment choices [5,6].

As of 2017, a total of 746,557 patients in the United States have ESKD [3]. A total of 101,337 patients with ESKD were wait-listed for kidney transplantation in 2019, while the number of patients receiving kidney transplants in 2019 was 24,273 [7]. Studies show that receiving a kidney transplant, even with an HCV-viremic organ, can improve the survival and quality of life and reduce lifetime costs for patients with ESKD who are currently on dialysis [8]. Importantly, using HCV-viremic organs can increase the availability of otherwise high-quality organs and potentially reduce the waiting time for some patients to receive kidney transplants [9]. However, some patients, even after undergoing successful transplantation with an HCV-viremic kidney, have worries and concerns that continue to impact their quality of life. Thus, including individual patient’s values and preferences regarding the relevant health states is a critical component of SDM. In anticipation of the future development of an SDM tool, the primary goal of this study was to assess the feasibility of using The Gambler II, a health utility assessment tool, in an ambulatory dialysis clinic setting. Our secondary goals were to collect utilities for patients with ESKD and to explore whether the use of race-matched versus race-mismatched exemplars impacted the knowledge gained during the assessment process.

The Gambler II is a health utility assessment software platform that can use a variety of assessment techniques to gather patients’ utilities [10,11]. These include the visual analog scale (VAS), standard gamble (SG), and time-trade-off (TTO) [12] (Multimedia Appendix 1 A). The utility assessment process itself provides an opportunity to educate patients about the health states for which values and preferences are being sought [13,14]. The Gambler II uses video clips of patient actors to describe health states. In addition, The Gambler II can match the demographics of patient actors in the video clips to those of the patient whose utilities are being assessed. This latter feature provided us with an opportunity to explore a hypothesis, based on exemplification theory, that information communicated by people who mostly resemble the participant is more likely to engage and inform the participant [15,16].

Our longer-term goal is to develop an SDM tool that can be used by clinicians to facilitate discussions about acceptance of HCV-viremic kidneys, particularly for patients who may have longer predicted waiting times on transplant lists. The tool would assess patients’ utilities for hemodialysis and transplantation with either an HCV-unexposed or an HCV-viremic kidney and would use that information along with patient-specific demographic information and predictions of organ availability based on factors including age, sex, blood type, dialysis vintage, calculated panel reactive antibodies, comorbidities, and the region in which the transplant is being carried out to make a recommendation for the best transplantation strategy for that patient. As many patients on dialysis, particularly African Americans living in less affluent urban areas, are impacted by the digital divide and have less access to home computers and the internet [6], we envision using this tool in ambulatory dialysis clinic settings with readily available computing platforms such as laptop and tablet computers.

Methods

Ethics Approval

This study was reviewed and approved by the University of Cincinnati Institutional Review Board (UC IRB ID – 2019-0792) as well as by the Dialysis Clinic Inc Administrative Review Office. Both boards approved the study before patient recruitment began. No compensation was provided to the patients for this research.

Study Design

Patient Recruitment

We worked with physicians in the Division of Nephrology and Hypertension to help recruit patients with chronic hemodialysis receiving treatment at any of the 4 outpatient dialysis centers in the greater Cincinnati metropolitan area managed by Dialysis Center Inc (DCI) [17]. Inclusion criteria were a diagnosis of ESKD, receiving intermittent facility hemodialysis at the designated outpatient center (DCI), and the ability to understand the English language. We included adults between the ages of 21 and 80 years. Patients with significant cognitive or reading deficits were excluded from the study. Patients who did not opt out of being contacted were given further explanation on the purpose of the study to assess their interest and willingness to participate.

Study Flow

Patients were recruited from 4 DCI sites in the Cincinnati metropolitan region. Prior to participating in the utility assessment process, they underwent a knowledge assessment survey. We collected demographic information and assessed health literacy using the Rapid Estimate of Adult Literacy in Medicine and subjective numeracy. We randomized patients to 1 of 2 study arms in which they viewed either race-matched or race-mismatched video clips describing each of the 3 health states. The patients’ utilities for these health states were obtained, and then a postinterview knowledge assessment was
repeated (Figure 1). Those patients who indicated interest were met by the study principal investigator (AAA) in their local dialysis center, underwent a formal consent process, and answered on a laptop computer a minimal amount of demographic and clinical information, completing a short survey on educational status, time on dialysis, history of prior kidney transplant, and interest in a future kidney transplant. The patients then completed a Research Electronic Data Capture (REDCap) survey evaluating subjective numeracy and health literacy along with a short previsit knowledge assessment [18-20]. At any time, patients could withdraw from the study and did not have to provide a reason for withdrawal. To understand preintervention state of knowledge about hemodialysis, HCV infection, and kidney transplantation, we developed a 10-item multiple-choice questionnaire (Multimedia Appendix 1 B).

**Figure 1.** Study flow. ESKD: end-stage kidney disease; HCV: hepatitis C virus.
One of our secondary goals was to evaluate the impact of patients viewing race-matched versus race-mismatched video clips describing the health states being assessed. As mentioned, exemplification theory suggests that people are more engaged and receptive when they are presented with visual information by people who look most like themselves [16]. We hypothesized that learning about relevant health states would be greater among patients who receive video clip information from patient actors who are similar to them as opposed to receiving information from those who are different (eg, race, gender, and age category). We evaluated this by measuring the change score on the knowledge survey given before and after the HUA sessions. We did not provide any training materials prior to the HUA sessions and did not assume patients had knowledge about hepatitis C or any other knowledge besides their current understanding of dialysis and kidney transplant. We determined that 30 patients would be required in each study arm to detect a difference as small as 12 points (on a scale of 0 to 100) in the change score between pre- and postknowledge survey (power of 0.80 with an alpha of .05), using a 2-sided t test. We randomized patients into 1 of 2 study arms (Multimedia Appendix 1 C). The first arm presented patients with video clips of race- and gender-matched health state descriptions, while the second arm presented patients with video clips purposely mismatched for race (Figure 2 and Figure 3). The entire interview process lasted roughly 1 hour and took place while patients were receiving their 3- to 4-hour long dialysis treatment. Another secondary goal of our study was to collect utilities for the 3 ESKD-related health states described above. While studies have assessed patient utilities for hemodialysis and kidney transplantation, to our knowledge, none have explored health utilities for transplantation with HCV-viremic kidneys [21,22]. We collected these data using the 3 HUA methods of visual analog scale (“feeling thermometer”), standard gamble, and time trade-off. We broke the assessment process into 2 parts. First, we assessed health states of intermittent hemodialysis and transplantation with an HCV-unexposed kidney, using anchor states of “Well” (without ESKD) and “Dead.” We next assessed the health state of transplantation with an HCV-viremic kidney using transplantation with an HCV-unexposed kidney as the best outcome and Dead as anchor states. Patients entered one of these two HUA groups to explicitly assess how much of a risk they were willing to take (in the standard gamble) to avoid receiving an HCV-viremic kidney given the opportunity of a noninfected kidney transplant (Multimedia Appendix 1 D).

To control for possible confounding, we also collected demographic information (age, sex, and race), highest educational level attained, dialysis vintage, history of prior kidney transplant, interest in receiving a transplanted kidney, health literacy using the Rapid Estimate of Adult Literacy in Medicine Short Form, and subjective numeracy [20-22].
Figure 2. Screenshots of different health utility assessments. Top: patient evaluating the hemodialysis health state through the standard gamble utility assessment. Bottom: patients evaluating kidney transplant using the time trade-off; The Gambler uses life tables to determine the duration of life expectancy for the time trade-off. The video clip in the figure demonstrates how a user can watch a demographically matched patient actor describe the health state being assessed. We did not incorporate the image of the patient actor to protect their privacy. ESKD: end-stage kidney disease.
Figure 3. Screenshot of patient going through the time trade-off health utility assessment for transplantation with a hepatitis C virus (HCV)–infected kidney. This assessment differs from others in that the best anchor health state is a transplantation with an uninfected kidney.

**Tools**

We conducted surveys and performed HUAs using a laptop computer (2014 Apple MacBook Pro running Mac OS 10.14) while we met with most patients in their community dialysis center during their usual intermittent hemodialysis sessions. Patients used either headphones, earbuds, or audio output from the laptop to hear the video clips that were part of The Gambler II. We used Google Chrome version 80 as the web browser to access The Gambler II and REDCap (9.1.10). Patient actors used a standard script for each health state, which was developed and vetted by team members (MHE, HJD, SS, CVT, and GRM). We recorded 12 different video clips describing the 3 health states for all combinations of gender and race (ie, men, women, African American, and White) using Apple’s QuickTime X 10.5 with video mastering done on Adobe Premiere andAdobe Audition 2019. Due to restrictions of social distancing during the COVID-19 pandemic, the institutional review board granted an amendment to the protocol that allowed us to interview some patients remotely [23]. For these patients, we used several teleconferencing applications including Microsoft Teams, Microsoft Skype, and Cisco’s WebEx to administer surveys and conduct HUAs.

We used The Gambler II to perform health utility assessments [11]. For survey data collection, we used REDCap, a web-based survey platform designed to capture users’ data with web forms [18]. All data were collected and stored on a secure server at the University of Cincinnati. Access to data was restricted to institutional review board–authorized users with login credentials. We analyzed data using Python (Python Software Foundation) and R (The R foundation) [24-26].

**Results**

**Demographic Data**

We recruited 71 patients from 4 DCI sites in the Cincinnati Metropolitan area. A total of 63 patients consented and completed the study. Of those who consented, 62 (98%) enrolled in the study during dialysis clinic visits, while 1 (2%) enrolled through teleconferencing software at their residence. The cohort’s age range was from 24 to 80 years, with a median age of 59 years and mean age of 58 years (Multimedia Appendix 1). Moreover, 44 (70%) patients had African American racial backgrounds, and 19 (30%) were European American. A high school diploma was the most frequent highest level of educational attainment (Table 1). The median Rapid Estimate of Adult Literacy in Medicine Short Form and subjective numeracy scores were 7.0 and 4.0, respectively. In addition, of the 63 patients, 54 (86%) had not received a previous kidney transplant, and 47 (75%) had an interest in receiving a kidney transplant. The participants spent an average of 5.9 years on dialysis (African Americans: 7.3 years, European Americans: 2.79 years; P=.07; Multimedia Appendix 1).
Table 1. Summary statistics of the population broken into race-matched versus race-mismatched study arms.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
<th>Race-matched videos (n=33)</th>
<th>Race-mismatched videos (n=33)</th>
<th>Overall (n=63)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>57.8 (12.3)</td>
<td>56.1 (13.5)</td>
<td>59.8 (10.8)</td>
<td>.26</td>
<td></td>
</tr>
<tr>
<td>Race or ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>44 (69.8)</td>
<td>24 (72.7)</td>
<td>20 (66.7)</td>
<td>.80</td>
<td></td>
</tr>
<tr>
<td>European American</td>
<td>19 (30.2)</td>
<td>9 (27.3)</td>
<td>10 (33.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.54</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>30 (47.6)</td>
<td>14 (42.4)</td>
<td>16 (53.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>33 (52.4)</td>
<td>19 (57.6)</td>
<td>14 (46.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highest education level attained, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.57</td>
<td></td>
</tr>
<tr>
<td>Less than high school diploma</td>
<td>10 (15.9)</td>
<td>4 (12.1)</td>
<td>6 (20.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or general education diploma</td>
<td>25 (39.7)</td>
<td>16 (48.5)</td>
<td>9 (30.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college, no degree</td>
<td>11 (17.5)</td>
<td>6 (18.2)</td>
<td>5 (16.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Associate degree</td>
<td>5 (7.9)</td>
<td>3 (9.1)</td>
<td>2 (6.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>9 (14.3)</td>
<td>3 (9.1)</td>
<td>6 (20.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Master’s degree</td>
<td>3 (4.8)</td>
<td>1 (3.0)</td>
<td>2 (6.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Years on dialysis, mean (SD)</td>
<td>5.9 (8.1)</td>
<td>6.79 (7.8)</td>
<td>5.0 (8.3)</td>
<td>.48</td>
<td></td>
</tr>
<tr>
<td>History of previous kidney transplant, n (%)</td>
<td>9 (14.3)</td>
<td>6 (18.2)</td>
<td>3 (10.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interested in receiving a kidney transplant, n (%)</td>
<td>3 (4.8)</td>
<td>1 (3.0)</td>
<td>2 (6.7)</td>
<td>.64</td>
<td></td>
</tr>
</tbody>
</table>

Knowledge Assessments

We conducted a knowledge assessment using a 10-item questionnaire administered before the utility assessment as a pretest and after as a posttest (Multimedia Appendix 1). The Cronbach alpha for the pretest was .990, and it was .994 for the posttest. As shown in Tables 2 and 3, for the cohort, the improvement in test scores (mean and median 10.0 points) following the utility assessment process and viewing of health state videos were clinically and statistically significant (P<.001, paired Wilcoxon t test). However, there was not a statistically significant difference in pretest versus posttest change scores between the 2 study arms, or between African Americans compared with European Americans, with P values of .95 and .96 (Mann-Whitney test), respectively.

Table 2. Evaluation of patients’ health literacy, numeracy, and their knowledge of end-stage kidney disease and hepatitis C stratified by study arm.

<table>
<thead>
<tr>
<th>Tests</th>
<th>Overall, mean (SD)</th>
<th>Race-matched videos, mean (SD)</th>
<th>Raced-mismatched videos, mean (SD)</th>
<th>P value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before test</td>
<td>79.0 (17.3)</td>
<td>80.2 (17.2)</td>
<td>77.7 (17.7)</td>
<td>.59</td>
</tr>
<tr>
<td>After test</td>
<td>89.0 (15.9)</td>
<td>89.6 (15.8)</td>
<td>88.2 (16.1)</td>
<td>.77</td>
</tr>
<tr>
<td>Numeracy</td>
<td>3.9 (1.1)</td>
<td>4.1 (1.0)</td>
<td>3.7 (1.1)</td>
<td>.14</td>
</tr>
<tr>
<td>REALM-SF</td>
<td>6.1 (1.6)</td>
<td>6.1 (1.5)</td>
<td>6.1 (1.8)</td>
<td>.98</td>
</tr>
<tr>
<td>Change score</td>
<td>10.0 (13.8)</td>
<td>9.5 (12.7)</td>
<td>10.5 (15.0)</td>
<td>.09</td>
</tr>
</tbody>
</table>

*P value denotes comparison between race-matched and race-mismatched population health utilities. This assumes that if P≤.05, there was a significant difference in health utilities between race-matched (same race) and race-mismatched (different race) health utilities.

**REALM-SF:** Rapid Estimate of Adult Literacy in Medicine Short Form.
### Table 3. Evaluation of patients’ health literacy, numeracy, and their knowledge of end-stage kidney disease and hepatitis C stratified by race.

<table>
<thead>
<tr>
<th>Tests</th>
<th>Overall, mean (SD)</th>
<th>African American, mean (SD)</th>
<th>European American, mean (SD)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before test</td>
<td>79.0 (17.3)</td>
<td>78.4 (16.0)</td>
<td>80.4 (20.5)</td>
<td>.42</td>
</tr>
<tr>
<td>After test</td>
<td>89.0 (15.9)</td>
<td>88.3 (15.6)</td>
<td>90.4 (16.7)</td>
<td>.45</td>
</tr>
<tr>
<td>Numeracy</td>
<td>3.9 (17.3)</td>
<td>3.8 (11.1)</td>
<td>4.2 (1.0)</td>
<td>.18</td>
</tr>
<tr>
<td>REALM-SF&lt;sup&gt;b&lt;/sup&gt;</td>
<td>6.1 (1.1)</td>
<td>5.9 (1.9)</td>
<td>6.6 (0.77)</td>
<td>.26</td>
</tr>
<tr>
<td>Change score</td>
<td>10.0 (13.8)</td>
<td>9.9 (13.2)</td>
<td>10.1 (15.4)</td>
<td>.96</td>
</tr>
</tbody>
</table>

<sup>a</sup>P value denotes comparison between African and European American population health utilities. This assumes that if P≤0.05, there was a significant difference in health utilities between European and African American health utilities.

<sup>b</sup>REALM-SF: Rapid Estimate of Adult Literacy in Medicine Short Form.

### End-Stage Kidney Disease Health Utilities

We assessed utilities from patients on chronic intermittent hemodialysis for 3 health states relevant to decision-making about kidney transplantation. The results are reported in Table 4 and 5 and are depicted pictorially in Figure 4. With all 3 assessment methods, means utilities were highest for transplantation with an HCV-unexposed kidney. Hemodialysis had the lowest average utility assessed with the VAS, while transplantation with an HCV-viremic kidney had the lowest utility using the TTO and SG. Looking at ranking of utilities within each patient, 47 (75%) and 39 (62%) of the patients rated transplantation with an HCV-viremic kidney lower than hemodialysis with SG utilities and TTO utilities, respectively.

### Table 4. Health utilities evaluation of race-matched vs race-mismatched video patient cohort.

<table>
<thead>
<tr>
<th>Health utilities</th>
<th>Overall, mean (SD)</th>
<th>Race-matched videos, mean (SD)</th>
<th>Race-mismatched videos, mean (SD)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Visual analog scale</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemodialysis</td>
<td>57.9 (25.9)</td>
<td>63.2 (26.7)</td>
<td>52.0 (25.3)</td>
<td>.11</td>
</tr>
<tr>
<td>Kidney transplant</td>
<td>88.2 (17.8)</td>
<td>85.2 (22.3)</td>
<td>91.5 (10.2)</td>
<td>.68</td>
</tr>
<tr>
<td>Hepatitis C-viremic kidney transplant&lt;sup&gt;b&lt;/sup&gt;</td>
<td>66.30 (27.3)</td>
<td>65.6 (27.4)</td>
<td>67.1 (27.7)</td>
<td>.94</td>
</tr>
<tr>
<td><strong>Standard gamble</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemodialysis</td>
<td>82.5 (23.1)</td>
<td>85.3 (20.5)</td>
<td>79.4 (25.6)</td>
<td>.26</td>
</tr>
<tr>
<td>Kidney transplant</td>
<td>89.0 (18.0)</td>
<td>87.4 (19.4)</td>
<td>90.7 (15.8)</td>
<td>.67</td>
</tr>
<tr>
<td>Hepatitis C-viremic kidney transplant&lt;sup&gt;b&lt;/sup&gt;</td>
<td>75.5 (28.2)</td>
<td>75.5 (29.7)</td>
<td>75.5 (26.9)</td>
<td>.68</td>
</tr>
<tr>
<td><strong>Time trade-off</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemodialysis</td>
<td>80.3 (20.5)</td>
<td>78.2 (21.0)</td>
<td>82.6 (20.0)</td>
<td>.39</td>
</tr>
<tr>
<td>Kidney transplant</td>
<td>84.8 (22.0)</td>
<td>85.4 (22.6)</td>
<td>84.2 (21.7)</td>
<td>.74</td>
</tr>
<tr>
<td>Hepatitis C-viremic kidney transplant&lt;sup&gt;b&lt;/sup&gt;</td>
<td>73.8 (28.1)</td>
<td>75.1 (27.0)</td>
<td>72.3 (29.6)</td>
<td>.76</td>
</tr>
</tbody>
</table>

<sup>a</sup>P value denotes comparison between race-matched and race-mismatch population health utilities. This assumes that if P≤0.05, there was a significant difference in health utilities between race-matched (same race) and race-mismatched (different race) health utilities.

<sup>b</sup>Health utility normalization equation: Raw hepatitis C virus utility * Kidney transplant utility = hepatitis C virus utility.
Table 5. Health utilities evaluation of the African American versus European American patient cohort.

<table>
<thead>
<tr>
<th>Health utilities</th>
<th>Overall, mean (SD)</th>
<th>African American, mean (SD)</th>
<th>European American, mean (SD)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Visual analog scale, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemodialysis</td>
<td>57.9 (25.9)</td>
<td>59.1 (27.4)</td>
<td>55.1 (22.4)</td>
<td>.38</td>
</tr>
<tr>
<td>Kidney transplant</td>
<td>88.2 (17.8)</td>
<td>86.7 (20.3)</td>
<td>91.8 (9.3)</td>
<td>.73</td>
</tr>
<tr>
<td>Hepatitis C–viremic kidney transplant&lt;sup&gt;b&lt;/sup&gt;</td>
<td>66.30 (27.3)</td>
<td>65.6 (27.4)</td>
<td>68.0 (27.8)</td>
<td>.70</td>
</tr>
<tr>
<td><strong>Standard gamble, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemodialysis</td>
<td>82.5 (23.1)</td>
<td>83.0 (25.2)</td>
<td>81.3 (17.6)</td>
<td>.22</td>
</tr>
<tr>
<td>Kidney transplant</td>
<td>89.0 (18.0)</td>
<td>88.8 (19.6)</td>
<td>89.4 (14.3)</td>
<td>.52</td>
</tr>
<tr>
<td>Hepatitis C–viremic kidney transplant&lt;sup&gt;b&lt;/sup&gt;</td>
<td>75.5 (28.2)</td>
<td>77.5 (28.5)</td>
<td>70.9 (27.5)</td>
<td>.24</td>
</tr>
<tr>
<td><strong>Time trade-off</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemodialysis, mean (IQR; SD)</td>
<td>80.3 (66.0-100.0; 20.5)</td>
<td>83.2 (75.0-100.0; 21.0)</td>
<td>73.6 (66.0-83.5; 18.2)</td>
<td>.04</td>
</tr>
<tr>
<td>Kidney transplant, mean (SD)</td>
<td>84.8 (22.0)</td>
<td>85.2 (23.8)</td>
<td>84.0 (17.7)</td>
<td>.16</td>
</tr>
<tr>
<td>Hepatitis C–viremic kidney transplant&lt;sup&gt;b&lt;/sup&gt;, mean (SD)</td>
<td>73.8 (28.1)</td>
<td>75.4 (29.7)</td>
<td>70.0 (21.0)</td>
<td>.20</td>
</tr>
</tbody>
</table>

<sup>a</sup>P value denotes comparison between race-matched and race-mismatch population health utilities. This assumes that if P ≤ .05, there was a significant difference in health utilities between race-matched (same race) and race-mismatched (different race) health utilities.

<sup>b</sup>Health utility normalization equation: Raw hepatitis C virus utility * Kidney transplant utility = hepatitis C virus utility.

Figure 4. Radar plot of the health state utilities. (A) Visual analog scale; (B) standard gamble; and (C) time trade-off. The 3 figure panels show the utilities assessed for each of the 63 patients in the study. Each panel summarizes results for the 3 different utility assessment methods. Different colors are used to represent each of the 3 health states: hemodialysis, transplantation with a hepatitis C (HCV)–unexposed kidney, and transplantation with an HCV-viremic kidney. Each number on the outside circle represents a single patient’s utility scores.
Utility assessments for transplantation with an HCV-infected kidney were carried out with anchor states of transplant with HCV-unexposed kidney as the best outcome and death as the worst outcome. We normalized these utilities to the same 0-100 scale used for the other health states by multiplying the raw utility for transplant with HCV-exposed kidney times the utility of transplant with an HCV-unexposed kidney. Normalized utility means using VAS, SG, and TTO assessments were 66.3, 75.5, and 73.8, respectively. Looking at the raw SG utility weights for transplantation with an HCV-viremic kidney, patients were willing to take a 24.5% chance of dying to avoid receiving an HCV-viremic kidney. We did not find statistically significant differences in utilities between race-matched and race-mismatched study arms. However, we did find that African Americans on average had higher utility weights than European Americans for hemodialysis evaluated with the TTO (83.2 versus 73.6, respectively; \( P = .04 \) [Mann-Whitney]).

**Discussion**

**Principal Results**

Regarding our primary study goal, we found that using our health utility assessment tool in an ambulatory community dialysis clinic setting was feasible. The entire process took approximately 1 hour per patient, with health utility assessments taking approximately 30 minutes on average. Barriers regarding home internet access may have increased the acceptability of utility assessment in the community dialysis clinic setting [27]. Many patients expressed pleasure at the opportunity to engage in a value-added activity while they were “captive” during their 3- to 4-hour dialysis session. This bodes well for plans to conduct shared decision-making visits using The Gambler II platform in these same community dialysis clinics.

**Secondary Results**

Our second goal was to collect health utilities from patients with dialysis for several ESKD health states relevant to the decision about kidney transplantation. We found a wide variation in health utilities from patient to patient. Consistent with prior studies, utilities assessed using the SG technique were higher than those determined with the VAS or TTO techniques. SG holistically incorporates risk attitude into its assessment, and since most people are risk averse, SG utilities tend to be higher [28]. Of note, there was a wide variation in utilities for transplantation with an HCV-viremic kidney, and in a few instances, patients had lower utilities for this health state than for continued hemodialysis. While mean SG utilities for transplant with an HCV-viremic kidney were lower than hemodialysis (75.5 vs 82.5), standard deviations were large (28 and 23, respectively), which further demonstrated significant differences in utility values across the patients. To this point, 30 (48%) patients had higher SG utilities for transplant with an HCV-viremic kidney compared with hemodialysis. We also explored whether there were racial differences in health state utilities between patients with African American and European American backgrounds. We found African Americans had higher TTO utilities for hemodialysis compared to their European American counterparts. One possible explanation is the phenomenon of accommodation. While quality of life may diminish markedly when patients move from a better state of health to a health state marred by chronic disease or disability, studies have shown that, over time, many patients accommodate to the new health state with an accompanying improvement in assessments of quality of life [29,30]. Indeed, in subanalyses stratified by race, African Americans had a significantly longer dialysis vintage (7.3 years) compared with European Americans (2.8 years; \( P = .04 \)).

During the testing of The Gambler II in a clinical setting, the COVID-19 pandemic interrupted patient recruitment. We performed a subanalysis on patients who enrolled after the COVID-19 interruption. We found that gender and study arm did not have a statistically significant impact on knowledge scores or utilities. Stratifying by race, we found that African Americans had higher SG utilities for all but hemodialysis (Multimedia Appendix 1). Furthermore, African Americans had higher TTO utilities for all 3 health states (Multimedia Appendix 1). African Americans had a mean utility of 87.6 for transplantation with an HCV-viremic kidney compared to a mean utility of 69.3 for European Americans (\( P = .004 \)) during the pandemic. We did not see similar differences among patients in the prepandemic cohort given the small sample size of European Americans (n=5).

To our knowledge, this is the first paper directly eliciting health utilities from patients with dialysis for transplant with an HCV-viremic kidney. Our major finding is that patients’ utilities for this outcome vary dramatically, and that for some patients, the worry and concern associated with even a successful transplant of an HCV-viremic kidney may result in a utility weight lower than their current health state of chronic intermittent hemodialysis. We found a slight negative correlation between the difference between the SG utility for transplant with an HCV-viremic kidney and hemodialysis and dialysis vintage. For patients who have a longer dialysis vintage, SG utility for transplant with an HCV-viremic kidney and hemodialysis had a negative correlation (–0.16). This means that there is a trend toward a more negative view of transplant with an HCV-viremic kidney compared with hemodialysis among patients who have been on dialysis for a longer time. We also examined how patients’ history of a failed kidney transplant may affect health utilities. We compared this patient population hemodialysis and transplant with an HCV-viremic kidney SG utilities. There was a compelling but not statistically significant trend toward a larger decrement in this value among patients with prior failed kidney transplant (–15.6 versus –5.5; \( P = .29 \)). However, our cohort only had 9 (14%) patients with a prior transplant.

Regarding our third goal, our study showed that health state videos narrated by patient actors, viewed as part of the process of assessing patients’ values and preferences for health outcomes of ESKD, can improve knowledge about these health states. On average, knowledge scores improved by 10 points between the pretest and posttest, demonstrating that these videos can educate patients about the relevant health states as a beneficial side effect of the utility assessment process. While we expected to find a positive impact of using race-matched exemplars compared to their European American counterparts, we did not see similar differences among patients.
with race-mismatched exemplars, there were no significant differences between study arms on knowledge gain. Whether our study simply lacked the power to detect a difference and whether matching patient demographics truly matters is a question for further investigation. Of note, patients watching videos narrated by African American patient actors had greater knowledge gains (median 10.0) than those viewing videos narrated by European American patient actors (median 5.0), although this was not statistically significant (P=.25).

Regardless, patients found the videos informative and impactful. Following the utility assessment process, several patients voiced their appreciation for the video descriptions of health states. Some patients even reported being moved to tears.

**Comparison With Prior Work**

Prior studies noted the potential benefits of using HCV-viremic kidneys to expand the pool of organs available to hemodialysis patients, thus reducing waiting times for transplantation and providing opportunities for transplantation in patients who might not have received a kidney otherwise. Cost-effectiveness analyses have shown the strategy to be cost-effective at a policy level for the general population of patients with ESKD [13,22]. However, none of these analyses used utility assessments from actual patients for the outcome transplant with an HCV-viremic kidney [31,32]. Given the marked patient-to-patient variability in utilities for the 3 health states we studied, patient preferences for health states must be considered in the shared decision-making process about transplantation with an HCV-viremic versus an HCV-uninfected kidney.

The Gambler II provides a consistent and efficient platform to elicit patient utilities and could be integrated into a tool to facilitate shared decision-making. One could envision such a tool that performs personalized decision analyses, using a combination of individual patient’s utilities along with clinical and demographic information needed to estimate organ waiting list times, to provide estimates of quality-adjusted survival or life expectancy with each strategy for that individual patient.

**Limitations**

Our study had some limitations. Given the demographics of the Cincinnati metropolitan area dialysis clinics in our study, it was difficult to recruit patients with European American racial backgrounds in equal numbers to those with African American backgrounds. In addition, the COVID-19 pandemic negatively impacted our total recruitment due to a pause in study activities between March and October of 2020 [23]. A possible contributing factor to utility weights for transplant with an HCV-viremic kidney being lower than hemodialysis for some patients was the way we assessed utilities for this health state separately from hemodialysis and transplant with an HCV-unexposed kidney. We wanted an explicit measure of the utility differences between transplant with an HCV-unexposed and an HCV-viremic kidney. This measure would include in the SG assessment an estimate of the willingness of patients to risk death to avoid such a transplant. However, the normalized utility values for this health state were not directly assessed compared with transplant with an HCV-unexposed kidney.

**Conclusions**

In conclusion, we found that it is feasible to use a computer platform to assess patients’ utilities for health states related to ESKD in ambulatory community dialysis clinics. Furthermore, we demonstrated that utility weights vary dramatically from person to person. These findings have implications for the future development of shared decision-making tools to aid clinicians and their patients with the challenging question of whether to accept transplantation with HCV-viremic kidneys in patients to reduce waiting times and decrease time spent on hemodialysis. This decision will depend upon both expected organ–waiting list times for HCV-unexposed and HCV-exposed kidneys and individual patient’s values and preferences for these relevant health states.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
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</tr>
</thead>
<tbody>
<tr>
<td>DCI</td>
<td>Dialysis Center Inc</td>
</tr>
<tr>
<td>ESKD</td>
<td>end-stage kidney disease</td>
</tr>
<tr>
<td>HCV</td>
<td>hepatitis C virus</td>
</tr>
<tr>
<td>HUA</td>
<td>health utility assessment</td>
</tr>
<tr>
<td>REDCap</td>
<td>Research Electronic Data Capture</td>
</tr>
<tr>
<td>SDM</td>
<td>shared decision-making</td>
</tr>
<tr>
<td>SG</td>
<td>standard gamble</td>
</tr>
<tr>
<td>TTO</td>
<td>time trade-off</td>
</tr>
<tr>
<td>VAS</td>
<td>visual analog scale</td>
</tr>
</tbody>
</table>
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Abstract

Background: Young Black women between the ages of 18 and 24 years are disproportionately impacted by HIV, yet they have a low self-perception of HIV risk and limited exposure to prevention strategies. Pre-exposure prophylaxis (PrEP) is a safe and effective biomedical HIV prevention strategy for those at risk for HIV infection, but uptake has been slow among cisgender women. Family planning clinics are a primary source of health care access for young women, providing an ideal opportunity to integrate PrEP information and care into existing clinic practices.

Objective: The aim of this study was to use a multistage, community-engaged process to develop a mobile health app and to evaluate the feasibility and acceptability of the app.

Methods: Using user-centered design, the In the Loop app was developed in collaboration with a community advisory board of young Black women. This study employed a multistage design, which included community-engaged app development, user testing, and evaluation of the app’s feasibility and acceptability. A pre- and postdesign was used to assess the impact of the app on PrEP knowledge immediately after app use. Descriptive statistics (eg, mean, SD, and percentage values) were used to describe the sample, and Wilcoxon matched-pairs signed-ranks test was used to detect changes in PrEP knowledge before and immediately after using the app.

Results: A total of 50 sexually active, young Black women, aged 18-24 (mean 21, SD 1.9) years, were enrolled in this study. Analysis comparing scores before and immediately after use of the app revealed a significant increase in PrEP content knowledge scores on a 7-item true or false scale ($z=–6.04$, $P<.001$). Overall, participants considered the In the Loop app feasible and acceptable to use while waiting for a family planning visit. The majority of participants (n=46, 92%) agreed that they would recommend In the Loop to friends to learn more about PrEP. Participants rated the overall quality of the app 4.3 on a 1-5 scale (1=very poor and 5=very good). Of 50 participants, 40 (80%) agreed that the app was easy to use, and 48 (96%) agreed that they found the information in the app easy to understand. Finally, 40 (80%) agreed that they had enjoyed using the app while waiting for their family planning visit.

Conclusions: Our findings suggest that young Black women waiting for family planning visits found the In the Loop app to be feasible and acceptable. This study demonstrates the value of engaging young Black women in the app design process. As family planning clinics are a primary source of health care access for young women, they provide an ideal setting to integrate PrEP information and care into existing clinic practices. Next steps in the development of the In the Loop app include implementing
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user-suggested improvements and conducting efficacy testing in a randomized controlled trial to determine the app’s impact on PrEP uptake.
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Introduction

Approximately 23% of all people living with HIV in the United States are cisgender women, and women accounted for 19% of new infections in 2018 [1]. The majority (87%) of HIV infections among women are due to heterosexual sex [1]. Black women are disproportionately impacted by HIV, with an 18-fold higher risk of acquiring HIV compared to White women [2]. In Chicago, 85.9% of new HIV infections among women occur among non-Hispanic Black women [3]. In particular, young Black women aged 18-24 years often have multiple co-occurring risk factors (eg, high HIV density in sexual networks, concurrent sexual partners, experiences of violence, substance use, and sex partners with incarceration history), yet they have a low self-perception of HIV risk, complicating HIV prevention efforts [3-7].

Pre-exposure prophylaxis (PrEP) is a safe and effective biomedical HIV prevention strategy for those at risk for HIV infection, including young Black women [8,9]. PrEP has the advantage over other prevention interventions of allowing women to have autonomy and control over their sexual health because it does not require a sexual partner’s permission or cooperation for use [10]. However, women make up a disproportionately low percentage of PrEP users in the United States [11]. The Centers for Disease Control and Prevention estimates that 468,000 women in the United States are eligible for PrEP, but only 19,000 women have ever been prescribed PrEP [11-13]. From 2014 to 2016, only 2% of women who have indication for PrEP received a prescription, and women accounted for less than 5% of all PrEP users in 2016 [10].

Chicago is a leading city in PrEP implementation, but uptake of PrEP among women is extremely low. For example, of the patients who have initiated PrEP in sexually transmitted infections (STI) clinics of the Chicago Department of Public Health, only 1.5% are women [2,14]. Known individual-level barriers to PrEP uptake among women include low rates of PrEP knowledge, low perceived risk of HIV acquisition, and lack of awareness of how and where to access PrEP [2,14]. Increasing knowledge, risk perception, awareness, and uptake of PrEP among young Black women who may be at an increased risk for HIV are key public health interventions that have the potential to reduce new HIV infections.

Family planning clinics are primary sources of health care access for young women, providing an ideal opportunity to integrate PrEP information and care into existing clinic practices [16,17]. A total of 60% of women, including young Black women, consider family planning clinics their primary source of medical care, with 40% indicating it is their only source of health care [17]. In 2018, Title X family planning clinics served over 3.9 million patients, most of whom were young (63%), female (87%), and had low income (65%) [18]. Over 1 million HIV tests were performed in Title X clinics in 2018, establishing a precedent for receiving HIV prevention services at family planning clinics [18]. Optimizing PrEP awareness via integration with family planning services has the potential to increase PrEP uptake and impact incidence on a population level, but it has not yet been fully explored or implemented.

The ubiquitous nature of new digital media, characterized by its adaptability and interactivity, offers opportunities to disseminate confidential information to adolescents in a relevant, youth-friendly format. Mobile health (mHealth) approaches have been proven to be most impactful when integrated into existing health system functions, rather than as stand-alone solutions [19,20]. Given the limited provider time per patient, brief theory-driven mHealth intervention models delivered in family planning clinics waiting rooms have the potential to aid patients in increasing knowledge, informing decision-making, and framing questions to providers [21-23].

Researchers have identified the lack of tailored apps for minority communities as an ongoing challenge in digital media intervention [24,25]. To date, no studies have been conducted to design, target, and promote an mHealth intervention to enhance HIV risk assessment, increase PrEP knowledge, and influence PrEP uptake among young Black women within a family planning setting. Patients prefer health information to be interactive [26]; a waiting room–based mHealth intervention uses a current missed opportunity to enhance HIV risk assessment and provide patient education about PrEP, and it has the potential for high impact [22,23]. This pilot study is the first step in designing and implementing an mHealth HIV prevention and PrEP promotion intervention tailored for young Black women.

Methods

This pilot study employed a multistage design that included community-engaged app development, user testing, and evaluation of the app’s feasibility and acceptability.

Ethics Approval

All procedures were approved by the Institutional Review Board at Lurie Children’s Hospital and the University of Chicago (2018-2189).

Setting

The 2017 rate (27.9 per 100,000 population) of HIV infection diagnoses in Chicago is approximately 2.5 times higher than the national rate, and the prevalence rate for Chicago (827.9 per 100,000 population) is nearly 3 times the national rate [27]. Community areas on the West and South sides of Chicago represent a concentrated HIV epidemic, with HIV prevalence among non-Hispanic Black women [3].
consistently over 5% [3,27]. The study recruitment site was a Planned Parenthood Illinois clinic that is located centrally within the city and serves predominantly patients of color.

**In the Loop App Prototype Development**

A community advisory board (CAB) of 9 young Black women was formed to guide and tailor content of the app prototype. CAB participants were recruited through partner agencies, email listservs, and flyers posted throughout the community. Recruitment flyers included information about the project, participation expectations, and learning opportunities (ie, the app design process). Our goal was to have a group of 8-10 young women who met the inclusion criteria for the larger pilot study to participate in the CAB. CAB members were provided with a US $50 incentive for each 2-hour meeting they attended.

Guided by user-centered design and the information systems research frameworks, the study team conducted relevance, rigor, and design cycles to refine and adapt an existing prototype app called miPrEP [28]. The miPrEP app was developed to increase PrEP knowledge and engagement among young Black men who have sex with men [29]. The CAB conducted 4 design sprints over a 3-month period; sessions were guided by generating app content and approving mock-ups (ie, iterative design process). In the rigor cycle, the CAB members met and reviewed the available components of the miPrEP app. The miPrEP app contained basic PrEP information, as well as a video about how PrEP works in the body. The study team identified and presented additional health-based apps to the CAB for review. Existing content and desired features of an adapted sexual health app were discussed and ranked. Finally, features and content were identified for inclusion and tailoring for the In the Loop prototype. In the design cycle, a low fidelity prototype was developed. Paper and pencil mock-ups were used to design the visual assets, video content, and text materials. The prototype of In the Loop was created using paper models to represent each intervention component and a Google slide deck to demonstrate app navigation and flow. All elements were iteratively revised with the CAB until there was consensus on the content, quantities, and the form of the app.

**User Testing and Pilot Evaluation**

Potential participants were recruited from a Planned Parenthood clinic waiting room and, if interested and eligible, they completed informed consent and the study procedures. Participants were eligible if they (1) reported being cisgender women; (2) identified as African American or Black; (3) were English speakers; (4) were aged 18-24 years (inclusive); (5) reported vaginal or anal sex with a male partner within the past 6 months; (6) were seeking testing or treatment for a sexually transmitted infection, or seeking contraception or abortion services; (7) self-reported being HIV-negative; (8) were not currently pregnant; and (9) were neither currently taking PrEP as HIV prevention nor intending to initiate PrEP at the current clinic appointment.

A pre- and postdesign assessment was used in this pilot study to evaluate the impact of the app on PrEP knowledge immediately after using the app. PrEP knowledge was measured via 7 true or false items that were selected based on use in previous studies with cisgender women [14,30]. Other study aims were to assess usability, including basic feasibility and acceptability of the app prototype among young Black women. Usability was assessed through open-ended questions that asked participants their opinion about the app (eg, “what did you like about using In the Loop while waiting for your appointment?”) and “what information would you add to In the Loop app?”) and ways to improve the app (eg, text or graphic display, navigation, and content). Acceptability of In the Loop was evaluated using a series of 9 items derived from an abbreviated acceptability rating scale used in prior research [31]. Participants used a 5-point Likert scale (1=strongly disagree and 5=strongly agree) to rate the extent to which they agreed with each acceptability statement (eg, “I found the information in the app easy to understand and comprehend”). The measure was administered at the immediate postintervention assessment. Overall interest in using mHealth for sexual health was measured via a 7-item scale based on previous research with adolescents (eg, “how likely are you to download a sexual health mobile phone app?”) [32-34]. Finally, participants were asked about preferences toward emerging modalities of PrEP, specifically their interest in a vaginal ring, implant, or injection, or PrEP combined with birth control [35].

**Analysis**

Descriptive statistics (eg, mean, SD, and percentage values) were used to describe the sample, and Wilcoxon matched-pairs signed-ranks test was used to detect changes in PrEP knowledge before and immediately after using the app [36]. Open-ended responses were recorded verbatim and were thematically coded by the first author (AKJ), following a standardized procedure [37]. Each open-ended response was read twice, themes were then created based on response content, and each response was coded into one of 4 main themes. If the response contained more than one theme, it was coded as having both themes.

**Results**

**Participant Characteristics**

The In the Loop prototype was evaluated from July 2019 through August 2019. A total of 50 sexually active, young Black women aged 18-24 (mean 21, SD 1.9) years were enrolled in the study. Initially, a total of 139 individuals were screened, with 62 being eligible; of those eligible, 50 (81%) enrolled and completed the study visit (Figure 1).
Of the 50 participants, 23 (46%) reported being current students, with 21 (42%) participants reporting their highest level of education as some college education, 19 (38%) as high school graduate, and 9 (18%) of them reported having completed college (Table 1). The majority of participants (n=37, 74%) were employed either full- or part-time. To characterize potential social determinants of health that impact HIV transmission, participants reported whether they had ever received government assistance (n=19, 38%) and whether they had ever been homeless (n=11, 22%).

A total of 44 (88%) participants reported identifying as straight or heterosexual, and 6 (12%) reported their sexual orientation as bisexual. In terms of sexual behavior, the majority (n=42, 84%) reported having 1 sex partner in the past 3 months. Inconsistent condom use was common, with 43 (86%) participants reporting sometimes or never using condoms during vaginal sex; 9 (18%) participants reported having sex with a person whose HIV status they did not know; 6 (12%) of them had a recent STI diagnosis, and 24 (48%) had experienced an unplanned pregnancy.
Table 1. Participant characteristics (N=50).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>21 (1.9)</td>
</tr>
<tr>
<td>Sexual orientation, n (%)</td>
<td></td>
</tr>
<tr>
<td>Straight</td>
<td>44 (88)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Hispanic or Latina ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>47 (94)</td>
</tr>
<tr>
<td>Yes</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>1 (2)</td>
</tr>
<tr>
<td>High school or General Education Diploma</td>
<td>19 (38)</td>
</tr>
<tr>
<td>Some college or Associate of Arts degree</td>
<td>21 (42)</td>
</tr>
<tr>
<td>Completed college or Bachelor of Arts degree</td>
<td>9 (18)</td>
</tr>
<tr>
<td>Current student, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>23 (46)</td>
</tr>
<tr>
<td>No</td>
<td>27 (54)</td>
</tr>
<tr>
<td>Received government aid, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>19 (38)</td>
</tr>
<tr>
<td>No</td>
<td>29 (58)</td>
</tr>
<tr>
<td>Unsure</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>13 (26)</td>
</tr>
<tr>
<td>Part-time</td>
<td>23 (46)</td>
</tr>
<tr>
<td>Full-time</td>
<td>14 (28)</td>
</tr>
<tr>
<td>Ever been homeless, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>11 (22)</td>
</tr>
<tr>
<td>No</td>
<td>39 (78)</td>
</tr>
<tr>
<td>Sexual behavior in the past 3 months, n (%)</td>
<td></td>
</tr>
<tr>
<td>1 sex partner</td>
<td>42 (84)</td>
</tr>
<tr>
<td>2 or more sex partners with no overlap</td>
<td>6 (12)</td>
</tr>
<tr>
<td>2 or more sex partners with overlap</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Condom use in vaginal sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Always</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>25 (50)</td>
</tr>
<tr>
<td>Never</td>
<td>18 (36)</td>
</tr>
<tr>
<td>Condom use in anal sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Always</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Never</td>
<td>5 (10)</td>
</tr>
<tr>
<td>Did not have anal sex</td>
<td>40 (80)</td>
</tr>
<tr>
<td>Had sex with a person whose HIV status you did not know, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9 (18)</td>
</tr>
<tr>
<td>No</td>
<td>41 (82)</td>
</tr>
</tbody>
</table>
PrEP Knowledge

Prior to using the app, 30 (60%) participants reported having “never heard of PrEP” and 44 (88%) considered themselves as “very unlikely or unlikely” at risk for HIV based on their current sexual behaviors. Analysis comparing scores before and immediately after using the app revealed a significant increase in PrEP content knowledge scores on a 7-item true or false scale. Total mean scores improved from 2.8 (SD 1.2) prior to using the app to 4.9 (SD 1.4) immediately after using the app (z = –6.04, P < .001). In item-by-item analysis, 4 of 7 items showed statistically significant improvements from before to immediately after app use (Table 2). After using the app, 13 (26%) participants reported they were “very likely” to start PrEP in the next 3 months, and 46 (92%) participants agreed with the statement “PrEP is a good option for HIV prevention for young women like me.”

In the immediate postsurvey, participants were asked whether they were interested in other PrEP modalities (Figure 2), including vaginal ring, implant, or injection, or PrEP combined with birth control. The most frequently endorsed mode was a dual method option with PrEP and birth control combined; 39 (78%) participants endorsed this option.

Table 2. Pre-exposure prophylaxis (PrEP) knowledge before and immediately after use of the app (N=50).

<table>
<thead>
<tr>
<th>True or false items</th>
<th>Negative ranks, n (%)</th>
<th>Ties, n (%)</th>
<th>Z scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>PrEP can be bought over the counter without a prescription</td>
<td>6 (12)</td>
<td>39 (78)</td>
<td>–0.63</td>
</tr>
<tr>
<td>PrEP needs to be taken daily in order to be effective</td>
<td>13 (26)</td>
<td>36 (72)</td>
<td>–3.60^a</td>
</tr>
<tr>
<td>PrEP is only recommended for gay and bisexual men</td>
<td>42 (84)</td>
<td>7 (14)</td>
<td>–6.48^a</td>
</tr>
<tr>
<td>PrEP can be used to prevent infection after being exposed to HIV</td>
<td>29 (58)</td>
<td>20 (40)</td>
<td>–5.39^a</td>
</tr>
<tr>
<td>PrEP can be taken by both men and women to prevent HIV infection</td>
<td>4 (8)</td>
<td>44 (88)</td>
<td>–1.34</td>
</tr>
<tr>
<td>You need to be at least 18 years of age to get PrEP</td>
<td>11 (22)</td>
<td>37 (74)</td>
<td>–2.89^a</td>
</tr>
<tr>
<td>Only HIV doctors can prescribe PrEP</td>
<td>9 (18)</td>
<td>37 (74)</td>
<td>–1.73</td>
</tr>
</tbody>
</table>

^aP < .001.
**Technology Use for Sexual Health**

When participants were asked about interest levels in using technology as part of sexual health care, 22 (44%) indicated they were very interested, and 21 (42%) reported being somewhat interested. A total of 31 (63%) indicated they were very interested in using a mobile app for sexual health education, 10 (21%) indicated they were somewhat interested, and 8 (16%) indicated no interest. Just over half (n=26, 52%) of the sample reported being very interested in receiving sexual health reminders via email (n=29, 57%) or text message (n=25, 51%). Finally, only 17 (35%) participants reported being very interested in learning about sexual health topics via internet games.

**In the Loop App Acceptability and Usability**

Overall, participants considered the *In the Loop* app feasible and acceptable to use while waiting for a family planning visit. More specifically, 46 (92%) participants agreed that they would recommend *In the Loop* to friends to learn more about PrEP. Participants also reported that they liked using the app—rated 4.6 on a scale from 1 (strongly disagree) to 5 (strongly agree). Participants rated the overall quality of the app 4.3 on a scale from 1 (very poor) to 5 (very good); 40 (80%) participants agreed that the app was easy to use, and 48 (96%) agreed that they found the information in the app easy to understand. Finally, 40 (80%) agreed that they had enjoyed using the app while waiting for their family planning visit.

Participants were also asked to provide open-ended feedback on improvements that could be made to the app, which were summarized into four different themes to inform future refinement: increasing interactive components, refining app navigation, refining app aesthetics, and increasing sexual health and HIV prevention information (Table 3). Finally, participants responded to an open-ended question providing insight to their favorite parts of the app, including liking the fact that the main character is a young Black woman (“I liked that it was relatable. I liked that there was a character that looked like me” [participant ID, ie, PID 66]), that it did not require a lot of time to use (“It was quick. Wasn’t long. Wasn’t boring” [PID 15]), and that it was private or confidential (“Private on the iPad” [PID 50]).

Two functional bugs were identified in testing the app with users. The first bug caused a video to stall if the navigate back button was pushed; the second bug caused an incorrect follow-up prompt to be displayed. Both bugs, once identified, were remedied.
Table 3. Suggested app improvements.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Illustrative quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increase interactive components</td>
<td>• “It was kind of wordy. They should highlight words, so it won’t look like a whole paragraph. The paragraph is intimidating. Should be more interactive.” [PID 71]</td>
</tr>
<tr>
<td>Refine app navigation</td>
<td>• “Pointing out things, like for each section, so they know what they can press and where to move on, or how to leave the video.” [PID 60]</td>
</tr>
<tr>
<td>Refine app esthetics</td>
<td>• “The blue is okay, but add more bright colors...like when you are navigating change the colors up.” [PID 82]</td>
</tr>
<tr>
<td>Increase sexual health and HIV prevention</td>
<td>• “Add place that people can go to get STI testing or on PrEP. Like if you want to go somewhere else you put in your zipcode and go.” [PID 28]</td>
</tr>
<tr>
<td></td>
<td>• “More about mechanisms or each birth control option; how some of these birth controls are inserted; how does it work?” [PID 16]</td>
</tr>
</tbody>
</table>

\(^a\)STI: sexually transmitted infection.
\(^b\)PrEP: pre-exposure prophylaxis.

Discussion

Principal Findings

This study demonstrates that using an app in a family planning clinic waiting room is feasible and acceptable to young Black women. As family planning clinics are primary sources of health care for young Black women, integrating PrEP services into their practices is a critical component of comprehensive reproductive health care. Further, providing high-quality, confidential information via an mHealth app while waiting for clinic visits makes the most of a current missed opportunity. The In the Loop app is an innovative strategy to engage young Black women in HIV prevention.

In the Loop followed key tenets of developing effective mHealth interventions, including incorporating ease of modification and tailoring to the target population. Our team, in collaboration with young Black women, modified the content of an existing PrEP knowledge app and tailored it to be specific to the needs of the target population. Through user testing, we identified and addressed 2 bugs in the app. Finally, we gathered feedback on further refinements such as increasing the interactive components and refining the app navigation. The majority of participants were interested in using technology as part of sexual health care, with an app being the most popular mode of technology selected.

Comparison With Prior Work

Cordova et al [38] designed and evaluated an mHealth intervention—Storytelling 4 Empowerment—to provide HIV, STI, and drug abuse prevention information to adolescents in primary care waiting rooms. In the acceptability pilot, participants reported approval of using down time while waiting for clinic visits; however, they also highlighted the need for privacy in shared spaces. Participants recommended privacy covers over tablets. In our pilot study, participants noted that the app felt private and did not raise concerns over privacy of participating in an mHealth app in a family planning clinic waiting room; nevertheless, it should be considered best practice to use privacy screens on tablets as recommended by Cordova et al [38].

In a systematic review, Chávez et al [39] highlighted the fact that apps tailored to adolescents’ specific race, ethnicity, and gender identity demonstrated stronger effects on health behavior compared to apps that were not tailored. Results from our community-engaged app development demonstrated high levels of app acceptability among the target population. Not only is the tailoring of mHealth important to success, but also the inclusion of the target population in mHealth development is critical for ensuring salience and acceptability.

In a 2020 systematic review of mHealth strategies to promote PrEP uptake, only 1 app was identified that was tailored specifically for young women; it was designed for those aged 11-14 years in Western Kenya [40,41]. No apps were identified that were tailored for young Black women in the United States. The results of the review highlight the need for mHealth strategies designed specifically to meet the needs of young Black women. We believe that our app will help to fill this gap.

Limitations

Results of this pilot study must be interpreted in light of several limitations. First, the app was tailored exclusively for young Black women in a single urban setting, and thus our results cannot be generalized to other populations of young Black women. Further, the intervention was tailored for young Black women who have sex with men; further research is needed to tailor the intervention for young Black women who have sex with women or transgender and gender-diverse individuals. Second, the high positive rating of the app may be biased due to social desirability. We attempted to mitigate the effect of this bias by using computer-assisted questionnaires. Finally, although In the Loop was found to be acceptable and feasible, and to have an immediate impact on PrEP knowledge, future studies are needed to determine the sustained effect of the app on PrEP knowledge and to determine whether the app can improve PrEP uptake. Our results are limited, as they reflect prescores and immediate postscores without randomization; future studies should use randomization and assess durable effects of the intervention. Despite these limitations, this formative research may help guide future design and implementation of mHealth
interventions in family planning settings, optimizing their chances for success.

Conclusions
Overall, our findings suggest that young Black women waiting for family planning visits found In the Loop to be feasible and acceptable. Further, this study demonstrates the value of engaging young Black women in the design process. As family planning clinics are primary sources of health care access for young women, they provide an ideal setting to integrate PrEP information and care into existing clinic practices. mHealth approaches can be scaled rapidly with fidelity. Future studies should evaluate the efficacy and durability of the In the Loop app in improving PrEP knowledge and uptake among PrEP-eligible young Black women.
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Abstract

Background: Smoking cessation smartphone apps have emerged as highly accessible tools to support smoking cessation efforts. It is unknown how specific app features contribute to user engagement over time and relate to smoking outcomes.

Objective: To provide a feature-level analysis of the Smiling Instead of Smoking app (version 2) and to link feature use to subsequent smoking cessation.

Methods: Nondaily smokers (N=100) used the app for a period of 49 days (1 week before quitting and 6 weeks after quitting). Participants self-reported 30-day point-prevalence abstinence at the end of this period and at a 6-month follow up (the survey response rate was 94% and 89% at these points, respectively). Self-reported 30-day point prevalence abstinence rates were 40% at the end of treatment and 56% at the 6-month follow up. The app engaged users in both positive psychology content and traditional behavioral smoking cessation content. The app sent push notifications to prompt participants to complete prescribed content (ie, a “happiness exercise” every day and a “behavioral challenge” to use the app’s smoking cessation tools on 15 out of 49 days). Actions that participants took within the app were timestamped and recorded.

Results: Participants used the app on 24.7 (SD 13.8) days out of the 49 prescribed days, interacting with the happiness content on more days than the smoking content (23.8, SD 13.8 days vs 17.8, SD 10.3 days; t₉⁹=9.28 [2-tailed]; P<.001). The prescribed content was frequently completed (45% of happiness exercises; 57% of behavioral challenges) and ad libitum tools were used on ≤7 days. Most participants used each ad libitum smoking cessation tool at least once, with higher use of personalized content (≥92% used “strategies,” “cigarette log,” “smoke alarms,” and “personal reasons”) than purely didactic content (79% viewed “benefits of quitting smoking”). The number of days participants used the app significantly predicted 30-day point-prevalence abstinence at the end of treatment (odds ratio [OR] 1.05, 95% CI 1.02-1.09; P=.002) and at the 6-month follow up (OR 1.04, 95% CI 1.008-1.07; P=.01). The number of days participants engaged with the happiness content significantly predicted smoking abstinence at the end of treatment (OR 1.05, 95% CI 1.02-1.08; P=.002) and at the 6-month follow up (OR 1.04, 95% CI 1.007-1.07;
Conclusions: Greater app usage predicted greater odds of self-reported 30-day point-prevalence abstinence at both the end of treatment and over the long term, suggesting that the app had a therapeutic benefit. Positive psychology content and prescriptive clarity may promote sustained app engagement over time.

Trial Registration: ClinicalTrials.gov NCT03951766; https://clinicaltrials.gov/ct2/show/NCT03951766

(JMIR Form Res 2022;6(7):e38234) doi:10.2196/38234
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Introduction

Mobile technologies have recently emerged as highly accessible support tools for health behavior change and mental health promotion. This has been particularly true for smoking cessation, with notable increases in the use of [1,2] and referral to [3] mobile technologies designed to support quitting. User engagement with smartphone apps, however, represents a critical challenge. It has been estimated that less than 5% of apps continue to be used 15 to 30 days after the initial app download [4]. Note that to our knowledge, a standardized operational definition of app engagement has not yet been established [5]; throughout this paper, we use the term “app engagement” to denote user behavior, that is, an app user interacting with the app’s user interface.

App engagement is important for several reasons. First, it is through interaction with an app that app users engage in therapeutic activities. Such engagement can take different forms. An app may present information, provide a tool or behavior change strategy, assign homework, or prompt the app user to take specific actions (eg, call a clinician) [1]. It can be assumed that the more app users interact with the app, the more they will engage in thoughts, feelings, and actions that are believed to be beneficial to their smoking cessation goal. This logic is consistent with findings across the eHealth literature demonstrating that greater engagement with eHealth tools (eg, websites) is associated with more favorable outcomes related to smoking cessation [6-8].

A critically useful feature of smartphone apps is their potential utility in providing sustained support over time. Several studies suggest that extending behavioral support helps smokers remain abstinent in the long term, with longer treatments lasting 8 to 12 weeks [9-11]. If longer treatment is better, the next question is what app users should be doing within a smoking cessation app. The vast majority of publicly available smoking cessation apps focus on simple tools: calculators to track money saved and health benefits accrued or calendars to track the days until or since the chosen quit day [1]. The apps provided on Smokefree.gov, a recommended mHealth referral site for treating smokers in health care settings [3], are more sophisticated. They offer a variety of tools and trackers (eg, time-based and GPS-based reminders to abstain from smoking at high-risk times or in high-risk locations and daily tips and milestone achievement badges) while also providing tailored feedback for overcoming urges to smoke due to cravings and mood states. These apps are able to capture the initial engagement of a very large number of smokers (there are over 25,000 and 13,000 users to date for QuitGuide and quitSTART, respectively) [12]. It is unclear, however, to what extent and how these apps sustain engagement over time.

A new generation of smoking cessation apps is emerging. In such apps, there are additional ways that smoking cessation is supported. The nature of these approaches varies widely from app to app, including contingency management [13,14], motion-sensor detection of smoking [15], carbon monoxide level monitoring [16], using gaming to engage smokers in skills practice [17] or other activities promoting smoking cessation [18], promoting nicotine replacement therapy adherence [19], prescribing bouts of physical activity [20], mindfulness training [21], and acceptance and commitment therapy (ACT) [22,23]. Most of these apps are in the early stages of development, and study protocols have been published, but the studies are ongoing. A handful of pilot feasibility studies exist, only a few of which offer insight into app usage over time. App usage ranged from 7 days for a smartphone app using a gamification approach to smoking cessation [18], to 34 and 32 days, respectively, in a pilot randomized control trial that compared an ACT-based app to the National Cancer Institute (NCI)’s app QuitGuide [22]. The largest randomized trial to date reported 24 days of app use for the app iCanQuit, an ACT-based smoking cessation app, compared to 7 days of use for an earlier version of NCT’s QuitGuide, a version that was largely text-based and did not include trackers or tools [23].

In this paper, we present a feature-level analysis of app usage over time of the Smiling Instead of Smoking (SiS) app. To our knowledge, this is only the second research project that links feature-level app use to subsequent smoking cessation. The first such project provided a feature-level analysis of the app SmartQuit [24], an early version of iCanQuit [23]. The feature-level analysis of SmartQuit [24] indicated that the use of 3 features was prospectively linked to smoking cessation at follow up; 2 of these features were ACT focused (ie, tracking ACT skills practice and tracking the practice of letting urges pass); the remaining feature was a traditional US Clinical Practice Guidelines (USCPG) feature (ie, viewing the quit plan) [24]. In that analysis, the team noted little overlap between the
The app we are examining in this paper, the SiS app, was developed specifically for nondaily smokers [25-27]. Nondaily smoking is a widespread, increasingly prevalent pattern of smoking. Currently, 24.3% of all adult smokers smoke on a nondaily basis [28], which constitutes a 27% increase over the past decade [29]. Despite such prevalence, particularly in ethnic minority groups [30-34] and vulnerable populations, such as persons with mental health and substance use challenges [35], behavioral and pharmacological recommendations for nondaily smoking remain unaddressed in clinical practice guidelines [36]. Nicotine replacement therapies have been tried but so far have failed to show efficacy in achieving smoking abstinence in nondaily smokers [37,38], in line with a lack of interest among nondaily smokers in pharmacotherapy for smoking cessation [39,40]. Nondaily smokers are, however, highly motivated to quit smoking. Compared to daily smokers, they have greater current intentions to quit smoking [31,41,42] and more recent and planned cessation efforts [42-45]. These factors point to the utility of behavioral support, which can be delivered effectively via smartphone technology.

The therapeutic goal of the SiS app is to maintain positive affect while smokers undergo a quit attempt. Positive affect often decreases during a quit attempt [46], as smokers struggle with cravings and adjusting to a smoke-free life. Indeed, recently, a decrease in positive affect has been suggested as a new symptom of tobacco withdrawal, based on data from 24 trials involving 2054 participants showing a medium effect size (Cohen’s d=−0.40) for an overall decrease in positive affect [47]. Maintaining positive affect during this time, however, may be especially beneficial, because greater positive affect is associated with increased self-efficacy to quit smoking [48], decreased desire to smoke [49,50], and greater readiness to process self-relevant health information [51], all of which are constructs highlighted in dominant health behavior theories as causals agents in successful behavioral change [52-56].

Smoking cessation apps can deliver a wide array of content, but users must engage with the information to benefit. The SiS app engages users in short, daily exercises to boost their positive affect. This boost in positive affect is intended to increase their readiness to engage in the smoking cessation materials provided in the app [51]. Moreover, completing happiness-boosting exercises is intrinsically rewarding, in and of itself. Having rewarding experiences while using the app may, in turn, entice app users to return to the app on subsequent days. This dynamic is evident across a diversity of settings, and positive psychology interventions have been found to be highly appealing to patients [57], resulting in better treatment adherence [58,59] and engagement [60].

In the initial study of version 1 of the SiS app (N=30), the “happiness exercises” appeared to be a driving factor in app engagement [26]. In this paper, we are examining app usage of participants in a larger trial, using version 2 of this app. The overall app usage was quite high, with smokers using the SiS app for an average of 24 days within the prescribed period of 49 days [27]. Using these data, our goals were to (1) describe how nondaily smokers used the app and (2) test if app usage patterns (ie, any app use, use of happiness content, and use of smoking content) during the prescribed treatment period predicted smoking abstinence (ie, self-reported 30-day point-prevalence abstinence [PPA]) at the end of treatment and at a 6-month postquit follow up.

**Methods**

**Participants**

In this secondary data analysis, we examined app usage data from 100 adult nondaily smokers participating in a single-arm study. The eligibility criteria for the study were as follows: age at least 18 years, nondaily smoking habit (ie, smoking at least weekly but no more than 25 out of the past 30 days), smartphone ownership (Android or iPhone only), willingness to make a quit attempt as part of the study, willingness to name friends and family members who could help study staff with updating contact information for follow-up assessments, and fluency in the English language. Note that our operational definition of nondaily smokers was designed to include the majority of nondaily smokers while targeting nondaily smokers who would routinely engage in nondaily smoking and thus might benefit from an app providing continuous support, and nondaily smokers who were not too close to being daily smokers. We have kept this operational definition consistent across our studies on nondaily smokers [26,40]. Nationally representative data at the time suggested that it would include 72% of nondaily smokers [31]. Participants who completed a baseline survey and who were successfully onboarded to the app via phone were included in this secondary data analysis. The average age of participants was 35.9 (SD 11.4) years. More than half (61/100, 61%) were female, and the majority were white (75/100, 75%) and employed (63/100, 63%), either full-time (44/100, 44%) or part-time (19/100, 19%). Thirty-eight participants (38/100, 38%) had a college degree or higher. Most had previously smoked daily (70/100, 70%). Typically, approximately half of nondaily smokers are former daily smokers [61-63]. Most participants had previously tried to quit smoking (77/100, 77%), a rate that was slightly higher than that reported by nondaily smokers in the 2000 National Health Interview Survey, in which 65% reported having tried to quit [42]. Participants smoked on average on 14.7 (SD 4.6) days out of the past 30 days and smoked 4.6 (SD 3.3) cigarettes per smoking day. Half had tried e-cigarettes (57/100, 57%).

**Procedures**

Recruitment occurred between June and November 2019. Participants were recruited nationwide using online resources. After screening, participants completed an onboarding phone call with study staff, during which they were guided through downloading, installing, and using the app. This onboarding phone call marked the beginning of the treatment period: participants were instructed to use the app for the subsequent 49 days. The onboarding call was scheduled to occur 1 week prior to the participants’ chosen quit day, so that the prescribed app use period covered 1 week before and 6 weeks after the initial quit day (participants could reschedule their quit day within the app). App usage for all participants was recorded by...
the app. Participants also completed online surveys 2, 6, 12, and 24 weeks after the initial quit day, with response rates of 96/100 (96%), 96/100 (96%), 94/100 (94%), and 89/100 (89%), respectively.

Ethics Approval
The study procedures were approved by the Mass General Brigham Institutional Review Board (2018P002699) and are detailed elsewhere [27]. The trial has been registered on ClinicalTrials.gov (NCT03951766).

Outcomes

App Utilization
Actions that participants took within the app were timestamped by the app and recorded on a secure server. From these data, we coded the number of days participants used certain features of the app and the percentage of participants who used that feature at least once after onboarding.

Smoking Cessation
In online surveys, participants were asked to indicate their smoking status using the following options: “I smoke daily,” “I smoke nondaily (and have smoked in the past 7 days),” “I smoke nondaily (but have NOT smoked in the past 7 days),” and “I do not smoke at all.” Participants who reported not smoking at all were then asked if they had been completely abstinent since their originally chosen quit day, during the past 7 days, and during the past 30 days. From this, we coded 30-day PPA at the end of treatment and at the 6-month follow up.

Description of the SiS App
Version 2 of the SiS app (Figure 1) engaged app users in both positive psychology content designed to maintain their positive affect and traditional behavioral smoking cessation content to guide their quit attempt. During onboarding, study staff walked participants through the app and how to use it. They started with the happiness content, including showing the participants the specific buttons that explained the positive psychology framework used by the app (ie, the buttons labeled “why happiness” and “why this exercise”). These buttons were prominently displayed when engaging in the positive psychology content of the app and provided text explaining why app users were asked to complete happiness exercises in order to support their smoking cessation efforts. Study staff then moved on to “behavioral challenges,” and used these as an organizing structure to guide participants through the smoking tools.

To elicit positive affect, participants were asked to complete a happiness exercise each day. Each day, the app chose 1 of 5 happiness exercises (Multimedia Appendix 1) to be completed that day. To complete the exercise, participants had to enter text into the app (eg, to describe good things that had happened to them or to describe something they had savored). These 5 exercises had been tested previously in an online survey that randomized survey takers into completing 1 of these exercises or 1 of 2 control exercises, which showed that these happiness exercises increased in-the-moment happiness [64]. Optionally, app users could review their past entries in the “happiness log,” and could use the feature called “owl wisdoms” to read about scientific findings that showcase the utility of engaging in happiness-enhancing activities.

For smoking content, participants were asked to complete temporally appropriate “behavioral challenges” every 3 to 4 days (on 15 of 49 days). These behavioral challenges were anchored on the participant’s quit day, which they specified in the app upon app installation. Participants could reset the quit day at any point, causing the app to adjust the schedule of the behavioral challenges accordingly. These behavioral challenges prompted users to use the smoking cessation tools provided within the app, in the order recommended by the NCI’s “Clearing the Air” brochure [65]. The tools included a cigarette log to log smoked cigarettes, a strategy guide, which provided a pie chart of users’ smoking triggers and suggested strategies for them, an alarm feature that let users set reminders to stay smoke free at upcoming times and events, a journal function to enter personal reasons for quitting smoking, and an informational section where the benefits of quitting smoking were presented. After the first month, behavioral challenges also directed participants to use the app’s ad libitum happiness tools (ie, the happiness log and “owl wisdoms”).

In total, app use entailed both prescribed (ie, happiness exercises and behavioral challenges) and ad libitum app activities that pertained to either happiness or smoking cessation (Figure 1). During the onboarding call, study staff set clear expectations that the participants should complete the happiness exercise every day for 49 days (ie, during the treatment period) and optionally thereafter and that they should complete every behavioral challenge. The app sent push notifications to prompt participants to complete the prescribed content. For the happiness exercise, the push notification was either sent at 10 AM to announce the exercise, at a random time between 12 PM and 2 PM to remind them to complete the exercise, or at 7 PM (if the exercise was still incomplete). For behavioral challenges, the push notification was always sent at 10 AM.
Analyses

To describe app use during the prescribed 49-day app use period, we calculated the average number of days on which participants used the app overall and specific functions within the app. We also calculated the percentage of participants who used specific functions of the app at least once after onboarding. To test if participants seemed to prefer one happiness exercise over another, we calculated the number of times the participants completed each of the 5 exercises and then used a hierarchical linear model to test if the categorical variable denoting each exercise significantly predicted this number. Observations were modeled as nested within persons.

To test if app usage during the prescribed treatment period predicted smoking abstinence, we used a series of univariate logistic regressions, where self-reported 30-day PPA was the dependent variable (with 1 indicating “abstinent” and 0 indicating “not abstinent”) and app usage was the univariate predictor. We examined 3 different summaries of app usage: the overall number of days the app was used, the number of days the happiness content was engaged with, and the number of days the smoking cessation content was used. Based on the app usage pattern observed in the first SiS study [26], we expected the correlation of the number of days the app was used and the number of days the happiness content was used to be very high. We calculated them separately, however, to create conceptual clarity in our prediction of smoking cessation. We
fit the same models for smoking abstinence at the end of treatment (ie, 6 weeks after the initially chosen quit day) and at the end of follow up (ie, 6 months after the initially chosen quit day). Participants were assumed to be smoking if they did not complete the surveys (there were 4% and 11% nonresponse rates at weeks 6 and 24, respectively). The logistic regression results are presented with odds ratios (ORs) and the Wald 95% CI, as well as the C statistic (an indicator of correct classification). All analyses were completed in SAS 9.4 for Windows (SAS Institute).

**Results**

**App Usage**

Participants used the SiS app an average of 24.1 (SD 14.1) days out of the 49 prescribed days (Figure 2). Overall, they interacted with the happiness content on more days than the smoking-related content (23.2 days, SD 14.1, vs 16.7 days, SD 10.3; \(t_{99}=9.47\) [2-tailed]; \(P<.001\)). Participants completed the behavioral challenges more consistently than the happiness exercises, with participants completing 56.6% (SD 28.1%) of the behavioral challenges, on average, compared to 44.8% (SD 28.8%) of the happiness exercises (\(t_{99}=7.44; P<.001\)). The completion rate of the happiness exercises differed by exercise type (\(F_{4,396}=2.82; P=.03\)). Tukey adjusted posthoc pairwise comparisons showed that participants completed the “rose, thorn, and bud” exercise more often than the “savoring” exercise (4.6 days, SD 3.1, vs 4.1 days, SD 2.8; \(P=.02\)). The completion rates of the other 3 exercise types (“3 good things”: 4.5 days, SD 3.0, “experiencing kindness”: 4.4 days, SD 3.1, and “reliving happy moments”: 4.4 days, SD 3.0) were intermediate to the “rose, thorn, and bud” and “savoring” exercises and did not differ from any other exercise type.

**Figure 2.** App usage over time. SiS2: Smiling Instead of Smoking, version 2.

Ad libitum tools were used relatively sparingly. The behavioral challenges appeared to have been successful in initially engaging participants with specific tools, as indicated by the high percentage of participants using each tool at least once after the onboarding day (Table 1). For example, 93 participants (93%) used the “personal reasons” tool, and 93 participants (93%) used “smoke alarms” at least once after onboarding. The number of days on which participants used these smoking cessation tools, however, was relatively low. Of these tools, the “cigarette log” was used the most (average 7.2 days), and the “benefits of quitting” the least (average 2.5 days). The happiness-focused ad libitum tools were similarly infrequently used. The exception was the happiness log, which was viewed on 22.1 of 49 days; however, it should be noted that upon completion of the assigned happiness exercises, participants automatically landed on the happiness log.
Table 1. Description of app use during the prescribed app use period (ie, 49 days).

<table>
<thead>
<tr>
<th>App use</th>
<th>Days used of possible 49, mean (SD)</th>
<th>Participants (N=100) with at least one day of use after onboarding, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overall</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any use of the app</td>
<td>24.1 (14.1)</td>
<td>99 (99)</td>
</tr>
<tr>
<td>Any happiness content</td>
<td>23.2 (14.1)</td>
<td>98 (98)</td>
</tr>
<tr>
<td>Any smoking content</td>
<td>16.7 (10.3)</td>
<td>98 (98)</td>
</tr>
<tr>
<td><strong>Assigned tasks</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Happiness exercises” completed</td>
<td>22.0 (14.1)</td>
<td>96 (96)</td>
</tr>
<tr>
<td>“Behavioral challenges” completed</td>
<td>8.5 (4.2)</td>
<td>100 (100)</td>
</tr>
<tr>
<td><strong>Ad libitum tasks</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Happiness log” viewed</td>
<td>22.1 (14.1)</td>
<td>96 (96)</td>
</tr>
<tr>
<td>“Owl wisoms” viewed</td>
<td>3.6 (3.3)</td>
<td>78 (78)</td>
</tr>
<tr>
<td>“Happiness information” viewed</td>
<td>2.0 (3.2)</td>
<td>60 (60)</td>
</tr>
<tr>
<td>“Cigarette log” viewed/edited</td>
<td>7.2 (6.5)</td>
<td>96 (96)</td>
</tr>
<tr>
<td>“Smoke alarms” viewed/edited</td>
<td>4.6 (3.0)</td>
<td>93 (93)</td>
</tr>
<tr>
<td>“Strategies” viewed/edited</td>
<td>4.1 (3.3)</td>
<td>94 (94)</td>
</tr>
<tr>
<td>“Personal reasons” viewed/edited</td>
<td>3.5 (3.2)</td>
<td>92 (92)</td>
</tr>
<tr>
<td>“Benefits of quitting” viewed</td>
<td>2.5 (2.3)</td>
<td>79 (79)</td>
</tr>
</tbody>
</table>

Relationship of App Usage to Smoking Abstinence

As illustrated in Figure 3, overall, the number of days with any use of the app significantly predicted smoking abstinence at 6 weeks (1 more day of use: OR 1.052, 95% CI 1.019-1.086; P=.002; C=.69) and 6 months postquitting (1 more day of use: OR 1.038, 95% CI 1.008-1.070; P=.014; C=.65). The number of days participants engaged with the SiS 2 app’s happiness content significantly predicted smoking abstinence at the end of treatment (1 more day of use: OR 1.050, 95% CI 1.017-1.084; P=.002; C=.69) and at 6-month follow up (1 more day of use: OR 1.037, 95% CI 1.007-1.069; P=.016; C=.65). This effect was not significant for the number of days participants engaged with the smoking cessation content of the SiS 2 app, at either the end of treatment (1 more day of use: OR 1.036, 95% CI 0.996-1.079; P=.08; C=.64) or at the 6-month follow up (1 more day of use: OR 1.021, 95% CI 0.982-1.062; P=.29; C=.59). The correlation between these 3 app usage indices was high, especially between any content and happiness content (r=0.995), but only somewhat lower for smoking content with any content (r=0.89) and happiness content (r=0.88).

Figure 3. Odds ratio of app usage predicting self-reported 30-day point prevalence abstinence. The odds ratio is based on a single-day increase in app usage of the indicated content (ie, “any content,” “happiness content,” ”smoking cessation content”).
Discussion

Key Findings
This secondary data analysis of participants enrolled in a smartphone app–based smoking cessation study provided insight into how feature-level app usage behaviors relate to smoking cessation outcomes. The app under study, the SiS 2 app, is part of an emerging generation of smartphone apps that offer a treatment framework beyond standard USCPG content. In our feature-level analysis of the SiS 2 app, we found that overall greater app usage predicted higher chances of subsequent smoking cessation. This finding is in line with the feature-level analysis of the app SmartQuit [24], which showed that greater app use was positively related to subsequent smoking cessation. It suggests that there was a potential therapeutic effect of engaging with the SiS 2 app, though a causal relationship could not be established in this observational study.

Divergent from SmartQuit findings, for SiS 2 the popularity of the app’s features aligned with smoking cessation success, where greater usage of the happiness components of the app predicted greater chances of 30-day PPA at both the end of treatment and at the 6-month follow up. This finding suggests that the positive psychology components of SiS 2 are an important factor in supporting smoking abstinence. This is in line with findings from in-person treatment studies that indicate the value of positive psychology in smoking cessation [66,67]. Our findings here suggest this value may extend to the smartphone app environment. Particularly noteworthy is the high level of engagement with the SiS 2 app (ie, sustained use over 49 days, with multiple uses per week), largely driven by the positive psychology content. In mHealth research, touch point frequency is an emerging area of investigation, with some apps focusing solely on reminding app users not to smoke at key timepoints [15], as simple reminders can be powerful tools in smoking cessation [68].

Prescriptive Clarity
Our results highlighted a rather stark difference in the completion rates of assigned versus ad libitum tasks. Happiness exercises were completed on 45% of days, and 57% of assigned behavioral challenges were completed. These completion rates are in line with the completion rates reported for a mindfulness smoking cessation app for adolescents: participants completed 13 of 22 (61%) of the assigned mindfulness modules [69]. The ad libitum tools, on the other hand, were sparsely used: they were used on only 7 days for the most popular ad libitum tool. This finding suggests that prescriptive clarity may be of critical importance in driving app usage, and therefore in achieving an app’s therapeutic effect. In the SiS 2 app, there was prescriptive clarity: clear expectations were set about treatment length (ie, 49 days), and which specific actions to complete (ie, daily happiness exercises and 15 behavioral challenges). These expectations were reinforced with proactive push notifications. The iCanQuit app [70] also had prescriptive clarity: a set number of modules were required to be completed. Both apps had high app engagement over time. By contrast, the NCI app QuitGuide lacks prescriptive clarity. Many potentially useful tools are offered by QuitGuide, but it is not clear which tools to use, when, and for how long. Future research that experimentally tests whether prescribed content is more engaging would be useful to inform the development of health behavior apps.

To date, text messaging has shown greater smoking cessation benefits than smartphone apps [71], potentially in part due to prescriptive clarity. Text-messaging interventions have prescriptive clarity (ie, there is a set number of days in the program; information is provided on specific days, in proactive, succinct fashion; and actions to be taken are clearly spelled out), while many apps do not [1]. Our data show that participants are willing to complete assigned tasks much more than use ad libitum tools. Data from a randomized trial conducted in the United Kingdom show that assigning daily tasks within a smoking cessation app versus offering the same content without the specific daily tasks led to improved smoking cessation rates [72]. Combined, these findings lead us to believe that prescriptive clarity is a critically important feature in the development of smartphone apps targeting smoking cessation.

Long-term Engagement
Smartphone app technology has the potential to provide ongoing support for smoking cessation over long periods of time. To date, this potential has been largely unexplored, including in our own work. To our knowledge, few studies have examined app engagement; these studies have focused on factors contributing to initial app use [73] or have tested the value of push notifications in enhancing engagement [74]. These studies have not provided insight into the content features and app parameters that promote long-term engagement. In-person smoking cessation interventions typically provide support during the acute “cessation” phase [75] of the process of smoking cessation. Based on user feedback, we increased treatment length to 49 days in version 2. Our app usage data demonstrate that this increased treatment length was well tolerated, opening the door to potentially further increasing treatment length to provide support during the maintenance phase of smoking cessation. To date, however, very little research exists to guide the intervention content of smartphone apps to support sustained user engagement and long-term abstinence from smoking.

Limitations
This secondary data analysis was based on a single-arm trial, and therefore causal inferences about the observed effects cannot be drawn. Our analyses were exploratory. They hint at the value of positive psychology to engage app users in smoking cessation over time and the value of prescriptive clarity, but we did not design this study, nor the SiS 2 app, to address these questions.
In considering these effects, it should be kept in mind that the participants were asked to complete happiness content on a more frequent basis than smoking cessation content (ie, daily vs every 3 to 4 days) and that the smoking cessation tools had a shelf-life (eg, “smoke alarms” became less useful as cravings diminished; participants could log cigarettes, but not smoke-free days). In terms of generalizability, it should be noted that the SiS 2 study used an interactive onboarding procedure via phone. While this is in line with warm handoff models for smoking cessation [76,77], app usage patterns within the context of a clinical trial are typically higher than real-life app use [78].

Conclusions
In the SiS 2 app, greater app usage predicted greater chances of self-reporting 30-day PPA at both the end of treatment and at a 6-month follow up. This finding strengthens the rationale for testing this app in a randomized trial. Feature-level analysis of app usage patterns suggests that positive psychology content and prescriptive clarity may promote app engagement.
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Abstract

Background: Disparities in COVID-19 incidence, hospitalization, and mortality rates among African Americans suggest the need for targeted interventions. Use of targeted, theory-driven messages in behavioral and communication interventions could empower African Americans to engage in behaviors that prevent COVID-19.

Objective: To address this need, we performed a formative study that aimed to develop and design a culturally appropriate, theory-based library of messages targeting concerns around COVID-19 vaccines that could be used in behavioral and communication interventions for African Americans.

Methods: Message development occurred between January 2021 and February 2022. Initial messages were designed by a multidisciplinary team of researchers, community leaders, and community members. Kreuter’s 5 strategies (ie, linguistic, peripheral, evidential, sociocultural, and constituent-involving strategies) were used to achieve cultural appropriateness. After forming a community-academic partnership, message development occurred in 4 phases: (1) adaptation of a message library using the literature, (2) review by 6 clinical and research experts for content validation, (3) input and review by a 6-member community advisory panel (CAP), and (4) message pretesting with African Americans via semistructured interviews in a qualitative study.

Results: Themes from the semistructured interviews among 30 African Americans were as follows: (1) community reactions to the messages, (2) community questions and information needs, (3) suggestions for additional content, and (4) suggestions to improve comprehension, relevance, and trustworthiness. Feedback from the CAP, community members, and scientific experts was used by members of the community-academic partnership to iteratively update message content to maximize cultural appropriateness. The final message library had 18 message subsets for adults and 17 message subsets for parents and caregivers of children. These subsets were placed into 3 categories: (1) vaccine development, (2) vaccine safety, and (3) vaccine effectiveness.

Conclusions: We used a 4-phase, systematic process using multiple community engagement approaches to create messages for African Americans to support interventions to improve COVID-19 vaccination rates among adults and children. The newly developed messages were deemed to be culturally appropriate according to experts and members of the African American community. Future research should evaluate the impact of these messages on COVID-19 vaccination rates among African Americans.
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Introduction

Background
Since December 2020, 3 vaccines have been approved in the United States to prevent severe disease and death caused by COVID-19. The 2-dose vaccinations developed by Pfizer and Moderna are approved for use in individuals aged 18 years and older and under emergency use authorization (EUA) for children aged 6 months to 17 years [1]. The 1-dose Johnson & Johnson vaccination is under EUA for adults aged 18 years and older [1]. Although highly effective [2], vaccination rates remain suboptimal, especially among populations who could benefit most. For example, African Americans comprise 12.4% of the US population but only 10.1% of those who have initiated the series and 10.3% of those who have completed the series as of March 10, 2022 [3]. Despite African Americans being almost 2 times more likely than White Americans to die from COVID-19 [4], vaccine hesitancy remains a major hindrance to reduced vaccine uptake among African Americans [5-9].

Emerging studies demonstrate that vaccine hesitancy is deeply rooted in several overlapping areas: (1) mistrust in health care, government, and research [10-13]; (2) structural racism [14]; and (3) lack of understanding of science related to vaccine-specific issues (eg, efficacy, safety, speed of development) [13,15]. Lack of information, misinformation, and disinformation further drive vaccine hesitancy [10], with social or mass media as the primary source [15]. Because effective communication is necessary to help African Americans make informed decisions about COVID-19 vaccines [16], studies have begun to explore the communication strategies necessary to increase COVID-19 vaccination [17-19]. Trusted messengers are key to COVID-19 information being well received and used [20].

The specific messages related to COVID-19 vaccination are as important as the messenger. Information sources have been developed and disseminated widely to educate communities on messages to use to educate communities on COVID-19 vaccination to increase uptake [21,22]. A few emerging studies have tested messages, including persuasive messaging [18], video-based messages [23], and behavioral nudges [24], on vaccination intention or uptake. African Americans suggest the need for messages that are accurate, targeted, culturally appropriate, and community based [25,26]. However, perceptions of the messages remain unknown, and none (to the best of our knowledge) have actively engaged the African American community to develop or refine the messages on COVID-19 vaccination to ensure cultural appropriateness. Such engagement is key because African Americans’ values and decision-making about the COVID-19 vaccine are strongly shaped by culture [10,12,13,27], and targeting will maximize “fit” of information to an individual’s unique characteristics [28,29].

Conceptual Framework
Message development was guided by 2 psychosocial decision-making models: (1) theory of reasoned action (TRA) [30] and (2) the Health Belief Model (HBM) [31]. These health behavior theoretical models are commonly used to understand vaccination decision-making. The TRA predicts that behavioral intentions to vaccinate against COVID-19 are based on attitudes and subjective norms. The HBM predicts that the likelihood of vaccinating against COVID-19 is based on perceived susceptibility of the individual to SARS-CoV-2, perceived severity of COVID-19, and whether perceived benefits of vaccination outweigh perceived barriers.

Kreuter et al [32] proposed 5 strategies to achieve cultural appropriateness that were used to guide message development. Peripheral strategies increase communication appeal through the title, fonts, colors, and images. Evidential strategies provide data on impact of a health issue in a certain group. Sociocultural strategies address health issues from the social and cultural values of a group. Linguistic strategies fit the program to the native language of a certain group. Lastly, constituent-involving strategies ensure community members’ inclusion in program planning. Developing culturally appropriate, theory-based messages that can be used in communication and behavioral interventions may address concerns about COVID-19 vaccination among African Americans. Because social marketing campaigns have been effective in changing knowledge, attitudes, intentions, and behavior at the community level [33-35], they can disseminate theory-based, culturally appropriate messages and potentially increase COVID-19 vaccination acceptability and uptake. Social marketing is “the application of proven concepts and techniques drawn from the commercial sector to promote changes in diverse socially important behaviors such as drug use, sexual behavior…This marketing approach has an immense potential to affect major social problems if we can only learn how to harness its power” [34].

Study Objectives
We describe the development of a theory-based, culturally appropriate library of motivational messages for a social marketing campaign to promote COVID-19 vaccination among African Americans who are vaccine hesitant. Message development occurred in 4 phases: (1) adaptation of a message library based on the literature, (2) review by clinical and research experts for content validation, (3) input and review by a community advisory panel (CAP), and (4) message pretesting via a qualitative study with African American community members to evaluate the accuracy, relevance, and persuasiveness of messages based on feedback from the CAP.
of the messages. The long-term goal is for these messages to be used within interventions aimed at increasing COVID-19 vaccination among African Americans.

**Methods**

**Study Design**

We conducted a formative study to design and develop a theory-based, culturally appropriate message library that could be used in behavioral and communication interventions to increase COVID-19 vaccine uptake among African Americans. In the existing COVID-19 library, 1 message subset for adults and 1 for parents and caregivers of adolescents was developed and iteratively adapted by coauthors JCE (a behavioral scientist with a background in biology and vaccine hesitancy) and JD (a basic scientist with a background in infectious disease) on the basis of emerging literature and feedback from over 30 educational sessions provided to communities on COVID-19 and the vaccine. A community-academic partnership was formed to iteratively adapt the message library over a 1-year period to ensure that it was theory based, culturally appropriate, and up to date. Our adaptation process occurred through 6 phases, with community input at each phase. See Figure 1 for a depiction of the 1-year process to yield the final message library of adult and parent message sets.

**Figure 1.** Message library development process.

**Development of a Community-Academic Partnership, January 2021**

A community-academic partnership was developed between 2 academic partners, Meharry Medical College and St Jude Children’s Research Hospital, and 1 community partner, the Congregational Health and Education Network (CHEN) in 2021. This partnership yielded an interdisciplinary team of experts in basic science, epidemiology, behavioral science, communication, and community engagement. The purpose of this partnership was (1) to develop messages and products for a social marketing campaign using community engagement principles and (2) to implement and evaluate the social marketing campaign. The community partner (CHEN) ensured that the messaging represented the top vaccination concerns and was culturally appropriate. The academic partners offered guidance, when needed, to ensure that the partnership was equitable, and bidirectional engagement occurred in all research phases. They also ensured scientific accuracy of messages.

**Adaptation of the Existing Message Library, May-January 2022**

Members of the research team conducted a literature search to identify reasons for COVID-19 vaccine hesitancy and acceptance, along with potential strategies to improve coverage among African Americans. See Multimedia Appendix 1 for the methods and results of the search. This search was conducted from May 2021 until January 2022 to ensure that the library had the latest updates before the launch of the social marketing campaign. Using the literature, the TRA [30] and the HBM [31], and the experiences and skills of the research team, we adapted the existing message library to ensure accuracy and relevance.

**Input from the Community Advisory Panel, June 2021-February 2022**

An 8-member CAP was formed to provide feedback on concerns about the vaccine and potential strategies to increase vaccination. This panel meets quarterly and comprises African Americans in the Nashville, Tennessee, metropolitan statistical area. Organizations represented included the Matthew Walker...
Comprehensive Health Center, Health Leads, the National Association for the Advancement of Colored People, the Community Partners’ Network, and the Nashville Health Disparities Coalition. Additional members included a young adult, a physician, and a parent. A subgroup of the CAP (n=4, 50%) reviewed the content and provided feedback on the messages. The feedback from the meetings and content review from the subgroup were used to iteratively develop the messages and images for the library.

**Message Pretesting With African Americans, October 2021-January 2022**

**Study Design**

We conducted a phenomenological, qualitative study [37] to create messages that could be used to assist in decision-making on COVID-19 vaccination among African Americans. Specifically, we conducted semistructured interviews (1) to identify reasons participants decided to receive or decline the vaccine for their self or child and (2) to gain feedback on messaging relevance, acceptability, and comprehensibility. This protocol was guided by the HBM [31], the TRA [30], and the community partner (CHEN) and CAP input. Social marketing campaign content (ie, draft messages, images/graphics) was iteratively revised using the data.

**Sampling and Recruitment**

We recruited a purposive sample of African Americans in the southeastern United States who met the following eligibility criteria: (1) adults aged 18 years or older and vaccinated or unvaccinated and (2) parents or caregivers of children aged 5-18 years and vaccinated or unvaccinated. Our community partner (CHEN) and the CAP members recruited participants via email, telephone, or word-of-mouth by using their social network and existing databases. ResearchMatch (RM), an online research recruitment tool, was also used for recruitment [38].

**Data Collection**

Interested participants completed a screener. If they qualified, then they completed informed consent procedures and a brief 12-item survey on barriers to COVID-19 vaccination, with response options on a 5-point Likert-type agreement scale. The screener, consent, and demographic survey were completed via Research Electronic Data Capture (REDCap; Vanderbilt University) [39], a secure web-based data collection application. Then, participants were emailed a copy of the adult and parent message sets a minimum of 3 days before the interview.

Participant interviews were conducted by a trained interviewer and lasted 45-60 minutes. Open-ended scripted questions were asked using an interview guide. Questions included (1) attitudes and beliefs about COVID-19 and vaccination, (2) facilitators and barriers to COVID-19 vaccination, (3) message library content and images, and (4) dissemination strategies. For the message development section of interviews, specific questions included the following:

- What is your overall view and purpose of the message?
- Which parts of this message did you not understand or were not clear?
- What should be added to the message?
- What message should be removed or changed?

Follow-up questions were asked for clarification and to facilitate in-depth discussion. Participants were paid a US $50 gift card. Interviews were recorded, transcribed verbatim, and de-identified for data analysis.

**Data Analyses**

Qualitative data coding and analysis was managed by the Vanderbilt University Qualitative Research Core, led by a PhD-level psychologist. Data coding and analysis were conducted following Consolidated Criteria for Reporting Qualitative Studies (COREQ) guidelines, an evidence-based qualitative methodology [40]. A hierarchical coding system was developed and refined using the interview guide and a preliminary review of the transcripts. Experienced qualitative coders first established reliability in using the coding system on 2 transcripts, reconciling any discrepancies, and then independently coded the remaining transcripts. We used an iterative inductive/deductive approach to qualitative data analysis [41,42]. Inductively, we sorted the quotations by coding category to identify higher-order themes and relationships between themes. Deductively, we were guided by the HBM and the TRA. The transcripts, quotations, and codes were managed using Microsoft Excel 2016 and IBM SPSS Statistics version 28.0. Survey data were also analyzed using SPSS Statistics version 28.0. Descriptive analysis (eg, means, frequencies) and bivariate analysis (eg, chi-square tests, Fisher exact tests) were performed to describe patterns in the data.

**Message Library Revision Process**

Using the original message library, the research team iteratively modified the message sets and added visuals and videos to “match” the messages to increase comprehensibility and appropriateness. A subgroup of the research team met regularly to discuss interview findings and the message library, and subsequent changes were made. Then, all members of the partnership met to discuss the changes and identify additional needed modifications. Each new iteration of the messages and visuals was developed using peripheral, evidential, linguistic, and sociocultural strategies [32]. A final meeting was held to ensure that all feedback was incorporated into the message library and was culturally appropriate.

**Content Validation of Messages by Experts, November 2021-January 2022**

Five experts were identified to review the content for accuracy and relevance. These reviews were conducted strategically due to the ever-changing nature of COVID-19 pandemic updates. Specifically, 2 experts reviewed the content prior to, 1 during, and 3 after community review. Selection criteria for these content reviewers were experience in SARS-CoV-2/COVID-19 research, including vaccination, expertise in the use of psychosocial theory, and willingness and ability to review the items.

Adapted from Lawshe [43], we used qualitative and quantitative methods in a 2-phase content review process. Specifically, each message subset was quantitatively evaluated for relevance by using a 3-point Likert scale: “essential,” “useful but not
essential,” and “not necessary.” Then, experts reviewed the messages for perceived accuracy and clarity by providing written comments and edits for improvement. Using these methods, we iteratively refined the messages.

**Ethical Considerations**

This research was approved by Meharry Medical College’s Institutional Review Board (Protocol 21-03-1076). All participants provided oral informed consent.

**Results**

**Community Advisory Panel Feedback**

The CAP members’ feedback evolved throughout the message library development process. At the beginning of each meeting, the researchers gained insight into the community’s thinking about the COVID-19 vaccine to determine trends in hesitancy. Top concerns included vaccine safety, the speed of vaccine development, mistrust in research and health care, politicization of the vaccine, and conspiracy theories (eg, tracking chip in the vaccine). We then asked about the presentation of messaging. Members suggested that messages should be concise yet comprehensible across reading levels. Members further indicated the need to discuss immediate and long-term benefits and the risks of vaccination so that the community can make an informed decision. A few members further suggested the need to use numbers and images to explain these concerns more clearly.

Select members of the CAP were asked to conduct a detailed review of the messages and images to identify ways to make the content more relatable and comprehensible. Some even provided preferred sources of content (eg, NPR (National Public Radio), which is media organization that seeks to create a more informed public via air, online, or in-person) to help develop the material. Collectively, we used the feedback from the quarterly advisory panel meetings and subgroup review of messages to update the library.

**Semistructured Interviews**

**Sociodemographics**

Most participants were female and had a college degree or higher. More than half had a household income less than US $80,000. The mean age was 38.6 years (SD 9.49 years). See Table 1 for sociodemographics by subgroup: vaccinated adult, unvaccinated adult, adult with unvaccinated child, and adult with vaccinated child.

**Table 1.** Sociodemographics of African American interview participants (N=30).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Parent&lt;sup&gt;a&lt;/sup&gt; with vaccinated child (N=7)</th>
<th>Parent with unvaccinated child (N=7)</th>
<th>Adult, vaccinated (N=9)</th>
<th>Adult, unvaccinated (N=7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>42.4 (6.1)</td>
<td>37.4 (6.2)</td>
<td>36.1 (12.5)</td>
<td>39.1 (11.1)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2 (29)</td>
<td>1 (14)</td>
<td>2 (22)</td>
<td>1 (14)</td>
</tr>
<tr>
<td>Female</td>
<td>5 (71)</td>
<td>6 (86)</td>
<td>7 (78)</td>
<td>6 (86)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college or lower</td>
<td>2 (29)</td>
<td>2 (29)</td>
<td>2 (22)</td>
<td>1 (14)</td>
</tr>
<tr>
<td>College degree or higher</td>
<td>5 (71)</td>
<td>5 (71)</td>
<td>7 (78)</td>
<td>6 (86)</td>
</tr>
<tr>
<td><strong>Household income (US $), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤40,000</td>
<td>2 (29)</td>
<td>2 (29)</td>
<td>2 (22)</td>
<td>3 (42)</td>
</tr>
<tr>
<td>40,001-80,000</td>
<td>2 (29)</td>
<td>0</td>
<td>2 (22)</td>
<td>2 (29)</td>
</tr>
<tr>
<td>&gt;80,000</td>
<td>3 (42)</td>
<td>4 (57)</td>
<td>3 (34)</td>
<td>0</td>
</tr>
<tr>
<td>Not available</td>
<td>0</td>
<td>1 (14)</td>
<td>2 (22)</td>
<td>2 (29)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Parents had children aged 5-18 years.

**Summary of Findings**

Using the inductive-deductive approach, we identified 4 primary themes specific to the development of messages related to COVID-19 and the vaccines in the qualitative study. Messages were referenced in the text by the theme and message number (eg, 1.01 is the first quotation related to theme 1). See Multimedia Appendix 2 for quotations related to each theme.

**Theme 1: Community Reactions to the Messages**

Overall, the community members found that the messages were “very helpful” and had a “community feel.” Specifically, the messages were inclusive and comprehensive and had a good balance between science and simple language. The messages were viewed as “good,” “persuasive” (quotations 1.02), and “educational” (quotations 1.01-1.02). Most participants stated that the reading level was good, and suggested a few edits to specific messages (eg, whether the messenger RNA [mRNA] vaccine changes your DNA). Although there were mixed reviews, most perceived the length and number of messages in each set to be appropriate.

For message presentation, many perceived that there were good analogies and comparisons to increase comprehension (quotations 1.03). If applicable to the message set, participants liked the balance of benefits and risks of vaccines. Lastly, a few
participants cited the messages as relatable, trustworthy, and credible. Collectively, participants perceived that the information helped guide decision-making and did not simply “tell you” to take the vaccine.

Theme 2: Questions and Information Needs

Some participants had questions after reviewing the messages. A participant wanted to know where specific evidence for the general numbers on some websites (eg, the Centers for Disease Control and Prevention [44]) could be found. Other questions were related to long-term effects of the vaccine, “why we even need the vaccine,” mixing vaccines and boosters, or the number of boosters after the first dose (quotation 2.01). Others asked about the relationship of COVID-19 vaccines and fertility. Lastly, participants asked how existing conditions (eg, diabetes, asthma) were related to the severity of COVID-19.

Theme 3: Suggestions for Additional Content

Most participants had suggestions for additional content or context for specific message sets. A suggestion for overall messages was to add a statement that science evolves as more data are collected to communicate new findings, which are constantly being added to increase our knowledge of COVID-19. For vaccine safety, additional information was requested on mRNA, along with the 30-year history of studies of mRNA and its use in vaccines (quotation 3.01). Participants asked for more information on the clinical trial process and other justifications for boosters and their side effects. As it relates to vaccines and infertility, a suggestion was made to provide recommendations from gynecology professionals and experts and information about long-term effects of COVID-19 vaccines on infertility. Lastly, a few participants wanted to know whether the vaccines can lead to sexual dysfunction (quotation 3.02).

Distrusting the government and pharmaceutical companies, participants wanted more details about the COVID vaccines (ie, development, testing, and ingredients; quotation 3.03). For vaccine effectiveness, participants asked about healthy people getting the virus and how outcomes of the vaccinated compare to those of the unvaccinated (quotation 3.04). They also asked why natural immunity is not better than vaccine-induced immunity. Participants wanted more information on variants (eg, Omicron), their severity, and how variants affect vaccine effectiveness.

For children specifically, participants asked for data on successes and challenges during development (quotation 3.05), along with updates on vaccine safety. Participants also suggested reinforcing other preventive behaviors, such as sanitizing, healthy eating, and physical distancing (quotation 3.06). Some further wanted to know alternative ways to boost their immune system without taking a vaccine or booster (quotations 3.07 and 3.08). A few suggested the need to encourage conversations with doctors, especially for those with underlying medical conditions, prior to getting the vaccine.

Theme 4: Suggestions to Increase Comprehension, Relevance, and Trustworthiness

A few suggestions were made to enhance comprehension. One suggestion was to provide definitions for specific terms (eg, high risk; quotation 4.01). Providing an easier-to-understand presentation of statistics was commonly mentioned. For example, participants further suggested the “need for statistics or more data” to help understand the vaccine development process. Participants emphasized the importance of clarifying the magnitude of potential side effects. Visuals were suggested to improve understandability of messages. Participants also suggested the use of specific terms such as “vaccination” and not “shot.” Lastly, 1 (3%) participant suggested having information available in other languages (eg, Arabic).

A few participants indicated the need for messages to be tied to things people already understand, such as flu or smallpox vaccines, to increase relevance. Other suggestions were to use videos and images to reflect content. Some participants also wanted videos of personal testimonies of individuals who were undecided about the vaccine and their decision-making process to get vaccinated (quotation 4.02). Notably, testimonials were also perceived by others to be too contrived (quotation 4.03). To increase trustworthiness, participants suggested providing proof that doctors or health professionals (quotation 4.04) supported this work, along with the addition of informational sources, especially links to studies that provide supportive evidence. Lastly, participants encouraged honesty and transparency in information related to the COVID-19 vaccines.

Content Validation

In total, 6 reviewers validated the content. Of these 6, 2 (33%) were White Americans, and 4 (67%) were African Americans; 4 (67%) were female, and 2 (33%) were male. In addition, 1 (17%) reviewer provided feedback for only adult concerns. Reviewers’ areas of expertise included vaccine development, immunology, vaccine-preventable disease and immunizations, and nurse safety. Messages were iteratively updated based on feedback of experts. Most message subsets were classified as essential or useful but not essential. Content edits and additions to the message library reflected the updates on the coronavirus and the vaccine and strategies to ensure comprehensibility and accuracy. Reordering, rephrasing, and adding (eg, analogies) of content were conducted to increase clarity. Because updates are ongoing for COVID-19, content was deemed evidentiary once primary concepts (eg, process of vaccine development or purpose of boosters) were validated, with the intent to continue to update the library with expert review.

Reading Grade Level Assessment

To finalize the library messages, a readability assessment was conducted. We used 3 primary reading grade level assessment tools and an online consensus tool to assess the reading grade level of the adult and parent message sets. First, the Flesch Reading Ease Score [45] was calculated in Microsoft Word. Higher scores indicate easier readability by the user. Second, the Flesch-Kincaid Grade Level [46] was calculated in Microsoft Word to determine a US school grade level. The Flesch Reading Ease and Flesch-Kincaid Grade Levels are calculated by considering the average sentence length (total number of words divided by total number of sentences) and the average syllables per word (total number of syllables divided by the total number of words) using different underlying formulas. Third, the Simple Measure of Gobbledygook (SMOG) index was hand-scored, in
addition to being automatically calculated to determine a US [47] school grade level. The SMOG index is calculated using the number of words with multiple syllables in three 10-sentence samples at the beginning, middle, and end of the text. These 3 readability assessment tools all use word difficulty and sentence length as the main factors in determining how easy or how hard the material is to read. Finally, an online readability calculator [48] was used to determine readability consensus. The online calculator applied 7 commonly used readability formulas to provide a consensus rating. See Table 2 for readability assessment results.

Table 2. Reading grade level results.

<table>
<thead>
<tr>
<th>Readability assessment tool</th>
<th>Adult library</th>
<th>Parent library</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flesch Reading Ease Score</td>
<td>62.0 (standard/average)</td>
<td>62.5 (standard/average)</td>
</tr>
<tr>
<td>Flesch-Kincaid Grade Level</td>
<td>8.4 (8th grade)</td>
<td>8.3 (8th grade)</td>
</tr>
<tr>
<td>SMOG(^a) index</td>
<td>7.7 (8th grade)</td>
<td>7.6 (8th grade)</td>
</tr>
<tr>
<td>Readability consensus(^b)</td>
<td>Grade level: 8</td>
<td>Grade level: 8</td>
</tr>
<tr>
<td></td>
<td>Reading level: standard/average</td>
<td>Reading level: standard/average</td>
</tr>
<tr>
<td></td>
<td>Age of reader: 12-14 years (7th-8th grade)</td>
<td>Age of reader: 12-14 years (7th-8th grade)</td>
</tr>
</tbody>
</table>

\(^a\)SMOG: Simple Measure of Gobbledygook.
\(^b\)Readability consensus was based on the application of 7 readability formulas using an online calculator available [44].

Message Set Finalization

After completion of the readability assessment, members of the research team conducted a final review to ensure comprehensibility and accuracy. Minor edits were made. See Table 3 for an example of a concern, along with an example of a message for the concern after the adaptation process.
Table 3. Example of a message for tailoring a variable postiterative development process.

<table>
<thead>
<tr>
<th>Vaccine concern</th>
<th>Example message</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Category 1: vaccine development</strong></td>
<td></td>
</tr>
<tr>
<td>“Human protections in research” [adult and parent]</td>
<td>Many people wonder about taking part in research and if they will be protected. We know there have been past research studies that were not done right [provides examples of historical research abuses]. To begin to address this issue, we give a few examples to show every person is protected when they take part in research and how the community could benefit after the research study is done [provides examples of human protections in research].</td>
</tr>
<tr>
<td>“Who is at the table?” [Adult and parent]</td>
<td>Many people wonder if people of all racial backgrounds were involved when the vaccines were developed. Individuals from all races were at the table to help guide the process [provides examples of scientists of all racial/ethnic backgrounds and their role in the development process].</td>
</tr>
<tr>
<td><strong>Category 2: vaccine safety</strong></td>
<td></td>
</tr>
<tr>
<td>“mRNA and DNA” [adult]</td>
<td>We all have mRNA in every cell in our bodies. mRNA is known as messenger RNA. It is the “recipe” that tells the cells in our body to make certain proteins. The mRNA protein in the Pfizer and Moderna COVID-19 vaccines shows up, teaches the immune system how to develop antibodies against SARS-CoV-2 (the virus that causes COVID-19), and then quickly dissolves. mRNA never enters the nucleus of the cell where your DNA is kept. Your body learns how to protect itself against future SARS-CoV-2 infection without ever having to risk getting the virus or the serious outcomes of getting sick with COVID-19.</td>
</tr>
<tr>
<td>“Infertility” [adult]</td>
<td>The antibody to the spike protein does not make a woman infertile or unable to get pregnant. There was a false claim that there were similarities between the SARS-CoV-2 spike protein and the surface of a protein on placental cells. Placental cells are needed for a successful pregnancy. SARS-CoV-2 spike protein and the placental cells are not the same. This means the vaccine will not cause the immune system to make antibodies against the placental protein.</td>
</tr>
<tr>
<td>“Your child’s heart” [parent]</td>
<td>Many parents ask about the COVID-19 vaccine and how it can affect the hearts of children. In the United States, there has been an increase in myocarditis and pericarditis cases after getting the mRNA COVID-19 vaccine. Myocarditis is mild inflammation of the heart. Pericarditis is mild inflammation of the sack around the heart. For children under 16 years of age, myocarditis risk is 37 times higher for children with COVID-19 than the children without COVID-19. So, myocarditis does not happen often. The American Academy of Pediatrics says children and teens should get the COVID-19 vaccines.</td>
</tr>
<tr>
<td>“My child has underlying medical conditions.” [Parent]</td>
<td>The Pfizer vaccine can be given to children 5 [years] and older with underlying medical conditions like diabetes or autoimmune diseases. It cannot cause COVID-19, even in those with weak immune systems. Children with underlying medical conditions took part in the clinical trials and serious reactions to the vaccine [were] rare. However, children with underlying medical conditions are more apt to have problems from COVID-19.</td>
</tr>
<tr>
<td><strong>Category 3: vaccine effectiveness</strong></td>
<td></td>
</tr>
<tr>
<td>“Boosters. Why?” [Adult]</td>
<td>All routine [vaccines] require booster doses to have full protection [adds examples]. So the COVID-19 vaccine is not any different. Booster shots are given to jumpstart the body’s immune system to produce more antibodies against the original SARS-CoV-2 (the virus that causes COVID-19) and help protect against new variants. Because antibody levels decrease over time, boosters are needed to keep us protected.</td>
</tr>
<tr>
<td>“Variants and the vaccine” [adult]</td>
<td>As SARS-CoV-2 (the virus that causes COVID-19) continues to infect people, it is more likely to mutate. This means that the virus makes a new version of itself also known as a mutation. It is common for this to happen. Mutations affect how viruses work, like to help the virus better attach to our cells or lower the virus’s ability to attach to our cells. So it is important for people to complete COVID-19 vaccination. More mutations and new variants may lower or stop the protection provided by the vaccines.</td>
</tr>
<tr>
<td>“Natural immunity or vaccine immunity”</td>
<td>Natural immunity happens when your child’s body gets infected with the SARS-CoV-2 virus, the virus that causes COVID-19. While your child’s body will make antibodies against the virus, the danger is in your child getting very sick and maybe even dying. Immunity from getting a vaccine is very similar to immunity developed through natural infection but does not carry the increased risk of your child getting very sick or even death. Natural immunity provides less protection over time than the immunity gained by COVID-19. While people can gain immunity after getting the virus, studies show that more than one third of COVID-19 infections results in low levels of protective antibodies.</td>
</tr>
<tr>
<td>“Too many vaccines” [parent]</td>
<td>We all got different vaccines when we were babies, adolescents, and event adults [gives an example of multiple vaccines being given]. These vaccines are routinely given at the same time without serious side effects. So, getting more than one vaccine is something we have been doing since birth.</td>
</tr>
</tbody>
</table>

---

a mRNA: messenger RNA.
Final Message Library

The final message library had 2 message sets, 1 for adults and 1 for parents. There were 18 message subsets for adults and 17 message subsets for parents. These subsets were placed into 3 categories: vaccine development, vaccine safety, and vaccine effectiveness. Each message subset begins with expressing empathy toward the individuals’ concern. Then the facts are provided around each concern, positive or negative. Lastly, the message subset ends with a positive statement related to COVID-19 vaccination that addresses concerns. All message subsets were reviewed by community leaders and members (constituent-involving strategy). We briefly describe each subset for each group next. Each message subset was presented using 3 modes: content, image, and video. See Table 4 to identify each concern, along with key message attributes and the associated strategy to achieve cultural appropriateness.
Table 4. Vaccine concern, key message attributes, types of visuals, and type of cultural targeting strategy.

<table>
<thead>
<tr>
<th>Vaccine concerna</th>
<th>Key message attributes</th>
<th>Types of visuals</th>
<th>Cultural targeting strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Vaccine develop</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Human protections in research</td>
<td>Acknowledge historical research abuses (eg, U.S. Public Health Service Syphilis Study, Henrietta Lacks).</td>
<td>Not applicable</td>
<td>Sociocultural, evidential</td>
</tr>
<tr>
<td></td>
<td>Provide examples of protections provided in research.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Discuss how the community can be involved in the research process (eg, co–primary investigator, community advisory board, consultant).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Who is at the table?</td>
<td>Discuss researchers (ie, current job, expertise) across all backgrounds and their role in the development process.</td>
<td>Researchers of diverse backgrounds (visual)</td>
<td>Sociocultural, evidential, peripheral</td>
</tr>
<tr>
<td></td>
<td>List their current jobs.</td>
<td>Researcher describing role in vaccine development (video)</td>
<td></td>
</tr>
<tr>
<td>Too new and too quick</td>
<td>Define mRNA and its role in the body.</td>
<td>Timeline of COVID-19 vaccine development (visual and video)</td>
<td>Evidential, peripheral</td>
</tr>
<tr>
<td></td>
<td>Discuss the mRNA vaccine history and how it works in the body.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Define what mRNA does not do (change DNA).</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Compare mRNA vaccine development to existing vaccine development processes.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Define the EUA.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Discuss the number of vaccines given to date, adverse events, and how to identify those events.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Confirm that being unvaccinated places one at higher risk of death compared to those who received the vaccine.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>How research works</td>
<td>Define research.</td>
<td>Demonstration of phases in the clinical process and steps within each phase (visual)</td>
<td>Evidential, peripheral</td>
</tr>
<tr>
<td></td>
<td>Define clinical trials and their phases.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Define types of researchers.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Define sites of research and who can participate.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Discuss what happens after research.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Vaccine safety</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mRNA and DNA</td>
<td>State years of mRNA existence and mRNA's role in the body.</td>
<td>Demonstration of the mRNA technology process (visual and video)</td>
<td>Evidential, peripheral, linguistic</td>
</tr>
<tr>
<td></td>
<td>Explain the process of mRNA technology.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Identify vaccines that use mRNA technology.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Emphasize benefits of vaccination over natural immunity.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infertility</td>
<td>Demonstrate how the proteins needed for pregnancy and needed to make the spike protein are not the same.</td>
<td>Explanation of pregnant women getting the vaccine or women conceiving getting vaccinated (video)</td>
<td>Evidential, linguistic</td>
</tr>
<tr>
<td></td>
<td>Emphasize that women are able to conceive, have a healthy pregnancy and baby, and breastfeed after vaccination.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>State that babies receive antibodies from vaccinated mothers.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Highlight that COVID-19 may impact fertility in men.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Highlight cons of nonvaccination in pregnant women (eg, increased risk of stillbirth, newborn deaths, hospitalization).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vaccine concern&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Key message attributes</td>
<td>Types of visuals</td>
<td>Cultural targeting strategy</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>------------------------</td>
<td>-----------------</td>
<td>----------------------------</td>
</tr>
</tbody>
</table>
| Underlying medical conditions | • State the reason to vaccinate with an underlying condition.  
• State that the vaccine will not give an individual COVID-19.  
• Discuss the vaccine schedule for those immunocompromised.  
• Discuss the severity in COVID-19 if not vaccinated.  
• State to consult with a doctor in getting the vaccine. | • Explanation of why those with underlying medical conditions need the vaccine (video) | Evidential, linguistic |
| Your heart | • Define myocarditis and pericarditis.  
• Compare the rate of heart problems in those who get vaccinated compared to those who get COVID-19.  
• Demonstrate the symptoms and treatment of heart disorders.  
• Emphasize the recommendation by infectious disease experts and the American Academy of Pediatrics for children. | • Explanation of myocarditis and vaccination (video) | Evidential, linguistic |
| GBS<sup>d</sup> (adult only) | • Define GBS.  
• Discuss the signs of GBS.  
• Discuss the number of cases to date after vaccination.  
• Emphasize that it is rare. | • Not applicable | Evidential, linguistic |
| Blood clots (adult only) | • Identify the number of cases with the Johnson & Johnson vaccine.  
• Discuss why the Food and Drug Administration (FDA) halted the clinical trial to determine whether risks of blood clots outweigh the benefits of the vaccine.  
• State recommendation of Moderna and Pfizer vaccines over the Johnson & Johnson vaccine.  
• Discuss the symptoms of blood clots.  
• State the blood clot risk for those vaccinated and unvaccinated. | • Symptoms of blood clots vs symptoms of COVID-19 (visual) | Peripheral, evidential, linguistic |
| Side effects | • Emphasize the number of years for COVID-19 research.  
• Discuss the number of lives and hospitalizations prevented with vaccines.  
• Identify the risk of allergic reactions and short-term side effects.  
• Discuss that side effects are short-lived and everyone reacts differently.  
• State that routine vaccinations show no long-term side effects. | • Side effects of vaccination compared to natural infection through SARS-CoV-2 (visual and video) | Peripheral, evidential, linguistic |
| Too young (parent only) | • Emphasize the impact of COVID-19 on children.  
• Provide recommendations for COVID-19 vaccination by age.  
• Emphasize that vaccination protects them and others.  
• State that the long-term effects of COVID-19 in children are unknown, but long COVID is seen in many. | • Statistics of current COVID-19 cases in children and increases in COVID-19 cases, hospitalizations, and deaths in children overtime (visual) | Evidential, peripheral, linguistic |

### Vaccine effectiveness

---

<sup>a</sup> Indicates whether the concern is applicable to children or adults only.

<sup>d</sup> GBS: Guillain-Barré syndrome
<table>
<thead>
<tr>
<th>Vaccine concern</th>
<th>Key message attributes</th>
<th>Types of visuals</th>
<th>Cultural targeting strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unsure if it works</td>
<td>● Define effectiveness and how to obtain it (ie, fully vaccinated).</td>
<td>● Comparison of risk of hospitalization and death of those vaccinated vs not vaccinated (visual)</td>
<td>Peripheral, evidential, linguistic</td>
</tr>
<tr>
<td></td>
<td>● Demonstrate risks if not vaccinated.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variants</td>
<td>● Define “breakthrough case.”</td>
<td>● Not applicable</td>
<td>Evidential, linguistic</td>
</tr>
<tr>
<td></td>
<td>● Discuss mutations and how new variants are created.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>● Discuss the impact of emerging variants on vaccines and health.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>● Emphasize the impact of virus on short- and long-term health.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natural immunity</td>
<td>● Define natural immunity versus vaccine-induced immunity.</td>
<td>● Comparison of the health risks of those with natural immunity and those vaccinated (visual and video)</td>
<td>Peripheral, evidential, linguistic</td>
</tr>
<tr>
<td></td>
<td>● Emphasize vaccine-induced immunity being much safer than natural immunity.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>● Discuss the “gamble” in natural immunity over vaccine-induced immunity.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>● Discuss the benefits of vaccination despite having COVID-19.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Too many vaccines</td>
<td>● Discuss the lack of danger of multiple vaccines at a time.</td>
<td>● Not applicable</td>
<td>Evidential, linguistic</td>
</tr>
<tr>
<td></td>
<td>● Remind people of receiving many vaccines at once as a baby and preteen.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>● Compare the number of proteins in the vaccine to the number of proteins if exposed to SARS-CoV-2.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boosters. Why?</td>
<td>● Define boosters and why they are needed.</td>
<td>● Stating the vaccine dose and booster schedule of each vaccine (image)</td>
<td>Evidential, peripheral, linguistic</td>
</tr>
<tr>
<td></td>
<td>● Discuss booster recommendations.</td>
<td>● Defining a booster and why we need it (video)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>● Emphasize discussing getting a booster with a provider.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is it even needed?</td>
<td>● Discuss transmission routes and rates by variant.</td>
<td>● Tracker of COVID-19 rates and deaths (United States and Tennessee)</td>
<td>Evidential, peripheral, linguistic</td>
</tr>
<tr>
<td></td>
<td>● Compare COVID-19 hospitalization, long COVID, and death rates among those vaccinated and unvaccinated.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>● Discuss the susceptibility and severity of COVID-19 and the importance of vaccination.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a* All vaccine concerns were vetted by community leaders and members (ie, constituent-involving strategy) and edited to be comprehensible (ie, linguistics).

*b* mRNA: messenger RNA.

*c* EAU: emergency use authorization.

*d* GBS: Guillain-Barré syndrome.

**Vaccine Development**

These message subsets target individuals who have concerns about the COVID-19 vaccines and the development process. The goal is to positively influence attitudes toward researchers and the process. There are 4 message sets in this category:

- Human protections in research/child protections in research
- Who is at the table?
- Too new and too quick
- How research works

**Vaccine Safety**

These message subsets target individuals who have concerns about the safety of the COVID-19 vaccines. The goal is to demonstrate that the benefits of COVID-19 vaccination outweigh the harms of COVID-19 vaccination. There are 8 message sets in this category:

- mRNA and DNA
- Infertility/youth infertility
- Underlying medical conditions
- Your heart/your child’s heart
- Guillain-Barré syndrome (GBS; adults only)
- Blood clots (adults only)
- Side effects
- Child is too young (parents only)
Vaccine Effectiveness

These message subsets seek to demonstrate that the risk of SARS-CoV-2 and the severity of COVID-19 (ie, long-haul COVID-19, hospitalization, and death) are far greater when not vaccinated against COVID-19. These sets further demonstrate that the vaccine is effective and how variants may affect effectiveness. We also discussed the dosing schedule and role of boosters. There are 7 message sets in this category:

- Unsure if it works
- Variants and the vaccine
- Natural immunity or vaccine immunity
- Too many vaccines
- Boosters. Why?
- Is it even needed?

Discussion

Principal Findings

Our study aimed to develop and validate a message library for a social marketing campaign to increase COVID-19 vaccination among African Americans. The goal was to provide African American adults and parents with theory-based, culturally appropriate messaging on COVID-19 vaccines to motivate vaccine uptake. We described a multiphase process using community engagement approaches for the message library development with the HBM [31], the TRA [30], and Kreuter’s [32] cultural targeting strategies serving as the conceptual frameworks. Our existing library allowed us to expeditiously adapt the messaging to meet the needs of African Americans. This process can be used by researchers and health care professionals to inform the development of culturally appropriate messages.

Use of formative research to build theory-based, culturally appropriate messaging while applying community engagement principles is critical for communities to play an active role in disease prevention and control measures, such as COVID-19 vaccination [26,49]. This method holds great promise in addressing health disparities, yet is in its infancy [50,51]. Applying Boyer et al’s [52] multilevel approach to stakeholder engagement, we had community member involvement at all phases and varying levels to develop a message library to promote COVID-19 vaccination among African Americans. Engagement approaches included formation of a community-academic partnership, a CAP, and inclusion of community interviewees. Having the community-academic partnership and CAP allowed the community voice to be at the root of the messaging. Using each engagement approach, there was a balance of power to ensure that there was bidirectional communication and a deliberative process to foster respect, and even trust in some instances [53]. Furthermore, this process increased the likelihood of achieving cultural appropriateness of the messages.

Content validation has been recognized as a necessary component of message development and is highly valued [54]. The feedback provided by experts in the content review process was used to evolve the library with accurate and relevant messages. Furthermore, the suggestions for modification enriched the messages. Messages were further tested with a purposeful sample of African Americans for cultural appropriateness (ie, evidential, linguistics, peripheral, and sociocultural strategies). Our results indicated that African American adults and parents viewed the messages positively and indicated that the messages were persuasive, useful, and trustworthy. Feedback yielded distinct strategies to increase relevance, comprehension, and appeal. It is important to understand the target audiences’ response early to determine the likelihood of message effectiveness for the intervention [55].

Using this feedback from a multiphase process, our final message library yielded 18 message subsets for adults, and there were 17 message subsets for parents that were grounded in theory and cultural-targeting strategies. There were 3 preferred modes (ie, messages, images, and videos) for African American adults and parents. Studies demonstrate that multiple modes of communication are effective in increasing health literacy among populations, and plain-language messages, pictures, and videos are commonly cited, particularly in the context of community-level interventions [56]. We believe that this approach will be effective in reaching different characteristics of individuals.

Strengths

A major strength of this study is the use of theory and culturally appropriate strategies inclusive of community engagement to develop the COVID-19 message library for African American adults and parents. We used different levels of community engagement (ie, community-academic partnership, CAP, and interviewees) to ensure that the messages met the needs of our target population. In addition, we equipped the community with information about COVID-19 vaccines to ease concerns postvaccination or to make an informed decision about getting the vaccine. Furthermore, these individuals can now serve as education resources to their communities.

The next step in our partnership will be to test these messages in a 5-month social marketing campaign in a pilot study. Specifically, these messages are used on a website to provide information on COVID-19 vaccines. Shortened versions of these messages are used to market the website. We will evaluate the impact on attitudes, willingness, and self-reported vaccination status to be reported in a future manuscript. If the intervention demonstrates effectiveness, it could prove that theory-based, culturally appropriate messages in a social marketing campaign can be used as a motivational tool among African Americans.

Limitations

This study has limitations. Messages may not be generalizable to African Americans outside the southeastern United States. We had a small, purposeful sample, yet findings explained diverse perspectives to ensure messages encompassed multiple viewpoints toward the vaccine. There is potential for selection bias among content experts as they are medical professionals and clinicians from different disciplines and with clinical or research expertise. Furthermore, lack of access (ie, geographical barriers) to the vaccine could prevent uptake regardless of other concerns being addressed.
Conclusion
Vaccine hesitancy continues to negatively impact COVID-19 vaccination among African Americans. Effective interventions are needed to increase vaccine uptake. We believe we have developed validated and pretested theory-based, culturally appropriate messages that can be motivational in different interventions aimed at increasing the COVID-19 vaccination rate among African Americans.
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Abstract

Background: Despite the well-known adverse health conditions and negative economic outcomes associated with mental health problems, accessing treatment is difficult due to reasons such as availability and cost. As a solution, digital mental health services have flooded the industry, and new studies are quickly emerging that support their potential as an accessible and cost-effective way to improve mental health outcomes. However, many mental health platforms typically use clinical tools such as the Patient Health Questionnaire-9 (PHQ-9) or General Anxiety Disorder-7 (GAD-7). Yet, many individuals that seek out care do not have clinical symptomatology and thus, traditional clinical measures may not adequately capture symptom improvement in general well-being. As an alternative, this study used the health-related quality of life (HRQoL) tool from the Centers for Disease Control and Prevention “Healthy Days” measure. This subjective measure of well-being is an effective way to capture HRQoL and might be better suited as an outcome measure for treatments that include both clinical and subclinical individuals.

Objective: The purpose of this study was to describe changes in HRQoL in clinical and subclinical members assessing virtual care and to examine the association between text-based behavioral coaching and virtual clinical sessions with changes in HRQoL.

Methods: A total of 288 members completed the 4-item HRQoL measure at baseline and at 1 month following use of the Ginger on demand behavioral health platform. Baseline anxiety and depression levels were collected using the GAD-7 and PHQ-9, respectively.

Results: Members completed on average 1.92 (SD 2.16) coaching sessions and 0.91 (SD 1.37) clinical sessions during the assessment month. Paired samples t-tests revealed significant reductions in the average number of unhealthy mental health days between baseline (mean 16, SD 8.77 days) and follow-up (mean 13.2, SD 9.02 days; t₂₈₇=5.73; P<.001), and in the average number of days adversely impacted (mean_base 10.9, mean_follow-up 8.19; t₂₈₇=6.26; P<.001). Both subclinical members (t₁₀₃=3.04; P=.003) and clinical members (t₁₈₃=5.5; P<.001) demonstrated significant improvements through reductions in adversely impacted days over a month. Clinical members also demonstrated significant improvements through reductions in unhealthy mental health days (t₁₈₃=5.82; P<.001). Finally, member engagement with virtual clinical sessions significantly predicted changes in unhealthy mental days (B=−0.96; P=.04).

Conclusions: To our knowledge, this study is one of the first to use the HRQoL measure as an outcome in an evaluation of a digital behavioral health platform. Using real-world longitudinal data, our preliminary yet promising results show that short-term engagement with virtual care can be an effective means to improve HRQoL for members with subclinical and clinical symptoms. Further follow-up of reported HRQoL over several months is needed.

(JMIR Form Res 2022;6(7):e35352) doi:10.2196/35352
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Introduction

Nearly 1 in 5 adults in the United States (51.5 million people) experience mental health issues [1]. The World Health Organization estimates that anxiety and depression alone cost the global economy US $1 trillion dollars each year in lost productivity, absenteeism, and medical costs [2]. Mental health issues have been exacerbated with the recent COVID-19 pandemic and underscore a critical moment of global need [3,4]. A recent meta-analysis found the global prevalence of diagnosable anxiety and depression during the pandemic was 27% and 28%, respectively [5]. Even among those with subclinical symptoms, nearly half of adults in the United States have reported symptoms of anxiety or depression during this time [6]. Timely intervention for those with subclinical symptoms is just as important to prevent development of more serious symptoms requiring more costly treatment.

Despite the well-known adverse health conditions and negative economic outcomes, accessing treatment for common mental health problems is difficult [7]. The demand for mental health services has outpaced the availability of qualified mental health professionals. A recent survey found that 1 in 4 individuals with depression or anxiety lack access to care or have unmet mental health needs [8]. In addition, long wait lists, high out-of-pocket expenses, and transportation burdens all continue to serve as barriers to receipt of effective services [9,10]. There is a growing need for scalable mental health solutions that increase both the availability of professionals and access to care for common mental health conditions. This is particularly important with the recent increase of mental health issues during the pandemic. Digital mental health services have flooded the industry, and new studies are emerging that support their potential to serve as cost-effective ways to manage anxiety and depression [11,12]. This type of support can even be beneficial for individuals who may be at risk for but do not yet experience clinically significant symptoms [13].

Many mental health platforms typically use clinical tools such as the Patient Health Questionnaire-9 (PHQ-9) or General Anxiety Disorder-7 (GAD-7) for assessing initial and treatment outcomes of depressive and anxiety symptoms, respectively. As behavioral coaching focuses on goal-oriented behavior and typically targets those with subclinical symptomatology, traditional clinical measures may not adequately capture symptom improvement in general mental health and well-being. State and federal health agencies have supported the population surveillance of health-related quality of life (HRQoL), which is a multidimensional concept that examines overall health related to perceived physical and mental health as well as daily functioning [14,15]. One common HRQoL tool is the Centers for Disease Control and Prevention (CDC) “Healthy Days” measure that asks about self-rated general health, physical health, mental health, and activity limitations over the past 30 days. This subjective measure of well-being is an effective way to capture HRQoL and might be better suited as an outcome measure for treatments that include both clinical individuals and individuals with symptoms not meeting clinical thresholds [16]. Yet, few studies have used this measure when evaluating digital behavioral health platforms. Financially, Humana found that the cost of each reported unhealthy day is equivalent to 10 hospital admissions per thousand patients, with a potential increase of US $15.64 per member per month in medical costs for each unhealthy day [17]. This highlights the potential long-term savings that could result from interventions targeting individual HRQoL. A previous health coaching study has already demonstrated significant reductions in reported unhealthy days among participants [18].

The purpose of this study was to examine self-reported HRQoL among members using an on demand digital health platform and the association of short-term text-based behavioral health coaching and virtual clinical sessions with healthy days over time. To that end, the study will describe baseline characteristics of members in terms of reported unhealthy days and changes over 1 month, describe changes in unhealthy days as a function of baseline anxiety and depressive symptoms, and examine the association between member engagement and changes in unhealthy days.

Methods

Participants

Participants were members who had access to the Ginger on demand behavioral health platform as part of their employer or health plan benefits. Internal clinical protocols include exclusionary criteria where self-directed telehealth is likely not appropriate and where more specialized and urgent psychiatric services are required (eg, active suicide ideation or active high-risk self-harm behavior; see Kunkle et al [19] for exhaustive list). This study included Ginger members 18 years or older who completed the baseline Healthy Days measure between November 2020 to November 2021 and who first accessed care within 1 month of completing their Healthy Days baseline.

Procedures

The Ginger platform provides members with access to virtual behavioral health coaching, teletherapy, telepsychiatry, and self-guided content and assessments, primarily via a mobile app platform. After downloading the mobile app, members can start texting with a behavioral health coach within minutes of requesting to connect. Ginger coaches are full-time employees who have an advanced degree in a field related to mental health or have accredited coach certification. While many members are solely engaged with text-based coaching services, some will request or require escalation to clinical services (teletherapy or telepsychiatry) depending on preference or clinical severity. When members are escalated to therapy or psychiatry, they may continue working with a coach provided they also seek additional specialized care concurrently. Additional detail regarding Ginger can be found in prior publications [19,20].

The Healthy Days measure was administered to members 4 times across the span of 4 months (once per month). Data were collected externally using the Survey Monkey platform. Only responses from survey items pertaining to the number of unhealthy mental health days and impacted days were of focus for this study. The PHQ-9 and GAD-7 were typically completed at baseline.
at intake within 1 month of the Healthy Days baseline assessment.

Measures

The CDC Healthy Days measure contains four items: (1) “Would you say that in general your health is excellent, very good, good, fair, or poor?” (2) “Now thinking about your physical health, which includes physical illness and injury, for how many days during the past 30 days was your physical health not good?” (3) “Now thinking about your mental health, which includes stress, depression, and problems with emotions, for how many days during the past 30 days was your mental health not good?” and (4) “During the past 30 days, for about how many days did poor physical or mental health keep you from doing your usual activities, such as self-care, work, or recreation?” (referred to here as impacted days). For this study a change variable was calculated by subtracting reported unhealthy scores from time 1 from scores from time 2, where positive values indicate an increase in unhealthy days, whereas negative values indicate a reduction in unhealthy days.

The PHQ-9 is a 9-item self-report questionnaire that assesses the frequency and severity of depression symptomatology within the previous 2 weeks. Each of the 9 items is based on the Diagnostic and Statistical Manual of Mental Disorders (Fourth Edition; DSM-IV) criteria for major depressive disorder and are scored on a 0 (not at all) to 3 (nearly every day) scale. Items include “Little interest or pleasure in doing things” and “Feeling down, depressed, or hopeless.” Total scores can range from 0 to 27 with higher scores indicating more depressive symptoms. A score of 10 was used as the clinical threshold [21].

The GAD-7 is a valid brief self-report tool to assess the frequency and severity of anxious thoughts and behaviors over the past 2 weeks. Each of the 7 items are based on the DSM-IV diagnostic criteria for generalized anxiety disorder and are scored on a 0 (not at all) to 3 (nearly every day) scale, with total scores ranging from 0 to 21. Items include “Feeling nervous, anxious, or on edge” and “Not being able to stop or control worrying.” Consistent with existing literature, a score of 10 was used as the clinical threshold [22].

Member engagement with Ginger services was quantified as the number of coaching and clinical sessions. Coaching sessions were operationalized as the number of unique days where both members and coaches each sent at least 5 text messages. Ginger coaching is an on demand text-based service, and the operationalization of a “text-based coach session” has not been predetermined in the literature. As such, our threshold was decided based upon internal work that highlighted approximately 5 texts each way as the number of text messages needed to capture a productive conversation between members and their coaches. Clinical sessions were operationalized as the number of completed video sessions with a clinician.

Statistical Analysis

Analyses were conducted using RStudio (version 1.4.1717; RStudio, PBC). Data were first screened for outliers and normality. Descriptive statistics were used to describe baseline member characteristics. For changes in reported unhealthy days, paired sample t tests were used. Next, members were divided into groups as a function of clinical thresholds using the PHQ-9 and GAD-7 scores at intake (ie, clinical vs subclinical). Additional paired sample t tests were performed to evaluate member differences in responses between time 1 and time 2 for clinical and subclinical groups separately. A Benjamini-Hochberg correction was used to adjust for multiple comparisons [23]. Finally, scatterplots suggested a linear trend between member engagement and changes in unhealthy days. As such, multiple linear regressions were performed to examine the association of member engagement (ie, coaching and clinical sessions) with changes in the number of unhealthy days. Baseline Healthy Days scores and the number of prior engagement levels were entered as covariates. All continuous variables were standardized for interpretability.

Ethics Approval

This is a secondary analysis of pre-existing deidentified data. The authors do not have access to participant identifying information and do not intend to recontact participants. Ginger’s research protocols and supporting policies have been reviewed and approved by Advarra’s institutional review board (Pro00046797) in accordance with the US Department of Health and Human Services regulations at 45 CFR 46.

Results

Descriptive Statistics

A total of 1496 members completed the Healthy Days measure at time 1 (intake), 351 (23.5%) members at time 2 (~30 days following intake; mean 31.9, SD 1.48 days), 114 members at time 3 (~60 days following intake), and 37 members at time 4 (~90 days following intake). The current analyses examined only members who had completed surveys at both time 1 (intake) and at time 2 (N=288). Data were missing at random for all primary outcome variables (7 >.070 and r <.154; P >.12). Potential reasons for earlier drop-offs that should be taken into consideration when interpreting our results include members having achieved their coaching goals, members no longer interested in care, and members engaged at a monthly cadence and returned after the study evaluation month was finished. Demographic information about members was provided by employers but contained missing data. Of members in the analytical sample, 82 (28.5%) members were between the ages of 18-34 years, 96 (33.3%) members were 35 years of age or older, and 110 (38.2%) members did not have age reported. Regarding gender identity, 125 (43.4%) members identified as female, 33 (11.5%) as male, 14 (4.9%) as other, and 116 (40.3%) did not have gender reported.

Descriptive statistics for the primary variables are presented in Table 1. Members, on average, completed 1.92 (SD 2.16, range 0-12) coaching sessions and 0.91 (SD 1.37, range 0-5) video sessions with a clinician within a single month. A total of 179 (62.2%) members engaged exclusively with text-based coaching (no clinical sessions). Subclinical depression and anxiety levels were reported in 104 (36.1%) members, whereas 184 (63.9%) members reported clinical levels of depression or anxiety. Of members in the analytical sample, 71% (n=205) at time 1 and 77% (n=223) of members at time 2 reported feeling “good” or better in response to the question “Would you say that in general
your health is excellent, very good, good, fair, or poor?” (includes members who reported feeling “very good” and “excellent”). Bivariate correlations among the primary variables are presented in Figure 1. Of note, the number of unhealthy mental health days was positively correlated with the number of impacted health days at each respective time point ($r=0.62$ at time 1, $r=0.65$ at time 2; $P<.001$).

Table 1. Descriptive statistics among primary variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Values, mean (SD)</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical health (time 1)</td>
<td>5.1 (7.8)</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>Mental health (time 1)</td>
<td>16.0 (8.8)</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>Impacted health (time 1)</td>
<td>10.9 (9.6)</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>Physical health (time 2)</td>
<td>5.6 (8.3)</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>Mental health (time 2)</td>
<td>13.2 (9.0)</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>Impacted health (time 2)</td>
<td>8.2 (8.5)</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>Coaching sessions</td>
<td>1.9 (2.2)</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>Clinical sessions</td>
<td>0.9 (1.4)</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Depression score (PHQ-9(^a))</td>
<td>11.3 (6.1)</td>
<td>1</td>
<td>27</td>
</tr>
<tr>
<td>Anxiety Score (GAD-7(^b))</td>
<td>9.8 (5.7)</td>
<td>0</td>
<td>21</td>
</tr>
</tbody>
</table>

\(^a\)PHQ-9: Patient Health Questionnaire-9.
\(^b\)GAD-7: General Anxiety Disorder-7.

Figure 1. Correlations among primary variables. Note: Insignificant correlations where $P>.05$ are marked. Corr: correlation.

Pre-Post Changes in Reported Unhealthy Days
Members reported on average nearly 3 fewer unhealthy mental health days (mean –2.71, SD 8.03) between baseline and 1 month later. Of the analytical sample, 61\% (n=175) of members reported an improvement in unhealthy mental health days, whereas 39\% (n=113) reported no improvement or an increase in unhealthy mental health days. Paired sample $t$ tests were
performed to evaluate differences in member Healthy Days responses at time 1 compared to time 2 (Figure 2) across all continuous items. Results showed no significant improvements in unhealthy physical health days between time 1 (mean 5.08, SD 7.78 days) and time 2 (mean 5.60, SD 8.25 days; $t_{287}=-1.25; P=.21$). However, results showed significant improvements in unhealthy mental health days between time 1 (mean 16, SD 8.77 days) and time 2 (mean 13.2, SD 9.02 days; $t_{287}=5.73; P<.001$), as well as significant improvements in adversely impacted days between time 1 (mean 10.9, SD 9.60 days) and time 2 (mean 8.19, SD 8.51 days; $t_{287}=6.26; P<.001$). Given Ginger is a mental health platform and significant changes were only observed for unhealthy mental health days and adversely impacted days, these two outcomes were explored in subsequent analyses.

Figure 2. Display of means across the items from the Healthy Days measure at time 1 and time 2 (N=288).

Comparison of Change in Healthy Days Between Clinical and Subclinical Members

Subclinical members showed trending reductions in reported unhealthy mental health days between time 1 (mean 9.92, SD 6.78 days) and time 2 (mean 8.44, SD 7.83 days; $t_{103}=1.87; P=.06$, adjusted $P=.06$). Clinical members also showed reductions in reported unhealthy mental health days between time 1 (mean 19.4, SD 7.91 days) and time 2 (mean 16.0, SD 8.52 days; $t_{183}=5.82; P<.001$; adjusted $P<.001$).

Similarly, subclinical members showed significant reductions in reported impacted days at time 1 (mean 5.15, SD 6.64 days) compared to time 2 (mean 3.47, SD 5.3 days; $t_{103}=3.04; P=.003$, adjusted $P=.003$). Clinical members also showed significant reductions in reported impacted days at time 1 (mean 14.2, SD 9.48 days) compared to time 2 (mean 10.9, SD 8.83 days; $t_{183}=5.50; P<.001$, adjusted $P<.001$).

Member Engagement on Changes in Reported Unhealthy Mental Health Days

The linear regression model predicting changes in reported unhealthy mental health days was significant ($F_{5,282}=14.6; P<.001$) and accounted for 21% of the variance. No significant main effects of coaching sessions ($B=0.61; P=.19$) were observed. However, there was a significant main effect of clinical sessions ($B=-0.96; P=.04$), where more clinical sessions was associated with a decrease in unhealthy mental health days. The model predicting changes in adversely impacted days was also significant ($F_{5,282}=22.2; P<.001$) and accounted for 28% of the variance. No significant main effects of coaching sessions ($B=0.43; P=.30$) or clinical sessions ($B=-0.40; P=.33$) were observed. Coefficients for both models are presented in Table 2.
Table 2. Summary of regression coefficients (N=288).

<table>
<thead>
<tr>
<th>Model 1: Changes in the number of unhealthy mental health days</th>
<th>Model 2: Changes in the number of adversely impacted days</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>(Intercept)</td>
</tr>
<tr>
<td>-2.71 (0.43)</td>
<td>-2.75 (0.38)</td>
</tr>
<tr>
<td>P value</td>
<td>P value</td>
</tr>
<tr>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Unhealthy mental health days (baseline)</td>
<td>Unhealthy impacted days (baseline)</td>
</tr>
<tr>
<td>-3.32 (0.43)</td>
<td>-3.87 (0.38)</td>
</tr>
<tr>
<td>P value</td>
<td>P value</td>
</tr>
<tr>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Prior coaching sessions</td>
<td>Prior coaching sessions</td>
</tr>
<tr>
<td>0.39 (0.47)</td>
<td>-0.30 (0.42)</td>
</tr>
<tr>
<td>.42</td>
<td>.48</td>
</tr>
<tr>
<td>Prior clinical sessions</td>
<td>Prior clinical sessions</td>
</tr>
<tr>
<td>0.59 (0.47)</td>
<td>0.10 (0.41)</td>
</tr>
<tr>
<td>.21</td>
<td>.80</td>
</tr>
<tr>
<td>Clinical sessions</td>
<td>Clinical sessions</td>
</tr>
<tr>
<td>-0.96 (0.47)</td>
<td>-0.40 (0.41)</td>
</tr>
<tr>
<td>.04</td>
<td>.33</td>
</tr>
<tr>
<td>Coaching sessions</td>
<td>Coaching sessions</td>
</tr>
<tr>
<td>0.61 (0.47)</td>
<td>0.43 (0.41)</td>
</tr>
<tr>
<td>.19</td>
<td>.30</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

This study evaluated the real-world association between digital care utilization in members with both subclinical and clinical symptoms of anxiety or depression. HRQoL at baseline suggested that members were, on average, demonstrating “frequent distress” and reporting more unhealthy mental health days than healthy mental health days (mean 16, SD 8.77 days; 53% of the month). The CDC defines having ≥14 unhealthy mental health days as “frequent distress [24].” Of note, our results also observed a relatively high number of unhealthy mental health days (mean 9.92, SD 6.78 days; 33% of the month) for subclinical members at baseline, highlighting the need for care for those that might not traditionally be recommended for clinical services (eg, individuals who might not have exceeded clinical thresholds using traditional PHQ-9 and GAD-7 assessment surveys). Bivariate correlations revealed a positive association between unhealthy mental health days and adversely impacted days, underscoring the relationship between mental health and daily functioning [25,26]. Overall, members evidenced significant improvements in reported unhealthy mental health days and adversely impacted days over the month. Furthermore, improvements in reported adversely impacted days were significant for both subclinical members and clinical members, and improvements in reported unhealthy mental health days were significant for clinical members. Our results also found that clinical sessions, but not coaching sessions, predicted changes in reported unhealthy mental health days over the month. Taken together, this study offers preliminary descriptives on a valuable but less commonly used outcome measure, specifically in a traditionally understudied but increasing population of individuals seeking out virtual care. The study further supports how virtual care is a promising strategy to meet the growing demand of mental health services.

Not all individuals seeking out care exceeded industry clinical thresholds. Thus, additional outcome measures, such as the Healthy Days measure, are needed to evaluate the effects of digital mental health care beyond clinically focused measures (eg, PHQ-9 and GAD-7). To our knowledge, we are one of the first to use the Healthy Days measure within this population (ie, individuals seeking out virtual mental health care). Overall, members reported a reduction of 2.71 unhealthy mental health days. Extrapolating from the Humana data [16], this would be equivalent to a decrease of 27.1 hospital admissions per thousand patients and a potential cost savings of US $42.38 per member per month. Thus, virtual mental health care can be seen as a low-intensity approach to achieve better health outcomes at lower cost [12,13].

Our results found a significant association between the reduction in the number of reported unhealthy mental health days and member engagement with clinical sessions, but not with coaching sessions. Coaching, and even more so text-based coaching, differs fundamentally in their objectives and practices compared to clinical care [27,28]. Little is understood regarding the effects of text-based coaching on mental health outcomes. Our findings suggest that the amount of care needed to drive member improvement might vary between text-based coaching and clinical practices [29]. It is possible that additional time/sessions might be needed for coaching goals to be formed, implemented, and subsequently have an impact on behavioral change via a text-based medium [28-30]. Future studies should extend the follow-up window when evaluating coaching sessions and assess alternate trajectories of improvement in mental health (eg, nonlinear).

**Limitations**

There are several limitations to consider. One limitation is the potential for bias in our estimates and the increased likelihood that our results may not generalize to all individuals who engage with teletherapy. Furthermore, our cohort design did not have
a comparison group or random assignment to the treatment intervention. Thus, our ability to draw causal inferences is limited and improvements in reported unhealthy days could simply be due to a passage of time; however, we were able to demonstrate significant changes in members with both subclinical and clinical symptoms using real-world longitudinal data. Even though data were missing at random and may not bias results, future studies should implement procedures (eg, incentives) to encourage and capture more complete follow-up data. Future studies can also examine obstacles and facilitators for engagement in teletherapy. The study was also limited to available self-reported outcome data, and there was a large amount of attrition in members reporting unhealthy days over time. This could be due to most members not experiencing clinically meaningful baseline symptomatology and potentially quick improvements in functioning. It is also possible that because the survey was administered outside of the Ginger platform (ie, Survey Monkey), the additional step of completing the measure might have been an added time burden. However, this approach allowed us to pilot and demonstrate the real-world attrition rate when using external data collection platforms.

Conclusions
To our knowledge, this study is one of the first to use the HRQoL measure as a primary outcome in an evaluation of a digital behavioral health platform. Using real-world longitudinal data, our preliminary yet promising results show that short-term engagement with virtual care can be an effective means to improve HRQoL for members with subclinical and clinical symptoms. Virtual care represents a scalable and well-suited approach to meet the growing need for mental health services that has outpaced the in-person availability of clinical mental health professionals. Future studies should examine the long-term impact of text-based coaching and clinical support on HRQoL.
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The Burden of Cold Agglutinin Disease on Patients’ Daily Life: Web-Based Cross-sectional Survey of 50 American Patients

Florence Joly, MSc, PharmD; Lisa Anne Schmitt, MBA; Patricia Ann McGee Watson, MBA; Emilie Pain, MSc; Damien Testa, PhD

Background: Cold agglutinin disease (CAD) is a rare disorder, affecting 15% of patients with autoimmune hemolytic anemia. Few studies have assessed CAD symptoms and their impact on daily life, but these studies did not address the patients’ perspectives.

Objective: The aims of this study were to increase the knowledge about CAD through a patient-centric survey and to gain a better understanding of the burden of this disease.

Methods: We conducted an internet-based survey in September 2020 among American patients registered on the CAD Unraveled website and members of the Cold Agglutinin Disease Foundation.

Results: A total of 50 respondents were included in this study. Totally, 90% (45/50) of the patients reported having experienced fatigue. Fatigue was mainly reported on a daily basis, and approximately one-third of these patients (13/45, 29%) said that their fatigue was constant throughout the day. It has also been shown that CAD has a great impact on patients’ physical well-being, emotional well-being, social life, and household finances. The disease varies over time, with or without symptoms. A total of 88% (44/50) of the patients reported previous episodes of the increased intensity or sensitivity of their CAD symptoms, with a mean of 4.5 (SD 5.4) episodes reported during the past year. More than half of the patients (27/50, 54%) considered their disease to be moderate or severe, and 42% (21/50) of the study group reported that their symptoms had worsened since the time of diagnosis.

Conclusions: Our study has provided new data on CAD symptoms, particularly data on the importance and type of fatigue and the fluctuation of CAD symptoms.

(JMIR Form Res 2022;6(7):e34248) doi:10.2196/34248
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**Introduction**

**Background**

Autoimmune hemolytic anemias (AIHAs) are rare and heterogeneous disorders characterized by the destruction of red blood cells by warm or cold antibodies, thereby causing anemia and other related health issues [1-4]. AIHA is classified into three categories: warm, cold, and mixed [1,5,6]. Warm AIHA is characterized by the binding of polyclonal immunoglobulin (often immunoglobulin G) to red blood cell antigens (Rh proteins or glycoporphins A-D). This binding is referred to as warm in that it occurs at most temperatures but is maximal at 37 °C [4,5]. Cold agglutinin disease (CAD) is the most common form of cold AIHA, accounting for 15 to 25% of AIHA cases [5-7]. CAD is recognized by the presence of immunoglobulin M autoantibodies, also known as cold agglutinins, which are active and cause hemolysis at cold temperatures, usually 3 °C to 4 °C [5,7]. This cold AIHA is composed of CAD, formerly known as primary CAD, and cold agglutinin syndrome, formerly known as secondary CAD [7]. There is no known cause for CAD. Cold agglutinin syndrome is associated with underlying conditions such as infection, malignancy, or immune disease [4,7].

CAD is a rare disease. Berentsen et al [8] suggested variations between cold and warm climates, reporting an incidence of 9 cases per million people per year in North Italy and 2 cases per million people per year in Norway, with a prevalence of 50 per million people in Italy and 200 per million people in Norway. An incidence of 1.8 cases per million person-years was reported based on the Danish national patient register [4]. CAD primarily affects middle-aged to older individuals; however, the disease has been observed in people aged as young as 30 years [7,9-11]. Some studies have indicated that women are slightly more affected by the disease than men [9].

Diagnosis of CAD is established with hemolytic anemia, reticulocytosis, hyperbilirubinemia, elevated lactate dehydrogenase, and positive Coombs test for anti-C3d and classically negative anti–immunoglobulin G [9]. After the test findings suggest CAD, the antibody titer and thermal activity should be determined to prevent overdiagnosis, because most agglutinins are clinically insignificant [9].

Most people with CAD have symptoms of hemolytic anemia such as paleness, shortness of breath, rapid heart rate, fatigue, weakness, dark urine, or pain [6,9,12]. Many people with CAD also experience pain and bluish coloring of the hands and feet (acrocyanosis) or Raynaud disease owing to slow or poor blood circulation [6,9,12]. CAD symptoms can vary throughout the course of a patient’s illness, involving fluctuation in CAD severity [7]. Anemia in CAD is often mild (hemoglobin level >10 g/dL) to moderate (hemoglobin level between 8 and 10 g/dL) and, in some cases, fully compensated, but it may be severe (hemoglobin level <8 g/dL) [13].

Importantly, febrile illness, trauma, and surgery can exacerbate hemolytic anemia [7,14], which can increase the risk of thromboembolic events and death [15]. Patients with mild anemia and minimal circulatory symptoms typically do not require specific pharmacological treatment [4,6,13]. These patients are advised to avoid exposure to cold [6,13], to limit the intensity of acrocyanosis and risk of developing trophic disorders. Moreover, any bacterial or viral infection should be treated [6].

Seasonal variation of these symptoms has been reported [16]. Symptoms were reported to be more severe when the patient is exposed to cold temperatures. This can lead to delay in diagnosis during warm periods.

At the time of this study, there was no approved treatment for CAD. However, patients with moderate anemia and hemoglobin levels below approximately 10 g/dL or disabling cold-induced circulatory symptoms may require blood transfusions. Rituximab monotherapy or rituximab along with bendamustine are recommended as first-line therapy for patients with severe symptoms, depending on individual patient characteristics [6,17]. Corticosteroid treatment is not recommended for patients with CAD, especially for long-term treatment [6]. Novel pharmacological treatment options are also currently under development to improve clinical management [13,17] and consequently, the quality of life of patients [4].

In addition to these treatments, patients are recommended to avoid cold. Mild CAD symptoms may be managed by avoiding exposure to cold temperatures, avoiding cold food and water, using room heaters, and wearing warm clothing (warm shoes, scarves, gloves, earmuffs, warm inners, and stockings) [17].

**Objectives**

To enhance diagnosis and clinical management, it is necessary to better understand the symptom severity and impact of CAD from the patient’s perspective. Qualitative studies on CAD are scarce and lacking. Su et al [12] found from qualitative interviews of 16 patients with CAD that the most frequently reported symptoms were fatigue, tiredness, or lack of energy and reaction to cold environments [2,12]. The rarity of CAD limits the ability to perform large-scale studies. The aims of this study were to increase the knowledge about CAD through a patient-centric survey and gain a better understanding of the burden of this disease from patients living with CAD in the United States.

**Methods**

**Study Design and Participant Recruitment**

This study included qualitative and quantitative research using a web-based questionnaire. The recruitment period started on September 1, 2020, and lasted for less than a month. Invitations to complete a self-administered questionnaire and follow-up emails were sent to members of the CAD Unraveled website, a website created by Sanofi and dedicated to providing support, information, and tools to patients with CAD to help them manage their condition. The Cold Agglutinin Disease Foundation (CADF), a nonprofit foundation dedicated to educating and supporting patients living with CAD, also shared the survey with its members. The study was based on voluntary and free participation of patients who agreed to participate in the survey. The study’s inclusion criteria were as follows: patients self-reporting a diagnosis of CAD, aged ≥18 years,
residing in the United States, and being a registered member of the CAD Unraveled website or CADF.

**Data Collection**

The questionnaire (39 closed-ended questions and 5 open-ended questions) was designed by Carenity, in collaboration with Sanofi and CADF. The questionnaire was written in English, and the average estimated time needed to answer was 30 minutes.

The questionnaire started with a set of questions about the respondent’s profile (eg, age, gender, place of residence, and profession), CAD characteristics, and disease status (eg, disease duration, age at diagnosis, type of CAD, symptoms experienced, and episodes experienced). CAD episodes were defined as a few hours during which a patient is affected by severe CAD symptoms.

The second part of the questionnaire was related to patient’s perception of CAD severity and progression.

The third part assessed the patient’s expectations of CAD-related fatigue management. Distinction between fatigue or tiredness, weakness, and lack of stamina was provided. Fatigue was defined as the feeling of tiredness or exhaustion or the need to rest because of lack of energy or strength and the need for extra sleep. Weakness was considered as a lack of physical or muscle strength and the feeling that extra effort is required to move arms, legs, or other muscles. Finally, lack of stamina was defined as an inability to maintain or sustain prolonged physical effort or activity.

The fourth part of the questionnaire evaluated the management methods used at the time of the survey, previous management methods, and patient satisfaction regarding management methods used at the time of the survey.

Finally, the last part explored the patient’s perception of the CAD burden and the impact that CAD symptoms had on the patient’s daily life, professional activities, and household finances (eg, impact owing to health care costs and work absenteeism). CAD burden was assessed at three time points (eg, when usual or regular symptoms were experienced, when symptom intensity or sensitivity increased or new symptoms occurred, and when no symptoms were experienced).

**Statistical Analysis**

Categorical variables are expressed as absolute frequencies and percentages. Continuous variable data are presented as mean (SD) for normal distribution and as median for nonnormal distribution. Narratives from open-ended questions were manually analyzed by identifying themes and subcategories.

Data processing and analysis were performed using RStudio (version 3.5.0; RStudio, Inc). Excel (Microsoft Corporation) 2013 was used to analyze the open-ended questions. The participants’ personal information is not publicly available owing to privacy laws.

**Ethics Approval**

Written informed consent was obtained from all participants through information notice. The study protocol and patient materials were reviewed by the Western and Copernicus Group Institutional Review Board (formerly, New England Institutional Review Board; approval number 20202393).

**Results**

**Description of the Study Population**

A total of 116 participants started to fill in the questionnaire (registered as living in the United States or who had not indicated their country of residence), with 50 (43.1%) participants fulfilling the inclusion criteria and completing the questionnaire by September 24, 2020 (Figure 1). Patients were excluded from the study mainly because they indicated not living in the United States or not having CAD diagnosed by a health care professional.

Participants were located throughout the United States, with few participants from the Midwest. The mean age at enrollment was 66.7 (SD 8.5) years, and the men-to-women sex ratio was 0.22. Regarding employment status, 76% (38/50) of the patients declared that they were not working at the time of the survey and 20% (10/50) of the patients were working (Table 1).

At diagnosis, patients were on average aged 59.2 (SD 8.5) years. The main signs that led to diagnosis were blood tests (44/50, 88%) and presence of symptoms (26/50, 52%). Most patients (44/50, 88%) experienced symptoms before the diagnosis of CAD. The most frequently reported symptoms included fatigue (fatigue, tiredness, lack of stamina, or weakness; 37/50, 74%), shortness of breath (19/50, 38%), and acrocyanosis (18/50, 36%).

Among the 88% (44/50) of the patients who had experienced symptoms before being diagnosed, 34% (15/44) patients were diagnosed ≥2 years after their initial symptoms (Table 2). The delay between the development of initial symptoms and diagnosis was primarily owing to unawareness that the symptoms were associated with a disease (14/44, 32%) or because the patient had consulted multiple physicians before being properly diagnosed (13/44, 30%). The sociodemographic and clinical characteristics of the study participants are summarized in Tables 1 and 2.
Figure 1. Disposition of survey respondents. CAD: cold agglutinin disease; CADF: Cold Agglutinin Disease Foundation. *Indicates people who had agreed to receive invitations to participate in the study.

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>41 (82)</td>
</tr>
<tr>
<td>Men</td>
<td>9 (18)</td>
</tr>
<tr>
<td><strong>Age at the time of the survey (years), mean (SD; range)</strong></td>
<td>66.7 (8.5; 45-86)</td>
</tr>
<tr>
<td>≤60, n (%)</td>
<td>12 (24)</td>
</tr>
<tr>
<td>61-65, n (%)</td>
<td>5 (10)</td>
</tr>
<tr>
<td>66-70, n (%)</td>
<td>14 (28)</td>
</tr>
<tr>
<td>71-75, n (%)</td>
<td>13 (26)</td>
</tr>
<tr>
<td>&gt;75, n (%)</td>
<td>6 (12)</td>
</tr>
<tr>
<td><strong>Employment status(^a) at the time of the survey, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Work—full-time</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Work—part-time</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Do not work</td>
<td>38 (76)</td>
</tr>
<tr>
<td>Disabled</td>
<td>2 (4)</td>
</tr>
</tbody>
</table>

\(^a\)Multiple-choice question.
Table 2. Clinical characteristics of patients with CAD\textsuperscript{a} in the United States recruited for the web-based survey (N=50).

<table>
<thead>
<tr>
<th>Medical profile</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of CAD (according to patients’ knowledge), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Primary CAD</td>
<td>25 (50)</td>
</tr>
<tr>
<td>Secondary CAD</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Do not remember</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Do not know</td>
<td>16 (32)</td>
</tr>
<tr>
<td><strong>Time since CAD diagnosis (years), mean (SD; range)</strong></td>
<td>7.5 (7.4; 1-30)</td>
</tr>
<tr>
<td>&lt;5, n (%)</td>
<td>21 (42)</td>
</tr>
<tr>
<td>5-10, n (%)</td>
<td>8 (16)</td>
</tr>
<tr>
<td>11-15, n (%)</td>
<td>5 (10)</td>
</tr>
<tr>
<td>&gt;15, n (%)</td>
<td>7 (14)</td>
</tr>
<tr>
<td><strong>Age at CAD diagnosis (years), mean (SD; range)</strong></td>
<td>59.2 (8.5; 41-76)</td>
</tr>
<tr>
<td>&lt;55, n (%)</td>
<td>17 (34)</td>
</tr>
<tr>
<td>55-60, n (%)</td>
<td>9 (18)</td>
</tr>
<tr>
<td>61-65, n (%)</td>
<td>13 (26)</td>
</tr>
<tr>
<td>&gt;65, n (%)</td>
<td>11 (22)</td>
</tr>
<tr>
<td><strong>Symptoms experienced before diagnosis (top 5)\textsuperscript{b}, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Fatigue or tiredness</td>
<td>37 (74)</td>
</tr>
<tr>
<td>Decreased stamina</td>
<td>23 (46)</td>
</tr>
<tr>
<td>Increased weakness</td>
<td>22 (44)</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>19 (38)</td>
</tr>
<tr>
<td>Acrocyanosis\textsuperscript{c}</td>
<td>18 (36)</td>
</tr>
<tr>
<td><strong>Number of symptoms experienced before diagnosis, mean (SD)</strong></td>
<td>4.6 (3.5)</td>
</tr>
<tr>
<td><strong>Interval between initial symptoms and diagnosis\textsuperscript{d}, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;6 months</td>
<td>15 (34)</td>
</tr>
<tr>
<td>6 months -1 year</td>
<td>7 (16)</td>
</tr>
<tr>
<td>1-2 years</td>
<td>6 (14)</td>
</tr>
<tr>
<td>2-3 years</td>
<td>7 (16)</td>
</tr>
<tr>
<td>&gt;3 years</td>
<td>8 (18)</td>
</tr>
<tr>
<td>Do not remember</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}CAD: cold agglutinin disease.
\textsuperscript{b}Multiple-choice question; complete list is given in Figure S1 in Multimedia Appendix 1.
\textsuperscript{c}Cold and blue limbs.
\textsuperscript{d}Sample size: n=44.

**CAD Symptoms Experienced and Perception of Disease Severity and Progression**

More than half of the patients (27/50, 54\%) considered their disease to be moderate or severe (Table 3). Patients with a severe form were principally affected by severe symptoms and were not satisfied with the efficiency of their management methods. Of the 50 patients, 31 (62\%) patients reported that their CAD has progressed since their diagnosis: 21 (42\%) patients thought that it has worsened and 10 (20\%) thought that it has improved. Respondents who had experienced worsening of their CAD symptoms indicated that it occurred when the intensity or sensitivity of their symptoms increased (8/21, 38\%), when new CAD symptoms appeared (4/21, 19\%), and when both CAD symptom intensity or sensitivity increased and new CAD symptoms appeared (2/21, 10\%). CAD varied over time: 88\% (44/50) of the patients experienced episodes with increased intensity and sensitivity of CAD symptoms, 72\% (36/50) experienced episodes with new CAD symptoms, and 54\% (7/50) experienced episodes without symptoms. A total of 40\% (20/50) of the patients had experienced all 3 types of episodes. Among the 94\% (47/50) patients who reported CAD episodes with
increased intensity or sensitivity or new CAD symptoms, the most cited symptoms experienced during a CAD episode were fatigue (fatigue, tiredness, lack of stamina, or weakness; 42/47, 89%) and shortness of breath (31/47, 66%; Table 3). In total, 94% (44/47) of the patients identified at least one factor that caused an increase in symptom intensity and sensitivity. Among the 13 factors cited, the three major triggers were cold temperature (39/47, 83%), winter (32/47, 68%), and air conditioning (26/47, 55%; Table 3).

Totally, 90% (45/50) of the patients reported having experienced fatigue (fatigue, tiredness, lack of stamina, or weakness). Among these 45 patients, a total of 40 (89%) patients reported the symptoms at the time of the survey. In total, 47% (21/45) of the participants reported that it was moderate, 29% (13/45) reported that it was mild, and 13% (6/45) reported that it was severe. Fatigue was reported on a daily basis by 44% (20/45) of the patients, several times a week by 27% (12/45), and only after physical exertion by 16% (7/45) of the patients. When fatigue was experienced, 31% (14/45) of the patients mentioned that it usually fluctuated during the course of the day, 29% (13/45) reported that fatigue was constant throughout the day, and 22% (10/45) reported that fatigue symptoms were more intense in the afternoon.
Table 3. Episodes of CAD reported by patients in the United States recruited for the web-based survey (N=50).

<table>
<thead>
<tr>
<th>Episodes of CAD</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perception of CAD severity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Mild</td>
<td>16 (32)</td>
</tr>
<tr>
<td>Moderate</td>
<td>21 (42)</td>
</tr>
<tr>
<td>Severe</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Do not know</td>
<td>7 (14)</td>
</tr>
<tr>
<td><strong>Progression of the disease, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Worsened</td>
<td>21 (42)</td>
</tr>
<tr>
<td>Same</td>
<td>15 (30)</td>
</tr>
<tr>
<td>Improved</td>
<td>10 (20)</td>
</tr>
<tr>
<td>Do not know</td>
<td>4 (8)</td>
</tr>
<tr>
<td><strong>Number of CAD episodes experienced in the past 12 months, mean (SD)</strong></td>
<td>4.5 (5.4)</td>
</tr>
<tr>
<td>Do not know</td>
<td>23 (46)</td>
</tr>
<tr>
<td>0-1, n (%)</td>
<td>9 (18)</td>
</tr>
<tr>
<td>2-3, n (%)</td>
<td>6 (12)</td>
</tr>
<tr>
<td>≥4, n (%)</td>
<td>9 (18)</td>
</tr>
<tr>
<td><strong>Symptoms experienced during CAD episodes, top 5</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Fatigue or tiredness</td>
<td>39 (83)</td>
</tr>
<tr>
<td>Increased weakness</td>
<td>32 (68)</td>
</tr>
<tr>
<td>Decreased stamina</td>
<td>31 (66)</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>31 (66)</td>
</tr>
<tr>
<td>Dark urine</td>
<td>22 (47)</td>
</tr>
<tr>
<td><strong>Number of symptoms experienced during CAD episodes</strong>, mean (SD)</td>
<td>6 (2.9)</td>
</tr>
<tr>
<td>1-2, n (%)</td>
<td>8 (17)</td>
</tr>
<tr>
<td>3-4, n (%)</td>
<td>8 (17)</td>
</tr>
<tr>
<td>5-6, n (%)</td>
<td>8 (17)</td>
</tr>
<tr>
<td>&gt;6, n (%)</td>
<td>23 (49)</td>
</tr>
<tr>
<td><strong>Triggering factors</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Cold temperatures</td>
<td>39 (83)</td>
</tr>
<tr>
<td>Winter</td>
<td>32 (68)</td>
</tr>
<tr>
<td>Air conditioning</td>
<td>26 (55)</td>
</tr>
<tr>
<td>Sudden change in temperature</td>
<td>20 (43)</td>
</tr>
<tr>
<td>Infection</td>
<td>15 (32)</td>
</tr>
<tr>
<td>Psychological stress</td>
<td>10 (21)</td>
</tr>
<tr>
<td>Surgery</td>
<td>6 (13)</td>
</tr>
<tr>
<td>High humidity</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Other d</td>
<td>5 (11)</td>
</tr>
<tr>
<td>None</td>
<td>3 (6)</td>
</tr>
<tr>
<td><strong>Number of factors that triggered CAD symptoms</strong>, mean (SD)</td>
<td>3.3 (1.8)</td>
</tr>
<tr>
<td>&lt;3, n (%)</td>
<td>16 (34)</td>
</tr>
<tr>
<td>3-4, n (%)</td>
<td>19 (40)</td>
</tr>
<tr>
<td>&gt;4, n (%)</td>
<td>12 (26)</td>
</tr>
</tbody>
</table>
Impact of CAD on Patients’ Daily Life

When patients were asked in an open-ended question (“Which aspects of your daily life (emotionally, physically, socially, etc) are the most impacted by CAD?”), they named physical well-being (40 quotations), emotional well-being (31 quotations), and social life (28 quotations). Patients who reported an impact on their physical well-being primarily indicated the need to take naps (7 quotations), the inability to perform physical activities (7 quotations), and the need to limit their daily tasks (6 quotations). Emotional well-being was primarily affected owing to depression (7 quotations), frustration (6 quotations), or anxiety (4 quotations).

Among the 20% (10/50) of the patients who were employed at the time of the study, 90% (9/10) declared that CAD affected their professional life (Table 4). A total of 60% (30/50) of the patients reported that their household finances were affected by the disease. Totally, 83% (10/12) of the patients aged <60 years said that CAD affected their household finances, compared with 42% (8/19) of those aged >70 years. In total, 74% (37/50) of the patients had to cover out-of-pocket cost associated with the disease. Alternative medicines (21/50, 42%), transportation costs to medical appointments (16/50, 32%), and office visits or hospital care (16/50, 32%) were the most cited out-of-pocket costs to be covered, with an average of 2 out-of-pocket costs per patient (Table 4).

When patients were asked, with suggested items, which CAD-related symptoms had the greatest impact on their daily life, 90% (45/50) of the patients reported fatigue, 58% (29/50) of the patients reported shortness of breath, and 44% (22/50) of the patients reported joint pain, headaches, or acrocyanosis. Patients were most affected during episodes with increased symptom intensity, increased sensitivity, or new CAD symptoms (median ≥8 out of 10, with 10=very strong impact), followed by episodes with usual symptoms (median ≥6 out of 10, with 10=very strong impact). Patients were less affected when no symptoms were experienced (median ≤3 out of 10), but they still indicated a negative impact on their quality of life (Figure 2).
### Table 4. Impact of CAD\(^a\) on patients with CAD in the United States recruited for the web-based survey (N=50).

<table>
<thead>
<tr>
<th>Impact of CAD</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Professional life(^{b,c})</strong></td>
<td></td>
</tr>
<tr>
<td>Had to take time off work</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Could not work as much as they would like to</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Not as efficient at work</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Concerned that they would not be able to do the job when applying for a new position</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Not able to work outside from late fall to early spring</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Had to make modifications to avoid handling cold items</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Unspecified</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Not affected</td>
<td>1 (10)</td>
</tr>
<tr>
<td><strong>Household finances</strong></td>
<td></td>
</tr>
<tr>
<td>No impact</td>
<td>20 (40)</td>
</tr>
<tr>
<td>Mild impact</td>
<td>15 (30)</td>
</tr>
<tr>
<td>Moderate impact</td>
<td>11 (22)</td>
</tr>
<tr>
<td>Severe impact</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Not sure</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Out-of-pocket costs related to CAD</strong></td>
<td></td>
</tr>
<tr>
<td>Alternative medicines (eg, vitamins and herbal medicines)</td>
<td>21 (42)</td>
</tr>
<tr>
<td>Transportation for medical appointments</td>
<td>16 (32)</td>
</tr>
<tr>
<td>Office visits or hospital care</td>
<td>16 (32)</td>
</tr>
<tr>
<td>Treatment for CAD and any related side effects</td>
<td>14 (28)</td>
</tr>
<tr>
<td>Transportation to relocate to a warmer region</td>
<td>10 (20)</td>
</tr>
<tr>
<td>Household services (eg, house cleaning and yard work)</td>
<td>9 (18)</td>
</tr>
<tr>
<td>Supportive care (eg, psychological support and nutrition)</td>
<td>7 (14)</td>
</tr>
<tr>
<td>Other(^d)</td>
<td>5 (10)</td>
</tr>
<tr>
<td>None</td>
<td>13 (26)</td>
</tr>
</tbody>
</table>

\(^a\)CAD: cold agglutinin disease.

\(^b\)Multiple-choice question.

\(^c\)Sample size: n=10.

\(^d\)Rental in warm area for 4 months each year (1/50, 2%); purchase more expensive health insurance (1/50, 2%); install a generator, which can be used if power is lost (1/50, 2%); move to a place for people aged >55 years, where everything is already available (1/50, 2%); and unspecified (1/50, 2%).
Figure 2. Impact of cold agglutinin disease on daily life reported by patients with that disease in the United States who were recruited for the web-based survey (N=50).

Impact of CAD-Related Fatigue
When patients who experienced fatigue, tiredness, lack of stamina, or weakness were asked in an open-ended question to describe how fatigue affected their daily life, they indicated that fatigue affected daily activities (38 quotations), associated fatigue with symptoms (37 quotations), and reported the need to implement solutions to cope with fatigue (31 quotations). Patients who reported fatigue-related symptoms primarily indicated weakness (22 quotations), difficulty in concentrating (6 quotations), and headaches (3 quotations). Those who indicated that fatigue affected their daily activities primarily cited an impact in terms of difficulty in completing daily tasks or starting new projects (12 quotations), difficulty in doing household chores (8 quotations), and the need to avoid physical activities (7 quotations). When asked on a scale from 0 to 10 (0=fatigue has no impact; 10=fatigue has a strong impact), it was found that fatigue had a significant impact on all aspects of daily life that were cited: personal life, physical well-being, professional life, social life and leisure, and emotional well-being (median ≥7 out of 10; Figure 3). Patients who experienced fatigue on a daily basis reported a more severe impact on each aspect of their daily life.

Figure 3. Impact of fatigue on daily life, reported by patients with cold agglutinin disease in the United States who were recruited for the web-based survey (N=50). p25: 25th percentile; p75: 75th percentile. *n=44 respondents affected; **n=37 respondents affected.

Symptom Management Methods
In total, 92% (46/50) of the patients reported using a management method at the time of the survey. The management method most often reported was cold avoidance (41/50, 82%), followed by rituximab treatment (10/50, 20%) and blood transfusion (4/50, 8%). On average, patients reported using 1.4 (SD 0.79) management methods at the time of the survey.

The main management methods used by patients with CAD in the past were cold avoidance (41/50, 82%), rituximab treatment (23/50, 46%), and corticosteroid treatment (15/50, 30%). Before the survey, patients reported using an average of 2.1 (SD 1.2) management methods.

A total of 32% (16/50) of the patients had to relocate away from where they used to live because of their CAD. Of these 16 patients, 9 (56%) patients relocated for part of the year and 7 (44%) patients relocated permanently. Totally, 59% (20/34) of the patients who had not relocated owing to CAD said that they want to do so. Incidentally, patients who relocated owing to CAD were more satisfied with their current management methods than those who did not relocate (7/15, 47% and 9/31, 29%, respectively).
Only 24% (12/50) of the patients declared having received blood transfusions owing to CAD in the previous 12 months. Among these 12 patients, 6 (50%) patients received at least three blood transfusions in the previous 12 months. When asked about their level of satisfaction regarding blood transfusion, half of the patients were satisfied, whereas the other half were unsatisfied (median 5 out of 10, with 10=agree with the item “I am satisfied with the way blood transfusions are performed”). Patients also reported that they often required assistance with transportation for blood transfusion appointments (median 6.5 out of 10, with 10=agree with the item “Someone often has to take me to or from my blood transfusions”) or that the time spent in having infusions had an impact on their activities (median 5.5 out of 10 with 10=agree with the item, “Time spent for a blood transfusion has an impact on other activities”).

Overall, among the 92% (46/50) of the patients who reported using a management method at the time of the survey, only 34% (16/46) were satisfied with the method used, primarily because of the improvement in CAD symptoms (4 quotations). A total of 31% (14/46) of the patients were dissatisfied with their current management method, including 11% (5/46) who were very dissatisfied. The most common reason for dissatisfaction was the lack of efficacy of the management method applied (5 quotations).

As CAD-related fatigue has a significant impact on the patients’ quality of life, approximately all patients who experienced fatigue (44/45, 98%) had devised a coping mechanism to manage the symptoms. However, only 11% (5/45) of the patients sought professional help for fatigue. On average, patients implemented 5 coping mechanisms to deal with this symptom. However, only 28% (12/44) of the patients were satisfied with the coping mechanism that was implemented, among whom only 5% (2/44) were very satisfied. In contrast, 32% (14/44) of the patients were dissatisfied, including 9% (4/44) patients who were very dissatisfied.

**Discussion**

**Principal Findings**

This study brings new evidence of the burden of CAD from patients’ perspectives.

In particular, our survey provided new data on fatigue experience (importance and type of fatigue). A total of 90% (45/50) of the patients reported having experienced fatigue (fatigue, tiredness, lack of stamina, or weakness). Fatigue was reported daily by 44% (20/45) of the patients, several times a week by 27% (12/45), and only after physical exertion by 16% (7/45) of the patients. When fatigue was experienced, patients mainly mentioned that it usually fluctuated during the course of the day. For example, in the survey, a patient stated the following:

> Anything I need to routinely do, such as laundry, cooking, and light to moderate housework, leaves me completely drained.

Fatigue, which is common to many disorders, could also explain the long delay between the first symptoms and the initial diagnosis.

Our findings also reveal that CAD had a great impact on patients’ daily activities, physical well-being, emotional well-being, social life, and household finances. For example, a patient stated the following in the results:

> I have always been a very active person. Not being able to do the same activities is very hard emotionally. We look normal to most people, but we are not and that explanation is very hard for most people to understand and I get frustrated trying to explain CAD to people.

In total, 38% (19/50) of the patients experienced at least one CAD episode in the 12 months before the study. On average, they experienced 4 to 5 episodes during this time. Patients reported that CAD episodes were most often triggered by cold temperatures, winter, and air conditioning.

Finally, new data on disease severity and progression have been obtained. Most patients (27/50, 54%) considered their disease to be moderate or severe. Fatigue was reported to be the most prominent and most impactful symptom. People who were employed indicated that their work was affected by CAD. In total, 42% (21/50) of the study group reported that their symptoms had worsened since the time of diagnosis. To reduce the impact of CAD symptoms, most patients (46/50, 92%) reported using a management method.

These results confirm and supplement the findings from other studies.

Su et al [12] interviewed patients with CAD using a semistructured interview guide and demonstrated that fatigue, tiredness, or lack of energy; reaction to cold environments; shortness of breath; and trouble thinking or concentrating were the main symptoms experienced by patients and described the impact of CAD on daily activities. Nonetheless, that study included a very limited number of patients (n=16). This study, involving a large group of patients and using a questionnaire built with a patient advocacy group, allowed us to confirm the main findings published by Su et al [12] and provided additional evidence of the burden of CAD.

In comparison with other studies, our results also confirm the great impact of CAD on daily activities [12]. Moreover, the triggers quoted by patients (cold temperatures, winter, and air conditioning) were consistent with the information found in other studies [17]. Finally, the management method most often reported was cold avoidance, which is consistent with previous studies [6,17,18]. However, CAD symptoms have been shown to vary for the first time in a patient survey, implying variation in the impact of CAD. In addition, lack of satisfaction with the management methods used, which was not assessed in the previous studies, was shown.

**Limitations**

A few limitations of this study should be mentioned.

The self-administered web-based nature of the survey is likely to be biased toward patients who have access to the internet and are comfortable with using computers (ie, bias toward young patients). Approximately 10% of Americans do not use the internet [19], and many others may have access, but decline to
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participate in web-based surveys. This bias may partly explain the difference between the study group profile, who were younger in terms of average age at the time of diagnosis (59.2 years) and average age at the time of study (66.7 years), compared with those in the previous studies. A multinational observational study of 232 patients with CAD by Berentsen et al [8] indicated a mean age of 67 years at disease onset, mean age of 68 years at the time of diagnosis, and mean age of 72 years at the time of study. In addition, the men-to-women sex ratio in our study group (0.22) varied from that (0.56) in the study by Berentsen et al [8]. Therefore, the results are likely to be biased toward women’s perspective. It has been shown that this reflects the main characteristics of web-based users willing to share their experience with a disease [20].

Another potential limitation of a web-based survey is that it may exclude patients who are non-English-speaking or socioeconomically disadvantaged without internet access, who may have a different subset of symptoms, management methods, and diagnostic characteristics. In addition, if the information was not documented and the patient had to rely solely on memory to complete the questionnaire, certain clinical information may have been underestimated (eg, age at diagnosis, symptoms before diagnosis, number of CAD episodes over the past 12 months, symptoms during the episodes, and perception of disease severity). In addition, the study was only performed in the United States, and treatment, mental health, and so on can be different in other countries.

Patients were recruited from the CAD Unraveled website and CADF, which introduces a selection bias that may not be representative of the entire US population with the disease. This selection bias can be identified in the fact that the frequency of circulatory symptoms is lower in this study than in large studies among people with CAD [8,11]. However, our study population was different, as it was based in the United States (different states and temperature), with secondary CAD accepted. Collection of data was also different, as they were obtained from patients and not from physicians. The acrocyanosis reported in our study is only a part of the cold-induced circulatory symptoms. Other cold-induced circulatory symptoms are observed in CAD. For instance, in our study, 50% (25/50) of the patients reported Raynaud syndrome or acrocyanosis. Another selection bias can be the length of the survey. A total of 30 minutes were needed to complete the whole questionnaire, which could have affected the answer rate. Finally, among the 1155 patients reached, 50 (4.33%) patients completed the questionnaire and no hard criteria for diagnosis of CAD were used, which can bias the sample. The sample may not be representative of the entire US population with CAD. This participation rate can be explained by different factors (no compensation, methodology used, presence of caregivers or people not diagnosed with CAD or with invalid emails in the CAD Unraveled database, overlap between both databases, reduction of the open survey window, etc).

The absence of a question on race and ethnicity is a limitation of our study, as it has historically affected access to care in the United States. In addition, recall bias could have affected the results, especially for the CAD burden, as it was asked at 3 different time points. As many patients (36/50, 72%) were retired or did not work owing to reasons other than CAD, our assessment of the potential impact of CAD on professional life was limited. Circulatory symptoms were not fully addressed in the context of impact on daily life. However, such impact can be substantial.

Finally, even with the purpose of the study being scientifically driven with no patient compensation, voluntary participation, and review by an ethics committee, a bias in information cannot be ruled out, as most of the questions were closed (39/45, 87%), limited in spontaneous reporting, and completed knowing the study was conducted by a pharmaceutical company. In addition, the study may be biased as it was conducted by a pharmaceutical company and Carenity, a company closely linked to the pharmaceutical company conducting the study. However, a patient advocacy group dedicated to CAD was involved to reduce this bias as much as possible.

Conclusions

In conclusion, our study provides new insights into the symptoms associated with CAD and the impact of the disease from the patient’s perspective. It particularly highlights the importance and type of fatigue, seriousness of the disease as perceived by patients, impact of CAD even when no symptoms are experienced, and importance of CAD symptom variation, implying that the impact of CAD varies over time. In addition, difficulties in CAD diagnosis have been raised. Patients with CAD experienced difficulty in receiving proper diagnosis and treatment owing to their rare disease; hence, they should be diagnosed earlier and, then, closely monitored and advised by a health care provider with knowledge of how to treat the disease.

Additional studies are necessary to better understand the burden of CAD-related symptoms, especially fatigue, and the patient’s needs regarding symptom management. It is also important to raise awareness among health care professionals regarding CAD-related symptoms to appropriately diagnose and support these patients. Specifically, health care professionals should proactively discuss ways to manage fatigue, which is not often discussed during consultations.
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Abstract

Background: Compared to other types of dementia, family caregivers of people with Lewy body dementia (LBD) report higher stress levels and more severe depressive symptoms. Although several digital support interventions for caregivers of persons with dementia exist, few target LBD specifically or leverage a fully remote and asynchronous approach suitable for pandemic circumstances.

Objective: We performed a pilot evaluation of a digital intervention designed to help caregivers of people with LBD address challenges they have experienced, with the end goal of reducing psychological distress in this population.

Methods: We recruited 15 family caregivers of people with LBD to participate in the quasi-experimental, single-arm, mixed methods study titled Virtual Online Communities for Aging Life Experience–Lewy Body Dementia (VOCALE-LBD). The study offers an 8-week web-based intervention that uses a digital discussion platform and involves moderation, peer-to-peer support, didactic training, and problem-solving skill enactment.

Results: Participants’ baseline characteristics were the following: mean age 66 (SD 8) years; 14 of 15 (93%) of them were female; all (15/15, 100%) were White; and 8 (53%) of them had at least a postgraduate degree. Throughout the intervention, participants engaged in weekly web-based discussions, generating a total of 434 posts (average 4 posts per week). Attrition was 20% (3/15). Upon study exit, participants showed the following average improvements: 3.0 (SD 6.0) in depression, 8.3 (SD 16.7) in burden, 2.9 (SD 6.8) in stress, and 0.3 (SD 0.8) in loneliness. When looking at the proportion of participants with clinically significant improvement versus those with a worsening of ≥0.5 SD for each outcome, we observed net improvements of 50% (6/12), 33% (4/12), 25% (3/12), and 25% (3/12) in depression, loneliness, burden, and stress, respectively. In terms of the benefits of participation, participants reported that participation helped them “a great deal” to (1) improve their understanding of LBD (9/12, 75%), (2) gain confidence in dealing with difficult behaviors of the care recipient (6/12, 50%), and (3) improve in one’s abilities to provide care to the care recipient (4/12, 33%).

Conclusions: The study generated promising feasibility and preliminary efficacy data for a low-cost, web-based intervention designed for caregivers of persons with LBD. Though the study was not powered for significance, we observed nominal average and net improvements in important psychological outcomes. Moreover, many caregivers reported that study participation helped them better understand the disease, feel more confident in dealing with difficult behaviors of the care recipient, and improve their ability to care for the care recipient. If validated in future studies, the intervention could be an accessible, on-demand resource for caregivers, enabling them to engage in moderated remote discussions with peers at their own convenience in terms of location, time of the day, and frequency.

(JMIR Form Res 2022;6(7):e37108) doi:10.2196/37108
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Introduction

Lewy body dementias (LBDs), referring to both dementia with Lewy bodies and Parkinson disease dementia (PDD), are the second most common type of degenerative dementia in older adults [1]. These are complex disorders in which patients often exhibit disruptive behaviors that make caregiving challenging [1,2]. Compared to other types of dementia, caregivers of people with LBD report higher stress [3] and more severe depressive symptoms [4]. Many were unsatisfied with the support they received, even in pre–COVID-19 contexts [5]. The ongoing COVID-19 pandemic has multiplied the challenges for family caregivers of persons with LBD [6]. First, changes in daily life, such as limited in-person social contact, can exacerbate neurobehavioral symptoms, causing significant distress to caregivers [7]. Second, as older persons with dementia are especially susceptible to COVID-19 complications [8], caregivers of persons with LBD may engage in more restrictive, prolonged protective practices that affect their own opportunities for peer-to-peer connection, socialization, and physical and cognitive stimulation. Finally, many caregivers rely on support services that could be severely disrupted or even permanently discontinued amid the ongoing pandemic. As such, support interventions that conform to “the new normal” realities in the COVID-19 era for caregivers of persons with LBD are warranted.

A proliferation of interventions for informal caregivers of persons with dementia has occurred in recent years, including digital interventions focusing on caregiver empowerment and the psychological health [9-13]. However, many of the digital interventions do not account for the unique characteristics of their target users, affecting their effectiveness and implementation potential [14], and still include in-person elements that might be suboptimal in pandemic circumstances. Many lack a fully remote, asynchronous approach that allows on-demand engagement in terms of location, time, and frequency and do not focus on LBD specifically. A fully remote, asynchronous intervention specifically designed for family caregivers of persons living with LBD, leveraging peer-to-peer support, may fill the gap and improve psychological health in this population.

This study examined the feasibility of such an intervention, called Virtual Online Communities for Aging Life Experience–Lewy Body Dementia (VOCALE-LBD), in terms of recruitment, retention, and preliminary efficacy concerning the following psychological outcomes: caregiver burden, depressive symptoms, stress, and loneliness using a quasi-experimental, single-arm, mixed methods design. Owing to the preliminary nature of the study, the quantitative analyses were not powered for significance but were used to examine whether the intervention was associated with trends in the expected directions of the outcome measures. The qualitative data, on the other hand, provided opportunities to better understand participants’ experiences with the intervention and areas for improvement.

Methods

Study Design

This was a prospective, one-group, pre-post study to assess the feasibility and preliminary efficacy of a new web-based intervention involving moderation, peer-to-peer support, didactic training, and problem-solving skill enactment. Participants were granted access to the VOCALE-LBD intervention hosted on a private website.

Ethical Considerations

The University of Washington’s (UW’s) institutional review board (IRB) approved the study protocol (approval 13431). At enrollment, participants provided informed consent to be included in the study.

Participants

Participants were recruited from the Memory and Brain Wellness Center (MBWC) at Harborview Medical Center in Seattle, Washington. The MBWC encompasses both the MBWC clinic and the Alzheimer’s Disease Research Center (ADRC) and has been designated as a Lewy Body Dementia Association Research Center of Excellence [15]. The MBWC evaluates over 1000 new patients on an annual basis, and it is the only major academic medical center serving the 5-state region of Washington, Wyoming, Alaska, Montana, and Idaho. The ADRC maintains a continually updated, comprehensive contact list of persons who have signed an IRB-approved consent form to be contacted about participation in research studies conducted by UW-affiliated researchers. Many of the Research Registry members have been evaluated at the MBWC clinic and hence have a recent, reliable clinical diagnosis of specific types of dementia such as Alzheimer disease, Parkinson disease dementia (PDD), Dementia with Lewy bodies (DLB), etc. Family members of clinic patients are also eligible to join the registry. All have expressed willingness to be contacted for potential study participation. Eligibility criteria for this study were as follows: being family or informal caregiver of a person with a diagnosis of LBD; being able to read, write, and speak English; having a device that can access the internet and be used for videoconferencing or telephone calls; and being ≥18 years old. Of note, when possible, MBWC clinicians aim to distinguish between DLB and other subtypes of dementia, such as PDD, and to educate patients and their caregivers on the exact diagnosis. As such, most, if not all, study participants cared for people who were highly likely to have a diagnosis of DLB. Participants were compensated up to US $250 depending on their participation.

Intervention

We adapted a prior social networking intervention that was developed for older adults with prefrailty and frailty, VOCALE [16-18], to the needs of caregivers of individuals with LBD. Similar to our previous studies, the refined intervention included training and moderated web-based discussion components. Training sessions were performed remotely; participants were
introduced to the platform (Figure 1) and described activities to learn how to interact with the discussion board. Weekly thematic discussion prompts (Figure 2 shows an example of a prompt concerning hallucinations) allowed participants to respond to a specific topic of interest at their leisure and provided the participants an opportunity to interact with each other. The first 3 weeks were focused on the most salient LBD caregiving experiences featured in previous literature [5,19,20] and our previous formative work. Briefly, in this formative work, we conducted 8 individual interviews and 2 focus groups with caregivers of persons with LBD to identify relevant topics for the intervention. We used open-ended prompts to elicit ideas that caregivers would be interested in discussing during the study. Sleep problems, hallucinations and delusions, and self-care emerged as the topics of greatest interest and thus became our topics for the first 3 weeks.

The next 5 weeks involved psychoeducational materials based on problem-solving therapy (PST), a cognitive behavioral intervention focused on the adoption and application of adaptive problem-solving attitudes and skills [21]. PST has been used with individuals with different types of problems, including caregivers [22,23] and older adults with other health issues [24]. The intervention also incorporated personas or prototypical examples of caregivers of persons with LBD (Figure 3 shows an example of a persona). Personas, or representations or archetypes grounded in real data, are often used in user-centered design to help inform product design [25]. In this context, we used personas to enable participants to practice solving realistic problems that they might face. Working with the personas also provided some other potential benefits, such as being able to practice problem-solving without sharing anything too personal, as well as having an outlet to focus on someone besides themselves.

Two research staff members served as the study’s moderators. Both were advanced practice nurses who received moderator training from the study team. Moderators logged in at least 3 times each weekday and at least once per weekend day to review any new comments and add comments to address questions, provide emotional support and validation, encourage dialogue, and redirect discussions as needed to stay on topic. The moderators did not provide any medical advice. Moderators also monitored for comments with inaccurate information and addressed them as needed through private email or discussion board comments. Lastly, moderators sent personalized reminder emails once a week to participants who had not yet posted. They replied to most participants’ comments.

**Figure 1.** Landing page of Virtual Online Communities for Aging Life Experience (VOCALE)–Lewy Body Dementia.
Data Collection Procedures

All data collection sessions in this pilot were virtual and took place on Zoom. The study team collected data using Research Electronic Data Capture (REDCap) [26], a web-based survey platform, at 2 time points: baseline and post intervention. At baseline, the research coordinator provided training on the discussion board website and administered a set of demographic and clinical questionnaires (described in Measures). The second postintervention assessment occurred between weeks 9 and 10 and included another set of questionnaires and exit interviews. Exit interviews lasted approximately an hour each and were...
conducted with a semistructured interview guide that asked for caregiver feedback on topics including various program components, whether people felt a sense of community or support, what was learned or gained from the discussion, and motivations to participate. Caregivers were also given the opportunity to provide any additional feedback or suggestions.

**Measures**

**Depressive Symptoms**
We used the 20-item version of the Center for Epidemiologic Studies Depression (CES-D) Scale to assess depression [27]. For each statement, respondents indicated how often they felt depressed during the past week using a scale from 0=rarely or never to 3=most or all of the time. Scores could range from 0 through 60, with higher scores indicating an increased presence of depression symptoms.

**Caregiver Burden**
We used the full 22-item version of the Zarit Caregiver Burden Interview [28]. Caregivers rated each item on a 5-point scale from 0=never to 4=nearly always, yielding a possible range of 0 to 88. Higher values indicated greater levels of caregiver burden.

**Perceived Stress**
We used the full 10-item version of the Perceived Stress Scale [29]. Caregivers rated each item on a 5-point scale from 0=never to 4=very often, yielding a possible range of 0 to 40. Higher values indicated greater perceived stress.

**Loneliness**
We used a short 3-item version of the Revised UCLA Loneliness Scale [30]. Its possible range was from 0 to 6 with higher scores indicating greater loneliness.

**Social Support**
We used a 9-item questionnaire from the Medical Outcomes Study [31]. The questionnaire was designed to assess the amount of social support the participant had available. Responses were scored on a 5-point scale ranging from “none of the time” to “all of the time.” We computed total social support scores by summing the scores for all items after recoding responses. Scores could range from 0 through 45, with higher scores indicating increased social support.

**Self-efficacy**
We used a 5-item Health Self-Efficacy Measure [32]. For each statement, respondents indicated their level of agreement concerning their health management using a scale from 0=strongly disagree to 4=strongly agree. Scores could range from 0 through 20, with higher scores indicating stronger health self-efficacy.

**Benefits of Participation**
On conclusion of the study, we asked all caregivers 4 questions adapted from the REACH II study [33] about ways in which they benefited from participating in the study. Specifically, we asked whether their participation helped improve their understanding of LBD, improve their confidence and ability to deal with difficult behaviors of the care recipient, and make their caregiving life easier. The response options for each question were “not at all,” “some,” and “a great deal.”

**Data Analysis**
Descriptive statistics summarized demographics at baseline and outcome distributions by measurement occasions. We also calculated mean (SD) pre- and postintervention change scores for each of the measurements. Next, for each outcome, we calculated the number and percentage of individuals who improved by at least 0.5 SD from baseline to post intervention, and the number and percentage of those who worsened by at least 0.5 SD, and then we subtracted the former form the latter to calculate a net improvement score. We also calculated the number and percentage of individuals selecting response options from the benefit of the participation questionnaire.

Exit interviews were recorded and transcribed verbatim. We analyzed the data using an inductive method adapted from previous research concerning digital interventions for behavioral change [34]. The research team reviewed transcripts line by line and then created a table to organize interview data at the participant level into categories. Categories were based on the interview guide, such as motivations to participate in the study, what was learned from the experience, and participants’ thoughts on different program components. Suggestions, critiques, and other comments from participants were categorized as actionable, not actionable, or needing further discussion and consideration in the future. After each participant’s interview, data were added to the table, and common responses were tabulated. Data abstraction was performed by JK, and all the coauthors participated in the review of the table.

**Results**

**Participants**
Of the 19 potential candidates screened, 15 were eligible, consented to the study, and provided baseline data (Figure 4). A total of 3 participants left the study at weeks 2, 3, and 5, which yielded a total of 12 participants who completed the full protocol, resulting in an 80% retention rate. Table 1 summarizes the baseline data. The mean participant age was 66 (SD 8) years, all participants (n=15, 100%) were White, and 93% (14/15) were female. In total, 8 (53%) participants had at least a postgraduate degree, and 80% (12/15) of the participants provided more than 40 hours of care per week.
Figure 4. Flowchart for study screening, enrollment, and completion. LBD: Lewy body dementia.

Excluded (n=4)
- Not a caregiver for someone with LBD (n=2)
- Already has support (n=1)
- Did not feel comfortable with computer use (n=1)

Enrolled (N=15)

Dropped/withdrew (n=3)
- Not comfortable with computer use/had difficulty with technical aspects of pilot (n=1)
- Time constraints due to medical, work, and family needs (n=2)

Completed study (N=12)

Table 1. Participant demographics (baseline; N=15).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>14 (93)</td>
</tr>
<tr>
<td>Male</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>65.8 (8.3)</td>
</tr>
<tr>
<td>Caregiver relationship: spouse or partner, n (%)</td>
<td>15 (100)</td>
</tr>
<tr>
<td>White, not of Hispanic/Latino ethnicity, n (%)</td>
<td>15 (100)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
</tr>
<tr>
<td>High school diploma or General Educational Development</td>
<td>3 (20)</td>
</tr>
<tr>
<td>Vocational or associate’s degree</td>
<td>3 (20)</td>
</tr>
<tr>
<td>Baccalaureate degree</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>5 (33)</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>3 (20)</td>
</tr>
<tr>
<td>Time spent as a caregiver (years), mean (SD)</td>
<td>3.8 (2.5)</td>
</tr>
<tr>
<td>Average care time per week, n (%)</td>
<td></td>
</tr>
<tr>
<td>Up to 8 hours</td>
<td>1 (7)</td>
</tr>
<tr>
<td>20-39 hours</td>
<td>2 (17)</td>
</tr>
<tr>
<td>≥40 hours</td>
<td>12 (80)</td>
</tr>
<tr>
<td>Computer comfort level, n (%)</td>
<td></td>
</tr>
<tr>
<td>Very uncomfortable</td>
<td>2 (17)</td>
</tr>
<tr>
<td>Neutral</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Somewhat comfortable</td>
<td>6 (40)</td>
</tr>
<tr>
<td>Very comfortable</td>
<td>6 (40)</td>
</tr>
</tbody>
</table>
Data, Measures, and Analysis

Table 2 summarizes engagement metrics over time. Throughout the intervention, participants engaged in weekly web-based discussions, generating a total of 434 posts (average of 4 posts per week). On study exit (Table 3), participants showed the following mean improvements: 3.0 (SD 6.0) in depression, 8.3 (SD 16.7) in burden, 2.9 (SD 6.8) in stress, and 0.3 (SD 0.8) in loneliness. When we calculated differences in the proportion of participants with clinically significant improvement versus those with a worsening of ≥0.5 SD for each outcome (Table 4), we observed net improvements of 50% (6/12), 35% (4/12), 25% (3/12), and 25% (3/12) in depression, loneliness, burden, and stress, respectively. When we assessed the benefits of participation (Table 5), 75% (9/12) of the participants reported that participation helped them “a great deal” to improve their understanding of LBD compared to 25% (3/12) of them selecting the “some” response option. Similarly, in response to the question about confidence in dealing with difficult behaviors of the care recipient, 50% (6/12) of the participants selected “a great deal,” 42% (5/12) of them selected “some,” and 8% (1/12) of them selected “not at all.” Finally, in response to a question about improvement in one’s abilities to provide care to the care recipient, 33% (4/12) of the participants selected “a great deal,” 58% (7/12) of them selected “some,” and 8% (1/12) of them selected “not at all.”

Qualitative data from the exit interviews showed that of the 12 participants who completed the pilot, 92% (11/12) of them reported they had a positive experience. All participants noted that they felt supported by other participants. Motivations for participating in the study included the following: wanting to support others (4/12, 33%), wanting to interact with others in similar situations and obtain feedback (6/12, 50%), and contributing to research (4/12, 33%).

When asked what they learned or gained from the pilot, 50% (6/12) of the participants mentioned the opportunity to hear from others who were caregivers of people with LBD, and 83% (10/12) of them discussed learning from others, such as solutions and strategies that others have used. Two-thirds (8/12, 67%) of participants felt that the problem-solving elements of the pilot were helpful. One-fourth (3/12, 25%) of participants felt that their baseline problem-solving skills were already robust; therefore, the intervention did not contribute to improvement. One-third (4/12, 33%) of participants did not feel that the intervention’s problem-solving framework was helpful, with 2 participants (17%) mentioning that they felt the framework was difficult to apply in real life. All participants offered constructive feedback regarding the personas. For example, one-third (4/12, 33%) of participants felt that they could not relate to one or both personas, and one-third (4/12, 33%) of them felt that the personas needed to be fleshed out with more details to be useful. Over half (7/12, 58%) of the participants would have preferred to discuss participants’ actual problems rather than those of the personas.

Table 2. Participant engagement (posts per week).

<table>
<thead>
<tr>
<th>Participant ID</th>
<th>Posts, n</th>
<th>Week 1</th>
<th>Week 2</th>
<th>Week 3</th>
<th>Week 4</th>
<th>Week 5</th>
<th>Week 6</th>
<th>Week 7</th>
<th>Week 8</th>
<th>Total posts, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>7</td>
<td>7</td>
<td>5</td>
<td>5</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>7</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>5</td>
<td>15</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>15</td>
<td>12</td>
<td>8</td>
<td>2</td>
<td>8</td>
<td>10</td>
<td>2</td>
<td>7</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>6</td>
<td>12</td>
<td>5</td>
<td>5</td>
<td>8</td>
<td>10</td>
<td>6</td>
<td>5</td>
<td>57</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>4</td>
<td>2</td>
<td>8</td>
<td>2</td>
<td>5</td>
<td>39</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>Weekly total</td>
<td>70</td>
<td>76</td>
<td>64</td>
<td>35</td>
<td>52</td>
<td>59</td>
<td>32</td>
<td>46</td>
<td>434</td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Baseline, postintervention, and change scores (N=15).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Baseline, mean (SD)</th>
<th>Postintervention (n=12), mean (SD)</th>
<th>Change (n=12), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depressive symptoms</td>
<td>13.3 (9.0)</td>
<td>10.9 (9.9)</td>
<td>-3.0 (6.0)</td>
</tr>
<tr>
<td>Health self-efficacy</td>
<td>21.5 (3.3)</td>
<td>21.8 (3.6)</td>
<td>-0.6 (4.3)</td>
</tr>
<tr>
<td>Perceived stress</td>
<td>16.2 (7.2)</td>
<td>13.0 (9.0)</td>
<td>-3.2 (6.8)</td>
</tr>
<tr>
<td>Loneliness</td>
<td>5.4 (1.7)</td>
<td>5.0 (1.7)</td>
<td>-0.33 (0.8)</td>
</tr>
<tr>
<td>Social support</td>
<td>32.3 (7.9)</td>
<td>33.08 (7.1)</td>
<td>-0.33 (4.2)</td>
</tr>
<tr>
<td>Caregiving burden</td>
<td>39.1 (10.8)</td>
<td>36.3 (17.0)</td>
<td>-8.3 (16.6)</td>
</tr>
</tbody>
</table>

Table 4. Clinically significant changes\(^a\) (N=12).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Improved, n (%)</th>
<th>Worsened, n (%)</th>
<th>Net improvement(^b), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depressive symptoms</td>
<td>8 (70)</td>
<td>2 (17)</td>
<td>6 (50)</td>
</tr>
<tr>
<td>Health self-efficacy</td>
<td>3 (25)</td>
<td>4 (33)</td>
<td>-1 (-8)</td>
</tr>
<tr>
<td>Perceived stress</td>
<td>5 (42)</td>
<td>2 (17)</td>
<td>3 (25)</td>
</tr>
<tr>
<td>Loneliness</td>
<td>4 (33)</td>
<td>0 (0)</td>
<td>4 (33)</td>
</tr>
<tr>
<td>Social support</td>
<td>3 (25)</td>
<td>2 (12)</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Caregiving burden</td>
<td>5 (42)</td>
<td>2 (17)</td>
<td>3 (25)</td>
</tr>
</tbody>
</table>

\(^a\)Clinically significant improvement and worsening was defined as an unadjusted standardized change of ≥0.5 SD from baseline to follow-up.

\(^b\)Net improvement = participants who improved – participants who worsened.

Table 5. Benefits of participating in the study (N=12).

<table>
<thead>
<tr>
<th>Question or response categories</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Did your participation in the study help you better understand Lewy Body Dementia?</td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Some</td>
<td>3 (25)</td>
</tr>
<tr>
<td>A great deal</td>
<td>9 (75)</td>
</tr>
<tr>
<td>2. Did your participation in the study help you feel more confident in dealing with difficult behavior of the care recipient?</td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Some</td>
<td>5 (42)</td>
</tr>
<tr>
<td>A great deal</td>
<td>6 (50)</td>
</tr>
<tr>
<td>3. Did your participation in the study help make your life easier?</td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>2 (17)</td>
</tr>
<tr>
<td>Some</td>
<td>7 (58)</td>
</tr>
<tr>
<td>A great deal</td>
<td>3 (25)</td>
</tr>
<tr>
<td>4. Did your participation in the study help your ability to care for care recipient?</td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Some</td>
<td>7 (58)</td>
</tr>
<tr>
<td>A great deal</td>
<td>4 (33)</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

The study generated promising preliminary feasibility and efficacy data for a fully remote intervention designed specifically for family caregivers of persons with LBD. Enrollment and retention were successful, with the study experiencing only a 20% dropout rate. Our study showed retention rates similar to or better than those reported in other recent studies of digital interventions for family caregivers of persons with dementia [14]. A pooled estimate from recent studies that mainly recruited spousal caregivers [9-13] reported an average 66% retention rate, compared to the 80% retention...
rate reported in this study. Moreover, in the exit interviews, participants confirmed that the experience of participating in the study was valuable and motivated them to continue participating. As the study was not powered for statistical significance, we observed nominal average and net improvements in important psychological outcomes. Additionally, many caregivers reported that study participation helped them better understand the disease, feel more confident in dealing with difficult behaviors of the care recipient, and improve their ability to care for the care recipient. These encouraging results concerning improvement in psychological measures are on par with those of the hallmark REACH II trial [35], which, according to the recent AHRQ [36] and NASEM [37] reports, meets the threshold for an evidence-based intervention for family caregivers of a person with dementia. Given that VOCALE-LBD and the REACH II protocol share similar elements, such as the provision of information, didactic instruction, role-playing, problem-solving, and skills training, in this era of increased demand for fully remote interventions, this pilot program seems well suited for further research and evaluation.

In this pilot study, we found nominal average and net improvements in important psychological outcomes, similar to changes observed in the hallmark REACH II trial. Specifically using the same approach to calculate clinically significant net improvements, the REACH II trial reported an approximately 30% improvement in depression and 10% in burden in a comparable intervention subgroup in terms of race and ethnicity. Moreover, in terms of benefits of participation, 58% of the participants in the White/Caucasian REACH II intervention subgroup asserted that the intervention helped them understand memory loss a great deal, and similarly, 59% of them asserted that the intervention helped them to some extent to feel more confident in dealing with the care recipient. Our results of 50% and 30% net improvement in depression and burden, respectively, and 75% and 50% endorsements in benefits for participation fall within the upper bound of the REACH II results. As such, pending further research, one cautious interpretation is that the VOCALE-LBD remote intervention for family caregivers of persons with LBD holds promise for further development and evaluations.

Despite the full-time caregiving demands of our study participants, all but 3 participants completed the 8-week intervention (9/12, 80%). The platform is designed to promote convenience and accessibility, allowing the user to engage within the weekly interval at times of day and frequencies based on their own preferences. We are aware of only 5 web-based intervention studies since 2015 in the dementia caregiving context that recruited mostly spousal caregivers. A study by Pot et al [9] included approximately 60% spousal caregivers and had a 44% retention rate. A study by Gustafson et al [10] included approximately 90% spousal caregivers and had an 84% retention rate. A study by Boots et al [11] included approximately 98% spousal caregivers and had a 61% retention rate. A study by Blom et al [12] included approximately 58% spousal caregivers and had a 70% retention rate. A study by Griffiths et al [13] included approximately 73% spousal caregivers and had a 73% retention rate. There may be various factors accounting for the 80% retention rate and engagement throughout this study. At the outset, because participants were recruited from a study registry, they are likely to demonstrate greater motivation and desire to participate. However, participants also commented that they appreciated the sense of community and connection among their peers, as well as the local context of the intervention (all participants were from the Pacific Northwest, with almost all from Washington state). On several occasions, participants discussed local resources and programs and even suggested plans to meet after the end of the study.

Limitations
This study has some limitations, which also suggest potential future directions. The effects of the intervention, although promising, must be interpreted with caution as the study was not powered for significance and did not include a control group. Moreover, the study focused on immediate health benefits without evaluating whether the changes were sustained over time. Eligible participants were part of a research registry and needed to have access to the internet. Although today, almost 70% of older adults have access to the internet [38], those who do not may respond differently to the intervention. A lack of racial or ethnic and gender diversity is a notable limitation, and there is a need to explore how caregivers of persons with LBD with other racial or ethnic and gender characteristics might experience VOCALE-LBD. Some participants had trouble relating to the personas and expressed a desire for skill enactment to be more focused on their real-life experiences, suggesting a need in future work to incorporate skill enactment activities more into participants’ own lives. Finally, this study was subject to the common limitations of research involving self-report.

Conclusions
In this study, we performed a pilot evaluation of an innovative digital intervention that empowers caregivers of persons with LBD by providing a support network and enabling them to develop and improve problem-solving skills that they can use for daily challenges. If validated in future studies, the intervention could be an accessible, on-demand resource for caregivers to engage in moderated remote discussions with their peers at their own convenience in terms of location, time of the day, and frequency. The intervention could be used in conjunction with caregiver usual care and as a stand-alone module in circumstances, such as current and future pandemic emergencies when routine professional interventions might not be readily available.
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Abstract

Background: There is an ongoing discussion about possible differences between insulin degludec (IDeg-100) and glargine U300 (IGlar-300). There is little data and head-to-head comparison of IDeg-100 and IGlar-300 regarding their simultaneous impact on glycemic variability and oxidative stress in patients with type 2 diabetes mellitus (T2DM).

Objective: In our randomized, open-label, crossover study, we compared the impact of IDeg-100 and IGlar-300 on glycemic variability and oxidative stress in insulin-naive patients with T2DM.

Methods: We recruited a total of 25 adult patients with T2DM (7 females) whose diabetes was uncontrolled (HbA1c ≥7.5%) on two or more oral glucose-lowering drugs; a total of 22 completed the study. Mean age was 57.3 (SD 6.99) years and duration of diabetes was 9.94 (SD 5.01) years. After the washout period, they were randomized alternately to first receive either IDeg-100 or IGlar-300 along with metformin. Each insulin was administered for 12 weeks and then switched. At the beginning and end of each phase, biochemical and oxidative stress parameters were analyzed. On 3 consecutive days prior to each control point, patients performed a 7-point self-monitoring of blood glucose profile. Oxidative stress was assessed by measuring thiol groups and hydroperoxides (determination of reactive oxygen metabolites test) in serum.

Results: IGlar-300 reduced mean glucose by 0.02-0.13 mmol/L, and IDeg-100 reduced glucose by 0.10-0.16 mmol/L, with no significant difference. The reduction of the coefficient of glucose variation also did not show a statistically significant difference. IGlar-300 increased thiols by 0.08 µmol/L and IDeg-100 increased thiols by 0.15 µmol/L, with no significant difference (P=.07) between them. IGlar-300 reduced hydroperoxides by 0.040 CARR U and IDeg-100 increased hydroperoxides by 0.034 CARR U, but the difference was not significant (P=.12).

Conclusions: The results of our study do not show a significant difference regarding glycemic variability between patients receiving either insulin IDeg-100 or IGlar-300, although IGlar-300 showed greater dispersion of data. No significant difference in oxidative stress was observed. In a larger study, doses of insulins should be higher to achieve significant impact on glycemic parameters and consequently on glycemic variability and oxidative stress.

Trial Registration: ClinicalTrials.gov, NCT04692415; https://clinicaltrials.gov/ct2/show/NCT04692415
Introduction

Background

Global diabetes prevalence in 2019 is estimated to be 9.3% (463 million people), rising to 10.2% (578 million) by 2030 and 10.9% (700 million) by 2045 [1].

The main feature of diabetes mellitus of all types is dysglycemia, which consists of two main components: chronic sustained hyperglycemia and acute glycemic fluctuations from peaks to nadirs. Although disputed by some authors [2], it is generally considered that both components contribute to diabetes complications through two main mechanisms—excessive protein glycation and activation of oxidative stress [3]—with glycemic variability being more specific in having an effect on oxidative stress than chronic sustained hyperglycemia [4], as both upward (postprandial glucose increments) and downward (interprandial glucose decrements) changes activate the oxidative stress pathway [5].

Glucose fluctuations gradually increase from normal glucose metabolism to impaired glucose regulation and diabetes mellitus. Intraday glucose variability occurs at the early stage of abnormal glucose tolerance. In addition to elevated intraday glucose fluctuations, newly diagnosed, drug-naive patients with type 2 diabetes mellitus (T2DM) also demonstrate increased postprandial glucose excursions, higher glucose levels overnight, and more interday fluctuations [6].

The main purpose of insulin therapy in diabetes mellitus is to control glucose—in other words, to combat dysglycemia. Long-acting basal insulin analogues (insulin glargine U100, insulin detemir) significantly improved diabetes management, providing longer duration, flatter profiles of action, lower risk of hypoglycemia, and less glycemic variability compared to NPH (Neutral Protamine Hagedorn) insulin [7,8].

The second generation of basal insulin analogues—insulin degludec 100 units/mL (IDeg-100) and insulin glargine 300 units/mL (IGlar-300)—have even smoother pharmacokinetic/pharmacodynamic profiles than insulin glargine U100, are longer acting, and further lower glycemic variability, at least in patients with T1DM [9,10].

Although several studies [11-13] have compared the impact of these two second-generation basal insulin analogues on glycemic variability in patients with type 1 diabetes mellitus (T1DM), there is little data and head-to-head comparison of IDeg-100 and IGlar-300 regarding their simultaneous impact on glycemic variability and oxidative stress in patients with T2DM. In addition, the results from the T1DM studies are inconsistent [12,13].

Aim of the Study

In this initial study, we compared the impact of IDeg-100 and IGlar-300 on glucose variability and oxidative stress (represented through its surrogate markers) in insulin-naive patients with T2DM. The main research question was whether there is any difference between the two insulins regarding these parameters. The results of this study should inform a larger study comparing these two insulins.

Methods

Ethics Approval and Consent to Participate

This randomized, open-label, crossover study was conducted in accordance with the Declaration of Helsinki and approved by the Ethics Committee of the University of Split School of Medicine (number 2181-198-03-04-17-0045). All subjects gave written consent prior to their participation in the study.

Study Protocol and Population

Between December 2018 and May 2019, we recruited 25 outpatient insulin-naive patients with uncontrolled T2DM (glycated hemoglobin [HbA1c] ≥ 7.5% on two or more oral glucose-lowering drugs) and assigned them to either degludec insulin or glargine U300 insulin combined with metformin. All patients were recruited and treated at University Hospital Split, Croatia. All patients finished the study, but only 22 were analyzed (3 patients were excluded from data analysis—one patient did not perform his 7-point self-monitoring of blood glucose ( SMBG) profile 3 days prior to control points, one patient decided to continue with his oral glucose-lowering agents only, and one patient left the study for personal reasons). Basal characteristics of the participants studied are shown in Table 1. The protocol of the study is shown in Figure 1. The study adheres to CONSORT (Consolidated Standards of Reporting Trials) guidelines (Multimedia Appendix 1 displays the CONSORT flow diagram). Patients and the public were not involved in the design, conduct, reporting, or dissemination plans of our research. The trial was retrospectively registered on ClinicalTrials.gov on December 31, 2020 (NCT04692415).
Table 1. Basal clinical characteristics of patients (N=25).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>56.23 (8.09)</td>
</tr>
<tr>
<td>Duration of diabetes (years)</td>
<td>8.90 (5.05)</td>
</tr>
<tr>
<td>Body weight (kg)</td>
<td>89.02 (13.82)</td>
</tr>
<tr>
<td>Body height (cm)</td>
<td>176.20 (10.03)</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>28.92 (3.89)</td>
</tr>
<tr>
<td>Waist circumference (cm)</td>
<td>102.84 (8.56)</td>
</tr>
<tr>
<td>Glycated hemoglobin (HbA₁c), %</td>
<td>9.66 (1.65)</td>
</tr>
<tr>
<td>Fasting glucose (mmol/L)</td>
<td>13.02 (4.47)</td>
</tr>
<tr>
<td>Serum creatinine (µmol/L)</td>
<td>68.24 (13.15)</td>
</tr>
<tr>
<td>Serum uric acid (µmol/L)</td>
<td>310.04 (60.75)</td>
</tr>
<tr>
<td>Total cholesterol (mmol/L)</td>
<td>5.28 (1.46)</td>
</tr>
</tbody>
</table>

Figure 1. The study protocol.

Patients who were eligible for the study fulfilled all of the following inclusion criteria: history of T2DM for at least 1 year, aged between 45 and 65 years (women obligatory in postmenopause and with no hormonal replacement), uncontrolled glycemia on two or more oral antidiabetic drugs, no prior use of insulin, HbA₁c ≥ 7.5%, receiving statins (if not on statins, they were put on it), not on antiaggregant therapy (if on antiaggregants, they were temporarily excluded from therapy).

Exclusion criteria were the following: the use of glitazones or anticoagulant therapy, renal impairment with creatinine clearance <60 mL/s, presence of malignant disease, chronic liver disease, severe cardiovascular disease and history of cardiovascular incidents (stroke, myocardial infarction, peripheral amputation), and rheumatic and autoimmune diseases.

All participants were asked to avoid the consumption of vitamin supplements, coffee, wine, and Coca-Cola and similar beverages, especially in the days before each control point. Patients were also asked to avoid intensive physical activity up to two days before each control point. All subjects were told to report any side effects immediately, and were given the telephone numbers of the study conductors for this purpose. At each control point, participants were asked about possible side effects.

At baseline, all patients discontinued their previous therapy and were given metformin alone (2 g/day) for 7 days (washout period). After the 7-day washout period, they were randomized alternately by investigators (1:1 ratio) to first receive either IDeg-100 or IGlar-300 subcutaneously according to the order they were included in the study. In phase one, they received either IDeg-100 or IGlar-300 combined with metformin for 12
weeks. Phase one was followed by a second washout period in which patients received metformin alone again for 7 days. Finally, in phase two, which also lasted for 12 weeks, patients were switched from IDeg-100 to IGlar-300 and vice versa (and metformin was continued). The initial dose of both insulins was 0.2 IU/kg. We did not change the dose of insulin during the study period to avoid hypoglycemia, which could significantly influence the results [14-16].

At the beginning and end of each phase, blood samples were collected for the analysis of standard biochemical and oxidative stress parameters (control points 1-4). On 3 consecutive days prior to each control point (at the beginning and the end of each phase), patients completed the 7-point SMBG profile. All patients were already experienced with the use of SMBG [17].

**Glucose Measurement**

To standardize results, all patients received a standard Bionime GM550 glucose meter. They were asked to regularly check their blood glucose 1-2 times per day during the entire study and, in the 3 consecutive days prior to each control point, to perform the 7-point SMBG profile. The 7-point blood glucose profile consisted of seven measurements: (1) before breakfast, (2) 2 hours after breakfast, (3) before lunch, (4) 2 hours after lunch, (5) before dinner, (6) 2 hours after dinner, and (7) before sleeping. Glucose variability was determined by calculating mean glycemia, SD, and coefficient of variation (CV) for each control point [17,18].

**Standard Laboratory Measurement**

Serum uric acid concentrations, serum creatinine, total cholesterol, serum bilirubin values, and other basic biochemical laboratory values were determined by Olympus AU 600 Chemistry Analyzer (Olympus Michima Co Ltd) and enzymatic laboratory kit.

**Oxidative Stress Measurement**

Thiol groups were assayed according to the Ellman assay [19], modified by Hu [20]. In detail, 100 μL of plasma was diluted with 2 mL of Tris-EDTA buffer (0.1 mol/L Tris, 1 mmol/L EDTA, pH 8.2), and mixed with 100 μL of 10 mM DTNB (5,5′-dithiobis(2-nitrobenzoic acid)), previously prepared in methanol. To subtract the absorbance of plasma and DTNB at 412 nm, two parallel blank samples were assembled. The first one (“blank sample”) was prepared by mixing 2 mL of Tris-EDTA buffer with 100 μL of plasma and the second one (“blank reagent”) was prepared by mixing 2 mL of Tris-EDTA buffer with 100 μL of DTNB. All measurements were performed in triplicate and blanks were run for each sample. Readings were taken spectrophotometrically (Lambda 25; Perkin Elmer) at 412 nm after 5 minutes of reaction at 25 °C. Results were compared with a standard curve prepared daily with different concentrations of glutathione and expressed as μmol/L of glutathione.

The determination of reactive oxygen metabolites (d-ROM) assay measures the concentration of total hydroperoxides in serum or heparin plasma. The method was first described by Alberti et al in 1999 [21] and modified by Verde et al [22], and this modified assay was used to determine d-ROM values in plasma in this study. Each sample was prepared by mixing 2 mL of 0.1 M sodium acetate buffer (pH 4.8) and 20 μL of 0.1 M DMPD (N,N-diethyl-p-phenylenediamine) with 10 μL of plasma. After preparation, tubes with samples were vortexed for 15 seconds and incubated in a thermomixer (Thermomixer comfort, Eppendorf) at 37 °C and 1000 revolutions per minute for 75 minutes. All measurements were performed in triplicate and blanks were run for each sample. Readings were taken spectrophotometrically (Lambda 25; Perkin Elmer) at 505 nm after incubation. Results were compared with a standard curve prepared daily with different concentrations of H₂O₂. The results are expressed in CARR U (Carratelli units), where 1 CARR U corresponds to 0.08 mg/100 mL H₂O₂.

**Statistical Analysis**

The number of subjects to include in the protocol was selected according to previously published literature [4,23]. Statistical analyses were performed using Statistica 6.0 (StatSoft Inc). Two-way ANOVA for repeated measures was used to evaluate changes in plasma glucose levels, CV, plasma thiols, and hydroperoxides due to IDeg-100 and IGlar-300.

**Results**

Out of 25 randomized patients, 3 patients were excluded from data analysis—one patient did not perform his 7-point SMBG profile 3 days prior to control points, one patient decided to continue with his oral glucose-lowering agents only, and one patient left the study for personal reasons. No adverse reactions or unintended effects were noticed.

A total of 22 patients (7 females) successfully completed the trial, and their mean basal values were as follows: age, 57.3 (SD 6.99) years; duration of diabetes, 9.94 (SD 5.01) years; body weight, 88.25 (SD 13.57) kg; body height, 174.95 (SD 9.67) cm; BMI, 29.10 (SD 8.02) cm²/m²; waist circumference, 102.73 (SD 8.02) cm; HbA1c, 9.60% (SD 1.68%); fasting glucose, 13.20 (SD 4.48) mmol/L; serum creatinine, 66.0 (SD 2.09) μmol/L; serum uric acid, 305.32 (SD 62.60) μmol/L; total cholesterol, 5.05 (SD 1.12) mmol/L.

On the first of 3 consecutive days of 7-point SMBG, performed at the end of the observed period, IGlar-300 and IDeg-100 reduced mean glucose values by 0.02 and 0.16 mmol/L, respectively, which was statistically insignificant (P = .06; 95% CI 0.003 to 0.28); there was also no significant difference between the two insulins (P = .17; 95% CI –0.10 to 0.46) (Figure 2A).
The SD of glucose excursions was 0.36 for IGLar-300 and 0.06 for IDeg-100, which was not significant (\(P=0.20\); 95% CI –0.27 to 0.87); in addition, there was no statistically significant difference between the two insulins (\(P=0.07\); 95% CI –1.07 to 1.22) (Figure 2B).

The CV on the first day was 0.37 (37%) for IGLar-300 and 0.21 for IDeg-100, which was statistically insignificant (\(P=0.22\); 95% CI –0.30 to 0.63). When compared, CV for these two insulins was not significantly different (\(P=0.20\); 95% CI –0.73 to 1.15) (Figure 2C).

On the second of the 3 days of 7-point SMBG, performed at the end of the observed period, IGLar-300 and IDeg-100 reduced mean glucose by 0.03 and 0.10 mmol/L, respectively, which was statistically insignificant (\(P=0.08\); 95% CI –0.09 to 0.24); there was also no significant difference between the two insulins (\(P=0.07\); 95% CI –0.41 to 0.26) (Figure 2D).

The SD of glucose excursions on the second day was 0.12 for IGLar-300 and –0.05 for IDeg-100, which was insignificant (\(P=0.19\); 95% CI –0.23 to 0.59); when we compared the SD of the two insulins, there was no significant difference (\(P=0.17\); 95% CI –1.00 to 0.65) (Figure 2E).

The CV for the second day was 0.24 (24%) for IGLar-300 and 0.04 for IDeg-100 and that was statistically insignificant (\(P=0.20\); 95% CI –0.24 to 0.63). When compared, CV for the two insulins was not significantly different (\(P=0.08\); 95% CI –0.96 to 0.78) (Figure 2F).

On the third (last) day of the SMBG, the insulins reduced mean glucose levels by 0.04 (IGLar-300) and 0.11 mmol/L (IDeg-100), which was statistically insignificant (\(P=0.08\); 95% CI –0.10 to 0.24), again without a significant difference between the two insulins (\(P=0.20\); 95% CI –0.55 to 0.14) (Figure 2G).
The SD of glucose concentrations on the third day was 0.13 for IGlar-300 and –0.09 for IDeg-100, which was insignificant ($P=.18; 95\% \text{ CI} –0.15$ to 0.61), and comparison of the SD of the two insulins revealed no statistical difference ($P=.14; 95\% \text{ CI} –0.62$ to 0.91) (Figure 2H).

The CV on the third day was 0.19 for IGlar-300 and –0.01 for IDeg-100, which was statistically insignificant ($P=.16; 95\% \text{ CI} –0.14$ to 0.55). When compared, CV for these two insulins was not statistically different ($P=.54; 95\% \text{ CI} –1.23$ to 0.14) (Figure 2I).

IGlar-300 increased thiol levels by 0.08 µmol/L and IDeg-100 increased thiol levels by 0.15 µmol/L ($P=.07; 95\% \text{ CI} –0.21$ to 0.08). No significant difference was found between the two insulins regarding the increase of thiols ($P=.14; 95\% \text{ CI} –0.15$ to 0.44) (Figure 3A).

Although IGlar-300 decreased hydroperoxides by 0.04 CARR U, and IDeg-100 increased hydroperoxides by 0.034 CARR U ($P=.06; 95\% \text{ CI} –0.19$ to 0.05), this impact was not statistically significant, and there was no significant difference between the two insulins ($P=.12; 95\% \text{ CI} –0.13$ to 0.37) (Figure 3B).

Figure 3. Changes in plasma thiols and hydroperoxides. GSH: glutathione; IDeg-100: insulin degludec; IGlar-300: insulin glargine U300. A) Changes in plasma thiols. B) Changes in plasma hydroperoxides.

Discussion

Principal Findings

Since the new generation of insulin analogues, degludec and glargine U300, appeared on the market, there has been an ongoing discussion about the possible advantages of one insulin over the other. The majority of comparisons related to the incidence of hypoglycemia [7,19,21-23], as well as the absorption stability and profile flatness, as possible causes of differences in hypoglycemia tendency were compared [7,13,24].

Absorption stability and profile flatness, if different, should lead to a difference in glycemic variability between the two insulins as variability in insulin absorption represents an important source of glucose variability in these subjects. Variability can relate to the insulin preparation, the injection technique, and the individual [25].

Glycemic variability and the incidence of hypoglycemia are the elements that “upgraded” the diabetological paradigm from the “diabetic triad” (HbA1c, fasting glycemia, and postprandial glycemia) to the “diabetic pentad” (HbA1c, fasting glycemia, postprandial glycemia, hypoglycemia, and glycemic variability) or even “hexad,” if quality of life is included [26].

The final consequences of increased glycemic variability and long-lasting hyperglycemia, as mentioned in the Introduction section, are diabetic complications, both micro- and macrovascular. As glycemic variability contributes to an increase in oxidative stress (one of two main mechanisms leading to the development of diabetic complications) to a greater extent, the need for the comparison of glycemic variability measures and oxidative stress markers in patients exposed to IDeg-100 and IGlar-300 emerges.

Two large, recently published studies (BRIGHT and DELIVER D+), although different in design, found “more similarities than differences” using IDeg-100 and IGlar-300. On the other hand, another large study (CONFIRM) attributed some advantages to IDeg-100. However, these studies, with the exception of the BRIGHT study, focused primarily on hypoglycemia rate and HbA1c outcomes [27-29]. In this study, we wanted to associate glycemic variability with its ultimate consequence—oxidative stress.

Oxidative stress causes the development of diabetic complications through 5 main molecular mechanisms: the polyol pathway, the hexosamine pathway, increased formation of advanced glycation end products, increased expression of the receptors for advanced glycation end products and their activating ligands, and activation of protein kinase C isoforms. In addition, oxidative stress negatively influences the antiatherosclerotic endothelial enzymes: endothelial nitric oxide synthase and prostacyclin synthase. The intracellular reactive oxygen species increase by these mechanisms, then lead to defective angiogenesis in response to ischemia, and activate proinflammatory and epigenetic mechanisms after the normalization of glycemia (“hyperglycemic memory”) [30].

We used a basal-supported oral therapy variant in this study to emphasize the impact of the insulins studied. However, the results of this initial study did not show statistically significant differences both in glycemic variability and in the expression of oxidative stress in our patients. The primary reason for this was that the decrease in glycemic parameters was too small and,
consequently, the impact on glycemic variability and oxidative stress was too weak. The too-small decrease in glycemic parameters was a consequence of using a low dose of insulin. Namely, we administered both insulins at a dose of 0.2 IU per kg of body weight, and we did not titrate the dose for two reasons: to avoid hypoglycemia, which could significantly influence the oxidative stress and glycemic variability results, and to eschew the difference in dosing of two insulins, which could also affect the results. Many studies have shown that hypoglycemia can worsen oxidative stress through, among other mechanisms, a decrease in nitric oxide and a “reperfusion-like” effect [14-16]. If an examinee has experienced hypoglycemia, he or she should be excluded from the study. Nevertheless, in future studies, the dose of insulins administered must be higher. The question is if “treat-to-target” is the best therapy approach, as treating to target inevitably lowers blood sugar toward hypoglycemia. We think that an initial dose of 0.4 IU/kg with very careful titration of the dose will achieve a more desirable glucose level, but still far from the hypoglycemic zone. A smaller-scale titration study to optimize the dose of insulin and the optimal time for oxidative marker readout would be a good in-between step.

Some studies showed a lower incidence of hypoglycemia with IDeg-100 versus IGlar-300, and that also could contribute to the lower levels of variability and oxidative stress observed with degludec [27], although other studies showed no difference between IDeg-100 and IGlar-300 in that regard [28,29]. Previous research has also suggested a somewhat greater potency of IDeg-100, thus titration to target would probably lead to differences in the final doses used and, consequently, make the comparison more difficult [24,28].

A longer exposure period (longer than 12 weeks) would allow for a more expressed impact of each insulin, presumed positive, although some studies showed a negative effect of chronic insulin therapy on oxidative stress [31]. The longer exposure would possibly explain the difference in the simultaneous increase in thiols and hydroperoxides produced by IDeg-100. The increase in thiol group concentrations represents protein oxidative stress reduction and d-ROM gives insight into the acute changes of lipid peroxide oxidation. This should be considered in the context of the negative effect of chronic insulin treatment on oxidative stress, as mentioned above.

We assessed within-day glycemic variability through changes in average glucose levels, SD of glycemic excursions, and the CV, derived from the SD. The 7-point SMBG profile represents the standard method of glucose monitoring, and we used it for the assessment of glycemic variability [17,32]. Diagnostic CGMS (continuous glucose monitoring systems) and the Libre Flash monitoring system would be more precise tools for glycemic variability measurement but, unfortunately, at the time, due to financial reasons, they could not be employed in this initial study. CGMS or the Flash monitoring system would allow the detection of a greater number of daily peaks and nadirs and give a better insight into glycemic variability [33]. Using CGMS, it would be possible to use the mean amplitude of glucose excursions (MAGE) index as an assessment tool for glycemic variability as well. Hence, in future studies, we highly recommend the use of CGMS.

In this study, we recruited insulin-naive patients who experienced the failure of oral glucose-lowering therapy and needed insulin introduction. We excluded those who were previously on pioglitazone therapy because of the prolonged action of this drug (which was impossible to remove during the 7-day washout period) and its possible influence on the results. Moreover, we standardized the concomitant therapy by introducing the same dose of atorvastatin in all patients and by temporarily removing salicylic acid from the therapy.

Conclusion
The results of this study do not show a statistically significant difference in glycemic variability between IDeg-100 and IGlar-300. An insufficient dose of insulin was the main reason for the lack of impact on glycemic parameters and, consecutively, on glycemic variability. Probably due to the absence of a difference in glycemic variability, no difference in the oxidative stress level was noticed. A full-scale study should use larger doses of insulins (at least 0.4 IU/kg), and an optimized and adjusted “treat-to-target” algorithm. CGMS should be used instead of the 7-point SMBG profile. The MAGE index derived from the CGMS should be used for the assessment of glycemic variability. Another small titration study could be performed for optimization of the insulin dose and calculation of the sample size for the main study.
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Abbreviations

- **CGMS**: continuous glucose monitoring system
- **CV**: coefficient of variation
- **d-ROM**: determination of reactive oxygen metabolites
- **HbA1c**: glycated hemoglobin
- **IDeg-100**: insulin degludec 100 IU/mL
- **IGlar-300**: insulin glargine 300 IU/mL
- **MAGE**: mean amplitude of glucose excursions
- **NPH**: Neutral Protamine Hagedorn
- **SMBG**: self-monitoring of blood glucose
- **T1DM**: type 1 diabetes mellitus
- **T2DM**: type 2 diabetes mellitus
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Abstract

Background: The COVID-19 pandemic has triggered stigmatic attitudes against health care workers. Some forms of social media may play a role in disseminating stigmatizing messages.

Objective: We aimed to investigate the association between COVID-19 information sources and stigma against health care workers among college students during the pandemic.

Methods: A cross-sectional, observational study was conducted using a web-based platform in the Tohoku region of Japan. College students aged ≥20 years were asked to complete the questionnaire between August 18 and October 31, 2020. Stigma against health care workers was evaluated using a modified Japanese version of the Social Distance Scale. Participants were also asked to rate their perceived vulnerability to infection using the Japanese version of the Perceived Vulnerability to Disease scale.

Results: A total of 281 students from 8 colleges completed the web-based survey. There were 139 (49.5%) participants who used Twitter, 187 (66.5%) who used news websites, and 46 (16.4%) who used the websites of public health agencies as COVID-19 information sources. After adjusting for age, sex, department, and Perceived Vulnerability to Disease scores, the level of stigma did not differ between students who used Twitter and those who did not. Students who used the websites of public health agencies showed a significantly less stigmatic attitude than those who did not.

Conclusions: Fact-checking and directing visitors to credible information sources from public health agencies may have prevented the formation of stigmatic attitudes toward health care workers. An effective strategy to enable easy access to information provided by public agencies should be integrated into widespread web-based platforms.

(JMIR Form Res 2022;6(7):e35806) doi:10.2196/35806
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Introduction

The COVID-19 pandemic is a serious threat to public health. Moreover, it is characterized by widespread fear, worry, and uncertainty, as many COVID-19 infections are contracted through presymptomatic and asymptomatic transmissions [1]. This health emergency has triggered discriminatory behavior and stigma against health care workers, despite their vital role in caring for people with COVID-19 [2,3]. Stigma is defined as an undesirable characteristic that results in discrimination against an individual [4]. Several incidents of stigmatization of health care workers have been reported; these include avoidance by family members or their community, being denied access to public transport, and even being subjected to physical assault [3,5]. The psychological challenges entailing stigmatization may amplify the negative consequences, such as emotional burnout [6], posttraumatic stress disorder [7], and turnover [8] of working with COVID-19 patients as frontline care providers. A reduction of stigma against health care workers is thus warranted during the COVID-19 pandemic.

The use of unreliable forms of social media as information sources for COVID-19 can lead to the spread of misinformation and increased stigma against health care workers. This is especially true because various COVID-19–related rumors, stigma, and conspiracy theories have been circulating on the internet [9]. Most people rely on the internet for COVID-19 information [10,11]. Particularly, Twitter conversations pertaining to COVID-19 are characterized by the dissemination of stigmatizing messages [12,13]. Although the media, including newspapers, television, and websites, are important sources that can be used to promote health education and literacy, mass media and even health agencies have contributed to the spread of health misinformation that could circulate stigma on the internet [14]. In addition to the media, Twitter allows users to post short messages (tweets), “retweet” messages (reposts), send replies, and “like” messages by other users. Therefore, Twitter users are more likely to be exposed to misinformation and stigmatizing messages, which in turn may exacerbate fear and anxiety and result in the further circulation of such messages [9]. Adolescents and young adults have been using social networking services more frequently since the COVID-19 pandemic, as pandemic-related restrictions have substantially changed their social lives due to school closures [15]. A previous study indicated that the level of anxiety about COVID-19 differed according to the type of preferred news source [16]. However, no studies have examined the association between the types of COVID-19 information sources and stigma against health care workers. An understanding of this association will provide a basis for developing strategies aimed at reducing stigma.

This study, thus, investigated the association between COVID-19 information sources and stigma against health care workers among college students during the pandemic. We hypothesized that college students who used Twitter as a COVID-19 information source would show a more stigmatic attitude toward health care workers than those who do not use Twitter.

Methods

Study Design

This cross-sectional, observational study was conducted using Google Forms, which is a web-based tool that allows data collection through personalized surveys. An anonymous questionnaire was uploaded and shared through an invitation email to potential participants.

Setting

On August 18, 2020, the survey link was shared with teachers from 8 colleges in the Tohoku region of Japan. The link provided a detailed explanation of the study purpose instructions. Subsequently, the teachers emailed the invitation link with the explanatory documents to the students. Participants aged ≥20 years were requested to complete the questionnaire on October 31, 2020.

The first page of the website contained details on the voluntary nature of the participation and protection of personal information. After reading the introduction, students indicated their consent to participate by clicking on the link to start the survey. The “Limit to 1 response” function of Google Forms was enabled to prevent respondents from completing the form more than once.

Participants

We used purposive and convenience sampling to select colleges and departments with (1) nursing students who underwent on-the-job training in hospitals and (2) students from other departments. The other departments were selected to ensure gender ratios similar to those of students in the nursing departments.

Nursing and other students were recruited to compare the level of stigma against health care workers. We assumed that nursing students would show less stigmatic attitudes than other students, because they are expected to become professional nurses and, therefore, have more psychological proximity with other health care workers.

Measurements

The questionnaire included questions regarding stigmatic attitudes against health care workers, COVID-19 information sources, perceived vulnerability to infection, department, age, sex, and contact with COVID-19 patients. The questions and response options of stigma against health care workers were developed for this study (Table S1 in Multimedia Appendix 1).

Stigma against health care workers was evaluated using a modified version of the Japanese version of the Social Distance Scale (SDSJ) [17]. The original Social Distance Scale was developed based on the Keyed Favorable Response and Ego-Involvement Ratings of Scale [18], which is used to assess the level of stigmatic attitude toward patients with schizophrenia. It contains 8 stigma-related items, which are rated on a 4-point Likert scale, and the scale has good reliability and validity [17]. For this study, we replaced “patients with schizophrenia” in each item with “health care workers and their families who are performing infectious disease management with an unestablished
treatment regimen.” The total score on the 8 items ranged from 0 to 24; higher scores indicated more stigmatic attitudes.

The 8 types of COVID-19 information sources were listed in the questionnaire. Participants were asked to check any source, if applicable. The list was developed by a research panel to contain a range of social media platforms, including newspapers, television news streams, television tabloid talk shows, news websites, Twitter, the websites of public health agencies (e.g., Ministry of Health, Labour and Welfare), Instagram, and Facebook.

Perceived vulnerability to infection was evaluated using the Perceived Vulnerability to Disease (PVD) scale [19]. The PVD contains 15 items, which are rated on a 7-point Likert scale from 1 to 7. It comprises 2 subscales: Perceived Infectability and Germ Aversion. Perceived Infectability refers to beliefs about immunological functioning and personal susceptibility to infectious diseases. Germ Aversion refers to aversive affective responses to situations that connote a relatively high likelihood of pathogen transmission. The Japanese version of the PVD is reported to have good reliability and validity [20]. In this study, the Cronbach α coefficient was .78 (95% CI .74-.82) for Perceived Infectability and .65 (95% CI .58-.71) for Germ Aversion. Although Perceived Infectability refers to one’s susceptibility to infection, Germ Aversion covers behaviors exerting emotional discomfort in a high-pathogen context, which in turn deter from the source of infection. Therefore, we assumed that stigma against health care workers would show a moderate positive correlation with Germ Aversion but not with Perceived Infectability.

Participants also answered items pertaining to their age, sex, department, and contact with COVID-19 patients. The presence of contact was assessed if (1) the respondent or their family members or friends had been infected with COVID-19; and if (2) the respondent or their family members or friends had close contact with infected persons. Based on the contact hypothesis [21,22], we assumed that individuals who directly interacted with COVID-19 patients would be less likely to hold stigmatic attitudes against health care workers. However, the number of individuals with direct contact was small (n=18). Therefore, we used the presence of contact for sensitivity analysis instead of including it in bivariate and multivariate analyses.

Study Size

The required sample size was calculated using G*Power (version 3.1.9.7; Faul et al [23,24]). Based on a recent report on the use of Twitter among Japanese college students [25], we assumed the prevalence of Twitter as a COVID-19 information source to be 50% in this study. Assuming an α level of 5%, 95% power, and medium effect size (Cohen d=0.5) for a 2-tailed test, the minimum sample size was determined to be 210.

Statistical Analysis

The validity and reliability of the modified SDSJ were examined. To test concurrent validity, the mean difference between nursing and other students was examined. The normality of distribution was assumed for total SDSJ score (Table S2 in Multimedia Appendix 1). The equality of variances between the 2 groups was also assumed (Table S3 in Multimedia Appendix 1). Therefore, 2-sided testing using 2-tailed students’ t test was used. To test convergent validity, Pearson correlation coefficient was calculated between the total SDSJ score and the subscales scores of the PVD. To test internal reliability, the Cronbach α coefficient and 95% CI [26] were calculated for the total SDSJ score.

Within the types of COVID-19 information sources, overlaps between Twitter and other major web-based platforms (news websites and the websites of public health agencies) were examined. To investigate the association between Twitter use and stigma against health care workers, the mean difference in SDSJ scores was examined by performing a 2-tailed t tests between participants who used Twitter as a COVID-19 information source and those who did not. Furthermore, a multiple Ordinary Least Square (OLS) regression analysis was performed using the SDSJ scores as the dependent variable and the types of information sources as independent variables. Participant characteristics, including age, sex, department, and PVD scores, were included as covariates. Diagnostic tests were conducted to test the assumptions of OLS regression, including the normality of the residuals, homoskedasticity, the absence of outliers, and low multicollinearity (Table S4 in Multimedia Appendix 1). Since some potential outliers were found, a sensitivity analysis of the multivariate model was performed by excluding them. Another sensitivity analysis was also conducted by excluding individuals with social contacts.

All analyses were conducted using Stata statistical software (version 17.0; StataCorp). The significance level was set at low (α=.1), medium (α=.05), and high (α=.01) [27]. As our primary endpoint was to assess the association between use of Twitter and SDSJ under multiple regression analysis adjusting for covariates, we did not apply P value adjustments for multiple hypothesis testing [28].

Ethics Approval

The study protocol was approved by the Ethics Board of Tohoku University (2021-1-733) and was conducted in accordance with the Helsinki Declaration of 1975 (as revised in 2013).

Results

Participant Characteristics

A total of 281 participants completed the survey and were included in the final sample. The majority (86.7%, n=238) were women and the most frequent (50.9%, n=143) age was 21 years. There were 18 participants who reported coming into contact with COVID-19 (Table 1).
Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>Variable, category</th>
<th>Participant (N=281), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>238 (86.7)</td>
</tr>
<tr>
<td>Age (year)</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>86 (30.6)</td>
</tr>
<tr>
<td>21</td>
<td>143 (50.9)</td>
</tr>
<tr>
<td>≥22</td>
<td>52 (18.5)</td>
</tr>
<tr>
<td>Department</td>
<td></td>
</tr>
<tr>
<td>Nursing</td>
<td>104 (37)</td>
</tr>
<tr>
<td>Rehabilitation</td>
<td>70 (24.9)</td>
</tr>
<tr>
<td>Psychology</td>
<td>63 (22.4)</td>
</tr>
<tr>
<td>Other</td>
<td>44 (15.7)</td>
</tr>
<tr>
<td>Contact with COVID-19</td>
<td></td>
</tr>
<tr>
<td>Any of the experiences below</td>
<td>18 (6.4)</td>
</tr>
<tr>
<td>Family members or friends had close contact with an infected person</td>
<td>13 (4.6)</td>
</tr>
<tr>
<td>I had close contact with an infected person</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Family members or friends had been infected with COVID-19</td>
<td>5 (1.8)</td>
</tr>
<tr>
<td>I had been infected with COVID-19</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

Stigma Against Health Care Workers
The mean total SDSJ score in overall sample was 7.9 (SD 4.7). Nursing students had a significantly lower mean total score (mean 6.0, SD 4.5) than other students (mean 8.9, SD 4.5; \( t_{218.48}=5.18, P<.001 \)). The mean total SDSJ score did not differ between participants with social contact (mean 8.6, SD 1.0) and those without (mean 7.8, SD 0.3; \( t_{20.16}=0.73, P=.47 \)).

Pearson correlation coefficients were –0.03 (\( P=.62 \)) between the SDSJ and PVD Perceived Vulnerability scores and 0.33 (\( P<.001 \)) between the SDSJ and PVD Germ Aversion scores. The Cronbach \( \alpha \) coefficient of the SDSJ score was high (\( \alpha=.83; 95\% \ CI .80-.86 \)). In summary, the modified SDSJ demonstrated satisfactory concurrent, convergent, and internal validity.

COVID-19 Information Sources
Half (49.5%, 139/281) of the participants used Twitter as a COVID-19 information source (Table 2). Since less than 10% of participants used newspapers (8.5%, n=24), Instagram (3.2%, n=9), or Facebook (0.4%, n=1), we excluded these sources from the following multivariate analysis.

In total, 89 participants reported using both Twitter and news websites, of which 16 participants also used the websites of public health agencies. Further, 44 participants used Twitter, but not news websites or the websites of public health agencies (Figure 1).

The total SDSJ score did not differ between Twitter users (mean 8.1, SD 4.4) and those who did not use Twitter (mean 7.6, SD 5.0; \( t_{276.63}=0.97, P=.33 \)).
### Table 2. Prevalence of COVID-19 information sources.

<table>
<thead>
<tr>
<th>Type, category</th>
<th>Participant (N=281), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Newspaper</td>
<td>24 (8.5)</td>
</tr>
<tr>
<td>Television</td>
<td></td>
</tr>
<tr>
<td>News stream</td>
<td>218 (77.6)</td>
</tr>
<tr>
<td>Tabloid talk show</td>
<td>71 (25.3)</td>
</tr>
<tr>
<td>Web-based source</td>
<td></td>
</tr>
<tr>
<td>News website</td>
<td>187 (66.5)</td>
</tr>
<tr>
<td>Twitter</td>
<td>139 (49.5)</td>
</tr>
<tr>
<td>Website of public health agencies (eg, Ministry of Health, Labour and Welfare)</td>
<td>46 (16.4)</td>
</tr>
<tr>
<td>Instagram</td>
<td>9 (3.2)</td>
</tr>
<tr>
<td>Facebook</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Other social networking services</td>
<td>13 (4.6)</td>
</tr>
</tbody>
</table>

### Figure 1. Venn diagram of overlaps between Twitter and other major web-based platforms (news websites and the websites of public health agencies).

### Association Between Stigma and Information Sources

A multiple regression analysis showed that the total SDSJ scores were lower among participants using the websites of public health agencies ($P=.008$), nursing students ($P<.001$), and those with lower Germ Aversion scores ($P<.001$; Table 3). The use of Twitter was not associated with SDSJ scores ($P=.58$).

The results of OLS diagnostic tests showed that the following assumptions were met: the normality of the residuals, homoskedasticity, and low multicollinearity (Table S4 in Multimedia Appendix 1). However, there were 2 potential outliers (Table S4 in Multimedia Appendix 1). A sensitivity analysis that excluded the 2 individuals did not change the results (Table S5 in Multimedia Appendix 1).

Another sensitivity analysis that excluded individuals (n=18) who came into close contact with a patient with COVID-19 did not alter the results (Table S5 in Multimedia Appendix 1).
### Table 3. Multiple linear regression analysis of stigma against health care workers.\(^a,b\)

<table>
<thead>
<tr>
<th>Variable, category</th>
<th>Coefficient (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>COVID-19 information source</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Television news stream</td>
<td>0.86 (–0.40 to 2.12)</td>
<td>.18</td>
</tr>
<tr>
<td>Television tabloid show</td>
<td>0.51 (–0.70 to 1.72)</td>
<td>.41</td>
</tr>
<tr>
<td>News website</td>
<td>0.60 (–0.45 to 1.66)</td>
<td>.26</td>
</tr>
<tr>
<td>Twitter</td>
<td>0.29 (–0.74 to 1.31)</td>
<td>.58</td>
</tr>
<tr>
<td>Websites of public health agencies</td>
<td>–1.84 (–3.20 to –0.49)</td>
<td>.008</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1.07 (–0.38 to 2.52)</td>
<td>.15</td>
</tr>
<tr>
<td><strong>Age (year)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.33 (–1.21 to 1.88)</td>
<td>.67</td>
</tr>
<tr>
<td>21</td>
<td>–0.25 (–1.64 to 1.14)</td>
<td>.72</td>
</tr>
<tr>
<td>≥22</td>
<td>reference</td>
<td></td>
</tr>
<tr>
<td><strong>Department</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nursing</td>
<td>–3.04 (–4.11 to –1.98)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Perceived vulnerability to infection</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived Infectability</td>
<td>–0.13 (–0.63 to 0.37)</td>
<td>.61</td>
</tr>
<tr>
<td>Germ Aversion</td>
<td>1.85 (1.31-2.39)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\) Stigma against health care workers was evaluated using the modified Japanese language version of the Social Distance Scale; the total score ranges from 0 to 24.

\(^b\) Perceived vulnerability to infection was evaluated using the Japanese version of the Perceived Vulnerability to Disease scale; total scores range from 1 to 7 for both Perceived Infectability and Germ Aversion.

### Discussion

With increasing concerns about the stigma against health care workers during the COVID-19 pandemic, strategies to reduce stigma are the need of the hour, considering the prevalence of Twitter and other information sources for information related to COVID-19. Thus, this study examined the association between the types of information source and stigma against health care workers among college students.

### Principal Findings

Contrary to our hypothesis, Twitter use was not associated with the stigma against health care workers. The survey was conducted between August and October 2020 when the daily number of new COVID-19 cases in Japan ranged from 219 to 1178. This period is a few months after the onset of the outbreak, and our participants may have had a lower level of fear than that from February to April 2020 [9,12,13]. In the acute phase of the psychological response to a crisis, such as the Great East Japan Earthquake on March 11, 2011, Twitter messages diffused rumors and misinformation [29]. However, the level of anxiety expressed in Twitter messages appears to return to normal over time [30]. This shift to Twitter for content has also been observed for COVID-19 [31]. In addition, several students aged ≥20 years in the Tohoku region might have experienced the March 11 earthquake when they were children, resulting in their learned mindset to treat Twitter messages with caution.

College students who used the websites of public health agencies as information sources reported significantly less stigmatic attitudes than those who did not (P=.008) in the multiple regression analysis. Fact-checking and directing users to credible information sources from the websites of public health agencies can prevent the further spread of misinformation [32]. News websites also disseminate official announcements from public health agencies. In this study, substantial overlaps were observed between the users of the websites of public health agencies, news websites, and Twitter. This finding is consistent with a previous study [10]. Furthermore, public health agencies also have Twitter accounts, and each message is limited to 140 Japanese characters. Their messages usually include a URL to official website pages that contain longer texts. The accuracy of the information held by Twitter users may vary between those who only read the message and those who click on the link to access the website. Adequate communication strategies should be embedded in reliable information from trusted sources [31,33]. Considering that Twitter was a popular COVID-19 information source, access to information curated by public agencies may help reduce exposure to misinformation and stigma against health care workers. In addition to accurate information, “hero” messaging [34] should be reserved for health care workers in public policy. Health care workers were deemed essential frontline heroes during the COVID-19 crisis. Such perceptions can mitigate stigmatic attitudes toward health care workers. Furthermore, positive video messages embedded in tweets may enable young people to engage in parasocial interactions with health care workers, which in turn may help...
change their negative beliefs about health care workers based on the parasocial contact hypothesis [22,35].

Stigma against health care workers, as measured by the modified SDSJ, was significantly lower among nursing students (P<.001) and students with lower germ aversion (P<.001). Unlike Germ Aversion, we found very little statistical evidence that Perceived Infectability was associated with stigma against health care workers using the total SDSJ score. These associations were consistent with our assumption that the modified scale is valid.

**Strengths and Limitations**

The strength of this study lies in the examination of stigma against health care workers in the context of COVID-19 and social media, thus addressing a gap in the literature. A limitation was the lack of information accuracy and limited data on the intensity of social media use among participants. In addition, the cross-sectional design precludes causal inferences between stigma and the types of information sources. The use of websites of public health agencies might indicate the high health literacy and low stigmatic attitudes of students.

**Conclusions**

A few months after the onset of the COVID-19 pandemic, nearly half of the college student population used Twitter as an information source. Our findings showed that the level of stigma against health care workers did not differ according to Twitter use. Students who used the websites of public health agencies reported less stigmatic attitudes than those who did not. These results imply that directing people to credible COVID-19 information sources from public agencies may prevent the formation of stigmatic attitudes against health care workers. An effective strategy for the induction of access to credible information sources should be explored for integration into Twitter and other widespread web-based platforms.

**Acknowledgments**

This study was supported by the Department of Psychiatric Nursing, Tohoku University Graduate School of Medicine. The funder was not involved in the design or study course; data collection, management, analysis, or interpretation; or monitoring of the manuscript for presentation, review, or approval.

**Authors’ Contributions**

MS, KW, and HY collected the data. MN, MS, GT, and KT analyzed and interpreted the data and drafted the manuscript. KW and HY were involved in the study design and setup, the supervision of data analysis, and finalizing the manuscript.

**Conflicts of Interest**

None declared.

**Multimedia Appendix 1**

Supplementary tables on (1) questions and response options used in the online survey; (2) test of the normality of scores; (3) Ordinary Least Square regression diagnostic tests; (4) sensitivity analysis: multiple linear regression analysis of stigma against health care workers, excluding possible outliers (N=279); and (5) sensitivity analysis: multiple linear regression analysis of stigma against health care workers, excluding individuals who came in close contact with a patient with COVID-19 (N=263).

**References**


**Abbreviations**

- **OLS:** Ordinary Least Square
- **PVD:** Perceived Vulnerability to Disease
- **SDSJ:** Japanese version of the Social Distance Scale

©Miharu Nakanishi, Mai Sakai, Gen Takagi, Keita Toshi, Koubun Wakahima, Hatsumi Yoshii. Originally published in JMIR Formative Research (https://formative.jmir.org), 07.07.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
Physicians’ Perceptions of Telemedicine Use During the COVID-19 Pandemic in Riyadh, Saudi Arabia: Cross-sectional Study

Sarah Idriss1*, BA; Abdullah Aldhuhayyan2*, BA; Ahmad Abdullah Alanazi3*, BA; Walaa Alasaadi4*, BA; Reem Alharbi5*, BA; Ghadah Alshahwan5*, BA; Mohammad Baitalmal6*, PhD; Wadi Alonazi7, PhD

1 Ministry of Health, Riyadh, Saudi Arabia
2 Emergency Medical Services, Saudi Red Crescent Authority, Riyadh, Saudi Arabia
3 Respiratory Therapy Department, King Abdulaziz Medical City, Riyadh, Saudi Arabia
4 Health Administration Department, King Saud University, College of Business, Riyadh, Saudi Arabia
5 Home Healthcare Department, King Fahad Medical City, Riyadh, Saudi Arabia
6 Quantitative Analysis Department, King Saud University, College of Business Administration, Riyadh, Saudi Arabia
7 Health Administration Department, King Saud University, College of Business Administration, Riyadh, Saudi Arabia

* these authors contributed equally

Corresponding Author:
Sarah Idriss, BA
Ministry of Health
Prince Abdulrahman Bin Abdulaziz St
Riyadh
Saudi Arabia
Phone: 966 555070628
Email: s.idriss@hotmail.com

Abstract

Background: The term “telemedicine” refers to the use of communication technology to deliver health care remotely. The COVID-19 pandemic had substantial impacts on health care delivery from 2020 onward, and it was necessary to adapt high-quality care in a manner that limited the potential for viral exposure of both patients and health care workers. Physicians employed video, phone, and electronic written (e-consultation) visits, all of which provided quality of care comparable to that of face-to-face visits while reducing barriers of adopting telemedicine.

Objective: This study sought to assess physicians’ perspectives and attitudes regarding the use of telemedicine in Riyadh hospitals during the COVID-19 pandemic. The main objects of assessment were as follows: (1) physicians’ experience using telemedicine, (2) physicians’ willingness to use telemedicine in the future, (3) physicians’ perceptions of patient experiences, and (4) the influence of telemedicine on burnout.

Methods: This study employed SurveyMonkey to develop and distribute an anonymous 28-question cross-sectional survey among physicians across all specialty disciplines in Riyadh hospitals. A chi-square test was used to determine the level of association between variables, with significance set to \( P < 0.05 \).

Results: The survey was distributed among 500 physicians who experienced telemedicine between October 2021 and December 2021. A total of 362 doctors were included, of whom 28.7% (n=104) were consultants, 30.4% (n=110) were specialists, and 40.9% (n=148) were residents. Male doctors formed the majority 56.1% (n=203), and female doctors accounted for 43.9% (n=159). Overall, 34% (n=228) agreed or somewhat agreed that the “quality of care during telemedicine is comparable with that of face-to-face visits.” Approximately 70% (n=254) believed that telemedicine consultation is cost-effective. Regarding burnout, 4.1% (n=15), 7.5% (n=27), and 27.3% (n=99) of the doctors reported feeling burnout every day, a few times a week, and a few times per month, respectively.

Conclusions: The physicians had generally favorable attitudes toward telemedicine, believing that its quality of health care delivery is comparable to that of in-person care. However, further research is necessary to determine how physicians’ attitudes toward telemedicine have changed since the pandemic and how this virtual technology can be used to improve physicians’ professional and personal well-being.

(JMIR Form Res 2022;6(7):e36029) doi:10.2196/36029
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**Introduction**

**Background**

“Telemedicine” refers to the use of IT in the provision of health care via electronic devices [1]. COVID-19, a highly infectious virus causing respiratory illness, has caused an ongoing global pandemic. Saudi Arabia experienced more than half a million infections and more than 7000 fatalities by June 2021 [1]. This outbreak has led to innovative practices such as Telemedicine among health providers. Thus, physicians have often opted to use telemedicine as an alternative to provide fast and safe care away from outpatient clinics, which require physical contact [2]. This research investigates physicians’ perceptions of telemedicine during the COVID-19 pandemic in Riyadh, Saudi Arabia.

Although various forms of telemedicine such as phone calls and electronic messaging have been used in Saudi Arabia for years, COVID-19 has led to the implementation and successful use of audiovisual technologies for patients across the country. Previous limited evidence suggested that telemedicine could provide generally effective, comparable, and satisfactory quality of care as well as improvements in clinical outcomes [3]. However, there is a lack of larger studies of perception and attitude regarding patient-physician interactions, satisfaction with services and convenience of using telemedicine, preference for face-to-face communication, and support for technology infrastructure [4].

Furthermore, few studies have assessed whether the use of telemedicine affects physician well-being and burnout, as telemedicine theoretically provides more flexibility in terms of physician time and geographical location while performing virtual visits [5]. This paper is organized as follows: first, the research team examined the literature for studies related to physician perceptions of telemedicine; second, the method and the survey design were explained; third, the statistical analysis and results were presented; and finally, discussion, limitations, and conclusions and recommendations are presented.

**Physicians’ Experience Using Telemedicine**

The United Kingdom’s National Health Service immediately implemented telemedicine as a substitute for face-to-face consultations during the COVID-19 pandemic [6]. Despite widespread unfamiliarity with telemedicine prior to the pandemic, there was a rapid rise in its usage among health care providers [6,7]. Moreover, web-based platforms became indispensable for boosting public health awareness and disseminating information about the pandemic [8].

The implementation of telemedicine, however, has encountered various barriers in Saudi Arabia. These include bureaucracy, lack of expertise, inadequate IT infrastructure, absence of guidelines, and insufficient institutional support [9]. Therefore, Saudi Arabia’s Ministry of Health must assess health care workers’ knowledge and perceptions of telemedicine to facilitate its future implementation while considering patient privacy and confidentiality concerns [10]. To the best of the authors’ knowledge, this is the first study to do so.

**Perceptions of Patient Experience**

The success of any health care delivery system, including telemedicine, is heavily reliant on patient perceptions and satisfaction. Patients are the primary source of information that tells us whether health care is being delivered properly and whether the care they receive meets their expectations [11]. A study conducted by Power [12] on health care consumer satisfaction indicates that 66% of patients are either generally unaware that they can use telemedicine for consultations, or else it is not available to them. Among those who are aware, however, male patients, particularly those aged 18-59 years, are often satisfied with their telemedicine experiences [13]. Female patients, interestingly, are more likely to feel rather neutral toward telemedicine, that is, neither satisfied nor dissatisfied [13]. It is worth noting that almost half of the study’s respondents opined that the quality of telemedicine will never be on par with that of traditional in-person care [13]. Many telemedicine applications are available; however, due to a lack of knowledge about telemedicine technology, patients feel uncomfortable using and adapting to it. Therefore, user-friendly telemedicine apps should be developed to improve favorability among patients who feel that in-person care cannot be matched. Additionally, apps should be available in local languages to ensure that patients both learn about telemedicine and experience it in a positive and comfortable manner [14]. Moreover, policy makers around the world should work to boost patients’ awareness of telemedicine to ensure correct care during this pandemic and those to come [15].

In one study, most patients who had used telemedicine noted that the practice’s convenience and effectiveness helped them to seek treatment from remote areas and optimize their management of type 2 diabetes mellitus [15]. Another study found that the vast majority of patients believe that telemedicine had optimized their type 2 diabetes mellitus management; however, most of these patients noted that improvements could be made to aspects such as user-friendliness, interaction with medical team, and time required for recording or transferring data [16].

**Willingness to Use Telemedicine in the Future**

Technological advancements have improved existing practices and paved the way for the expansion of telemedicine in the future. Such advancements in telemedicine have increased dependability, lowered costs, improved audiovisual quality, and emulated clinical settings more successfully (eg, by implementing virtual waiting rooms) [17]. There is significant potential in the scalability of telemedicine visits [18]. However, Florea et al [17] revealed that approximately 77% of professionals believe that continual training is essential for health care providers to stay up-to-date with advancements in telemedicine.
Of course, health care institutions are likely to face new ethical challenges arising from the use of telemedicine. For example, they must be capable of protecting patients’ private information against potential cyberattacks [17]. Telemedicine could also lead to a rise in malpractice claims stemming from a lack of appropriate guidelines and, in turn, problems with reimbursement [17]. Evidently, significant changes are necessary to fully incorporate telemedicine services into the health care landscape and to fully reap its benefits in advance of future pandemics [17].

Through technological advancements and appropriately oriented policy developments, telemedicine could become a sustainable mainstream solution for both public health emergencies and routine care [9]. Telemedicine may be a reasonable choice for physicians in the future if properly used by patients and if legal guidelines for telemedicine are implemented to address the aforementioned concerns [18].

### Effects of Telemedicine on Burnout

Burnout has been defined as a psychological syndrome involving emotional exhaustion, depersonalization, and a sense of reduced personal accomplishment [19]. A 2020 study conducted by Jha et al [19] assessed how COVID-19 has placed several physical and emotional stressors on physicians, which increased physician burnout. The demanding role of primary care physicians (PCPs) in pandemic mitigation measures has made them susceptible to psychological distress. Some PCPs fear being infected by COVID-19; this fear is exacerbated by a lack of personal protective equipment and extended shifts on the front line. All of these issues are in addition to PCPs’ existing anxiety stemming from a fast-paced, efficiency-oriented work environment. Many are concerned about errors of omissions and complaints of community residents. Additionally, the documentation process for reporting instances of COVID-19, which is perceived as time-consuming and not conducive to delivering high-quality care, is a source of frustration for most PCPs [20].

### Methods

#### Ethics Approval

This study was approved by the institutional ethical committee of the King Fahad Medical City (IRB log:21-458).

#### Study Design and Population

This paper presents a cross-sectional study conducted between October and November 2021 among physicians in Riyadh hospitals. A web link survey conducted through SurveyMonkey distributed an anonymous 28-question survey to 500 physicians. After obtaining institutional ethical committee approval, the questionnaire was sent through social media platforms such as WhatsApp, Twitter, and LinkedIn. A total of 362 participants returned the questionnaire, yielding a response rate of 60%. The questionnaire consisted of the following five sections: (1) demographic characteristics; (2) familiarity with telemedicine; (3) perceptions of patients’ experiences; (4) willingness to use telemedicine in the future; and (5) the effects of telemedicine on burnout. The responses were measured using a Likert scale. Each respondent’s current academic position (consultant, specialist, or intern), specialty, years of postresidency experience, age, sex, frequency of telemedicine use prior to the COVID-19 pandemic, and length of time using telemedicine were all variables of interest.

### Survey Design

The instrument tool used in this study was inspired by Malouff et al [21]. The tool was developed to evaluate the perception of physician perceptions and attitudes toward telemedicine. The anonymous survey consisted of 38 questions. The survey was developed in consultation with an expert panel with a consensus informed by elements from existing evidence and models, including the unified theory of acceptance and use of technology, Technology Acceptance Model 2, and diffusion of innovation frameworks [21].

#### Statistical Analysis

The data were checked for completeness, and all errors were corrected. All of the variables were categorical; therefore, they are presented as frequencies and percentages. The responses of consultants, specialists, and residents—as well as those of men and women—were compared using chi-square tests. The analyses were performed at a 95% confidence interval using SPSS (v.23.0, IBM Corp). Physicians completed the survey including 28 items (sample item: “I find telemedicine has been easy to navigate and use”), The items were rated on a 5-point scale ranging from 1 (strongly agree) to 5 (strongly disagree). The Cronbach alpha for this study was .82, which is considered a good indication for internal consistency [22].

### Results

The survey was sent to physicians who experienced telemedicine between October 2021 and December 2021. A total of 362 doctors were included, of whom 28.7% (n=104) were consultants, 30.4% (n=110) were specialists, and 40.9% (n=148) were residents. Male doctors formed the majority 56.1%, (n=203), and female doctors accounted for 43.9% (n=159). When asked about the frequency with which they use telemedicine during the pandemic, 41.4% (n=150) answered “frequently,” 26% (n=94) responded “occasionally,” and 32.6% (n=118) said “never” (Table 1). Only 25% (n=89) of doctors specified their specialty. Figure 1 shows the specialty distribution; although the physicians were from almost all specialties, they were most frequently from emergency medicine (n=10, 12%) and pediatrics (n=10, 12%).

Moreover, 34% (n=228) agreed or somewhat agreed that the “quality of care during telemedicine is comparable with that of face-to-face visits.” Approximately 70% (n=254) believed that telemedicine consultation is a cost-effective means of providing care relative to traditional face-to-face visits. Most of the doctors were skilled at delivering telemedicine 70% (n=163) and capable of independently solving technological issues during telemedicine visits 54% (n=195). Overall, the physicians felt that their patients view telemedicine positively; 68% (n=246) said that their patients felt comfortable using telemedicine, and 76% (n=273) stated that their patients would assert that telemedicine saves time. Regarding burnout, 4.1% (n=15), 7.5% (n=27), and 27.3% (n=99) of the doctors reported feeling
burnout every day, a few times a week, and a few times per month, respectively.

The physicians’ responses to the Likert scale prompts are presented in Multimedia Appendix 1. In all, 31% (113/362) of the physicians agreed or somewhat agreed that “telemedicine’s quality of care is generally comparable to that which I deliver during face-to-face visits.” Approximately 55% (199/362) believed that telemedicine consultations are cost-effective relative to in-person visits. Moreover, 74% (268/362) believed that telemedicine gives them more flexibility or control over how they deliver patient care (Multimedia Appendix 1). Most of the physicians (254/362, 70%) asserted that they are skilled at telemedicine, and are capable of independently solving technological issues during telemedicine visits (195/362, 54%). Furthermore, most of the physicians felt that their patients view telemedicine in a positive manner; 68% (246/362) said that their patients felt comfortable using telemedicine, and 76% (275/362) said that their patients would assert that telemedicine saves time (Figures 2 and 3).

Regarding burnout, 4.1% (n=15), 7.5% (n=27), and 27.3% (n=99) of the physicians felt it every day, a few times per week, and a few times per month, respectively. When asked about the role of telemedicine in burnout, 23.5% (n=85) of physicians said that it alleviated their burnout symptoms. However, 11.6% (n=42) believed that telemedicine contributed to their burnout, and an additional 6.6% (n=24) thought that it substantially contributed to their burnout (Figures 4 and 5).

This study found no statistically significant difference between the burnout frequencies of men and women (P=.57). However, there was a statistically significant difference in burnout frequency between those in different academic positions (P=.002). Whereas 6.1% (9/148) of residents felt burnout every day, only 2.7% (3/110) of specialists and 2.9% (3/104) of consultants felt the same. Interestingly, 18.3% (19/104) of consultants asserted that telemedicine alleviated their burnout symptoms to a sizable degree, whereas only 7.3% (8/110) of specialists and 8.1% (12/148) of residents felt the same (P=.001).

Table 1. Distribution of all physicians by their characteristics and previous experiences with telemedicine.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Current position</strong></td>
<td></td>
</tr>
<tr>
<td>Consultant</td>
<td>104 (28.7)</td>
</tr>
<tr>
<td>Specialist</td>
<td>110 (30.4)</td>
</tr>
<tr>
<td>Resident</td>
<td>148 (40.9)</td>
</tr>
<tr>
<td><strong>Clinical experience following residency training (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;5</td>
<td>142 (39.2)</td>
</tr>
<tr>
<td>5-10</td>
<td>114 (31.5)</td>
</tr>
<tr>
<td>11-20</td>
<td>77 (21.3)</td>
</tr>
<tr>
<td>21-30</td>
<td>25 (6.9)</td>
</tr>
<tr>
<td>&gt;30</td>
<td>4 (1.1)</td>
</tr>
<tr>
<td><strong>Current age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>114 (31.5)</td>
</tr>
<tr>
<td>31-40</td>
<td>140 (38.7)</td>
</tr>
<tr>
<td>41-50</td>
<td>85 (23.5)</td>
</tr>
<tr>
<td>51-60</td>
<td>23 (6.4)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>203 (56.1)</td>
</tr>
<tr>
<td>Female</td>
<td>159 (43.9)</td>
</tr>
<tr>
<td><strong>Frequency of telemedicine use before the COVID-19 pandemic</strong></td>
<td></td>
</tr>
<tr>
<td>Frequently (&gt;1 time per month or &gt;12 times per year)</td>
<td>150 (41.4)</td>
</tr>
<tr>
<td>Occasionally (1-12 times per year)</td>
<td>94 (26.0)</td>
</tr>
<tr>
<td>Never</td>
<td>118 (32.6)</td>
</tr>
<tr>
<td><strong>Time spent using telemedicine in any medical capacity (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>154 (42.5)</td>
</tr>
<tr>
<td>2-3</td>
<td>106 (29.3)</td>
</tr>
<tr>
<td>&gt;3</td>
<td>102 (28.2)</td>
</tr>
</tbody>
</table>
Figure 1. Specialty distribution. ENT: ear, nose, and throat; ICU: intensive care unit; Obgyn: obstetrics and gynecology.
Figure 2. Physicians’ attitudes toward the quality and potential advantages of telemedicine.

Figure 3. Physicians’ openness to using telemedicine after the COVID-19 pandemic.
**Figure 4.** Responses regarding physician burnout and the influence of telemedicine: “What role has telemedicine played in your experience of burnout?” N/A: not applicable.
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**Figure 5.** Responses regarding physician burnout and the influence of telemedicine: “I feel burnout from work”.
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**Discussion**

**Principal Findings**

Our data suggest that physicians in Riyadh have adapted to the implementation of telemedicine. Most of the physicians assessed in this study, regardless of their specialty, considered telemedicine to be easy to navigate and use. Furthermore, almost all respondents were open to using telemedicine for routine consultations and follow-ups even after the pandemic ends; in fact, more than half of them actively preferred telemedicine to in-person visits. The findings of this work align with those of previous studies. For example, Gillman-Wells et al [6] found that 70% of plastic surgeons surveyed in the United Kingdom have embraced the use of telemedicine. A survey by Srinivasan et al [7] found that personnel at Stanford University’s primary care clinics strongly believe that telemedicine visits should be an ongoing element of health care delivery after the pandemic.

There are several potential reasons for why physicians are willing to adapt to this new technology, including cost-effectiveness, time efficiency for physicians and patients alike, as well as flexibility in scheduling telemedicine visits, all of which may improve physicians’ quality of life [21]. These advantages balance out concerns over lower quality of care. According to a study conducted during the first year of the pandemic, one major shortfall of telemedicine that physicians should be aware of is the absence of physical examination [23].

As mentioned in the literature review, the cost-effectiveness of telemedicine relative to traditional in-person care is a significant driver of positive attitudes toward telemedicine; in this study, 70% (254/362) of the physicians agreed that it is a cost-effective way to deliver health care (in a study by the Mayo Clinic, 80% of the respondents agreed with this sentiment) [21]. To assess the verity of this perception, a study evaluated postoperative visit costs and found that patients who used telemedicine services saved an average of US $888 per return visit (increasing to US $1501 when accounting for travel and accommodation costs). The authors reported savings of US $256 per visit, even for patients who did not require accommodation [24]. Furthermore, the Pediatric Cardiology Service at the Coimbra University Hospital Center analyzed telemedicine use in Portugal since 1998 and found that it had saved the country’s health care system about EUR €1.1 million (US $1.3 million) overall, equating to savings of approximately EUR €419 (US $500) per patient [25].

Telemedicine also offers considerable efficiency for both physicians and patients. In this study, nearly three-quarters of the respondents agreed that telemedicine enhanced flexibility. Telemedicine visits can be conducted anywhere (including from home), and this ability helps physicians to balance their professional and personal needs, particularly during the COVID-19 pandemic. According to a study conducted by Chaudhry et al [26], telemedicine visits may also reduce some time-consuming activities that are common at clinics, such as waiting for rooms to become available, checking patients in, and moving patients from one room to another. Orthopedic patients reported that telemedicine saved them time, both when including (180 minutes) and excluding (17 minutes) travel time.

Regardless of the benefits that many physicians derive from telemedicine, more than one-third of this survey’s respondents did not agree that telemedicine is equivalent to in-person visits in terms of quality of care. This finding aligns with those of previous studies. Although telemedicine can be efficient and cost-effective, physicians lose the ability to conduct physical examinations, which are often crucial in order to meet patients’ needs and deliver appropriate preventative care. Furthermore, the patient-physician relationship largely depends on face-to-face visits. However, because telemedicine is even more common at the time of writing this paper compared to when this study was conducted, further surveys are necessary to understand physicians’ concerns and their relative importance.

Indeed, the most common concerns over telemedicine pertained to an inability to provide care on the same level as traditional in-person care. Zhang et al [5] considered this concern when examining the Memorial Sloan Kettering Cancer Center during the COVID-19 pandemic. They found that 92% of the center’s radiation oncology visits were conducted via telemedicine at the peak of the pandemic [5]. Overall, 71% of the providers reported no difference in their ability to treat cancer appropriately, and 55% of the patients reported no difference in their overall visit quality [5].

Although our study did not directly examine patients’ experiences of differences between virtual and in-person consultations regarding lab tests, imaging exams, and prescribed medications, a study on Stanford’s ClickWell Care clinic evaluated practice patterns for both telemedicine and in-person visits. It found no difference in laboratory tests, imaging tests, or prescriptions ordered between virtual and in-person visits for 17 of the most common diagnoses. However, overall, there were more laboratory and imaging tests ordered following in-person visits for all diagnoses; this increase may have affected general medical examinations [27].

Another widely reported concern when using telemedicine was the absence of a physical evaluation, which remains an essential element of follow-up care, mainly when assessing adverse posttherapy events for patients with physical disabilities [28]. To counter this limitation, some physicians are working to develop evaluations that can function via telemedicine, such as a neurosurgical spine examination that can be conducted remotely [29]. Early evidence on the feasibility and comparability of such examinations is promising. In addition, Laskowski et al [28] developed a specific set of guidelines to enhance evaluations of the musculoskeletal system when performing virtual examination.

Physical examinations are also correlated with patient satisfaction, which is critical in telemedicine because cost and time savings are meaningless if patients do not believe that they are receiving high-quality care [21]. Although this study did not directly survey patients, approximately 75% of the physicians felt that their patients were at ease communicating with them via telemedicine, with half agreeing that their patients found the technology easy to use and comparable in quality of care with face-to-face visits. These findings align with those of previous studies. For example, a study by Elawady et al [30] found that 73% of the physician respondents felt that their...
patients understood their medical conditions and the corresponding recommendations given to them over the phone. In addition, physicians were asked whether videoconference consultation would improve patient care over telephone consultation alone, and 70% of the respondents agreed that it would [30]. Moreover, according to a meta-analysis conducted by Chaudhry et al [26], there were no differences in surgeon satisfaction or patient-reported outcome measurements when comparing telemedicine visits with in-person visits [26].

Although patient satisfaction with telemedicine is critical, reduction of burnout among physicians by boosting flexibility in care delivery is one potential benefit of telemedicine. Telemedicine may reduce transportation time, granting physicians more time for sleep, family life, and social activities, all of which are key factors in avoiding burnout [21]. This study found that more than one-third of the surveyed physicians’ burnout symptoms were alleviated or substantially alleviated due to telemedicine. However, it is important to note that these figures may have been influenced by other stress factors related to the COVID-19 pandemic [21]. Further studies may be needed to evaluate whether—and to what degree—burnout can be mitigated through the postpandemic use of telemedicine.

According to Malouff et al [21], looking ahead, telemedicine will be an essential element of post–COVID-19 crises. Virtual reality has been proposed as a means of improving feelings of physical presence during examinations to compensate for the lack of physical presence during virtual visits [21]. In addition, telemedicine may be beneficial for people who are fearful of visiting clinics or hospitals; patients with anxiety or depression may prefer telemedicine to in-person visits. Finally, telemedicine may offer an opportunity for underrepresented populations to participate in clinical trials because follow-ups and toxicity supervision can be conducted virtually [27].

Limitations

Despite this study’s finding that physicians’ perceptions of telemedicine are generally favorable, it comes with certain limitations. For instance, this was a survey-based study, meaning that it is subject to the typical limitations of survey-based evaluations, including incomplete responses and a low response rate. It was unable to precisely determine response rates because the survey link was partially distributed through social media platforms. Another major limitation of this study is that it does not directly survey patients. Furthermore, the results of this study are not generalizable to a wider health care population, given its small sample size and the sample size of the subgroups that were examined when comparing survey responses.

Conclusions and Recommendations

This study shows that physicians in Riyadh, Saudi Arabia, have generally favorable attitudes toward the adoption of telemedicine because they believe that the quality of care delivered using telemedicine is comparable to that delivered using traditional methods. However, further research is necessary to correctly assess how the COVID-19 pandemic influenced physicians’ attitudes toward telemedicine and how telemedicine can be used to advance care delivery and improve patient outcomes in the future.
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Abstract

Background: The COVID-19 pandemic has wreaked havoc on health care systems and governments worldwide. Although eHealth literacy is acknowledged as a critical component of public health, it was overlooked during the pandemic. To assist patients and their families, health professionals should be knowledgeable about online health information resources and capable of evaluating relevant online information. In a resource-constrained situation, the level of eHealth literacy among health professionals is not well documented.

Objective: The aim of this study was to assess the eHealth literacy level and its associated factors among health professionals working in Amhara regional state teaching hospitals, Ethiopia.

Methods: A self-administered questionnaire was used in an institutional-based cross-sectional study design. Descriptive statistics were calculated to describe eHealth literacy statements and key variables using SPSS v.24. Bivariable and multivariable logistic regression models were fit to identify factors related to eHealth literacy. Variables with $P<.05$ were declared to be statistically significant predictors.

Results: A total of 383 participants completed and returned the questionnaire with a response rate of 90.5%. Health professionals demonstrated a moderate level of eHealth literacy (mean 29.21). Most of the professionals were aware of the available health resources located on the internet, and know how to search and locate these resources. However, they lack the ability to distinguish high-quality health resources from low-quality resources. Factors that were significantly associated with eHealth literacy were computer access, computer knowledge, perceived ease of use, and perceived usefulness of eHealth information resources.

Conclusions: It is crucial to provide training and support to health care workers on how to find, interpret, and, most importantly, evaluate the quality of health information found on the internet to improve their eHealth literacy level. Further research is needed to explore the role of eHealth literacy in mitigating pandemics in developing countries.

(JMIR Form Res 2022;6(7):e36206) doi:10.2196/36206
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Introduction

The internet is currently one of the most widely used tools for obtaining information about health care and medical conditions [1], providing health professionals with unprecedented access to a massive volume of relevant and high-quality current health care information [2]. Moreover, the internet has a significant impact on health and health care since it can improve health care delivery and help decision-making for health care workers [3]. For modern health care recipients, the internet provides a useful and accessible source of health-related information [4].

Health literacy is vital for people who interact with the digital world, with its diverse information and sources [5], and plays an important role in evaluating online health information [6], especially during pandemics such as COVID-19, the disease caused by infection with the novel coronavirus SARS-CoV-2, which has posed unprecedented challenges worldwide [7,8]. The COVID-19 pandemic has been accompanied by the rapid spread of disinformation or fake news via social media platforms and other outlets. The dissemination of this misinformation could lead to people acting inappropriately, thereby jeopardizing governments’ and health authorities’ efforts to manage the pandemic [9]. To control this worldwide health catastrophe, eHealth literacy is recommended among the interdisciplinary and multidimensional techniques [9]. Individuals with adequate eHealth literacy are more likely to utilize the internet to obtain health-related information and believe they are capable of applying web-based knowledge to improve their health [10].

eHealth literacy is defined as the ability to seek out, find, interpret, evaluate, and appraise health information from electronic sources, as well as apply that knowledge to address or solve a health problem. This composite skill necessitates the ability to interact with technology, think critically about media and science concerns, and navigate a large assortment of information tools and sources to obtain the information needed to make decisions [5].

The eHealth Literacy Scale (eHEALS) was developed in response to the need to assess eHealth literacy in a variety of populations and settings. The eHEALS is a self-report tool that can be administered by a health professional and is based on a person’s perception of their skills and knowledge in each of the measured domains. The test is intended to offer a broad estimate of consumer eHealth abilities that can be used to guide clinical decision-making and health-promotion planning with individuals or groups. The eHEALS has potential to be used in a clinical setting to identify individuals who may or may not benefit from referrals to an eHealth intervention or resource [1,5].

Controlling pandemics requires strong enabling environments as well as modern and digitized health information systems. Beyond the COVID-19 pandemic, it is critical to promote digital solutions [11]. Countries with health information systems that combine data from the health and long-term care sectors are likely to be better prepared to deal with this challenge [12]. The use of online consultations from hospitals and health care centers has been found to be a safe and effective way to mitigate the pandemic’s negative effects [13].

The outbreak of COVID-19 has made eHealth literacy more vital than ever [9]. However, this has been an underestimated issue during the pandemic [14]. eHealth literacy has a direct effect on health-promoting behaviors by improving health information–seeking behavior, which can ultimately lead to health-promoting behavior and health outcomes [15]. eHealth literacy has the potential to increase adherence to infection prevention and control measures, promote healthy habits, and maintain health care workers’ health. This would help contain the COVID-19 pandemic and further mitigate its impacts [16]. The world learned via COVID-19 that eHealth is not an optional or excessive approach to health care but rather a crucial, safer, and effective means of providing health care to both individuals with underlying problems and others during such periods. Because it is critical to obtain accurate information from reputable sources when self-managing diseases, individuals’ health perceptions and behaviors are negatively influenced by misinformation [17,18].

Aside from having a basic understanding of how to utilize the internet and eHealth literacy, health care practitioners should be knowledgeable on how to evaluate sources of information as reputable sources of information [19]. According to a study conducted at the University of Gondar (UOG) specialized hospital, patients have a poor level of eHealth literacy, implying that there is a need to bridge the skill gap [20]. This study could imply that this is where health care professionals can help patients make health-related decisions, specifically to assist patients and families in getting up-to-date, reliable, and quality health information, and identifying and analyzing suitable web sources for such decisions. However, health care practitioners must be eHealth literate to provide this assistance [21]. The potential predictor variables of this study were identified based on the review of findings from other related literature. Previous studies showed that variables such as age, sex, professional background, work experience, training about information retrieval techniques, computer knowledge, perception toward web resources, and computer accessibility were significantly associated with eHealth literacy [16,22-26].

The expansion of smartphone penetrations, the growing number of internet users, and information needs in developing nations are the most compelling reasons for assessing eHealth literacy and its associated factors among health care professionals to maximize eHealth benefits. However, there is limited information on eHealth literacy among health care workers in Ethiopia. Therefore, the aim of this study was to assess eHealth literacy among health professionals at Amhara regional state teaching hospitals, as well as to identify factors that influence eHealth literacy. We postulated the following three key hypotheses.

Hypothesis 1: computer knowledge positively correlates with eHealth literacy.

Hypothesis 2: there is a significant positive association between eHealth literacy and perception (perceived usefulness and perceived ease of use).

Hypothesis 3: The accessibility of computers is positively linked with eHealth literacy.
Methods

Study Area, Design, and Period

The study was conducted among health professionals working at Amhara regional state teaching hospitals in Ethiopia from February 23 to May 10, 2020, using an institutional-based cross-sectional study design. Ethiopia is divided into nine regions and two city administrations. The Amhara region is the country’s second-largest and most populous among these regions [27]. The Tibebe Ghion specialized teaching hospital in Bahir Dar city and UOG specialized teaching hospital in the town of Gondar are the two specialized teaching hospitals in the region. At the time of the survey, the UOG specialized teaching hospital had 1076 permanent employees, whereas the Tibebe Ghion specialized teaching hospital had 738 permanent employees.

Study Procedure

The study’s sample size was calculated using the following single-population proportion formula by assuming that 50% of health professionals have a high degree of eHealth literacy and a 10% nonresponse rate.

\[ Z^2 = \frac{(1.96)^2 \times 0.5(1-0.5)}{0.05^2} = 384.4 + 38.4 = 423 \]

Where \( Z^2 \) is the Z statistic (value of the standard normal distribution) at 95% confidence, \( d \) is the margin of error at 5%, and \( p \) is the single-population proportion.

Participants of the study were selected from the UOG and Tibebe Ghion specialized teaching hospitals. To guarantee a fair distribution of the entire sample, health care workers from each hospital were stratified based on profession and then study participants were chosen using a simple random sampling technique.

Measures

**eHealth Literacy**

eHealth literacy was measured using the eHEALS, which was introduced by Norman and Skinner [5] to determine consumers’ combined knowledge and perceived skill in finding, evaluating, and applying eHealth information to health problems. The eHEALS has eight items that are scored on a 5-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree), and the total score ranges between 5 and 40. This scale was reported as a reliable tool with a Cronbach \( \alpha \) coefficient of .88 in the original study [5] and had a Cronbach \( \alpha \) of .847 in this study. A high eHEALS score indicates a high eHealth literacy level, whereas a low eHEALS score indicates low eHealth literacy.

**Computer Access**

Computer access was measured by a yes-or-no question: health professionals were asked whether they can access computers in their working area/hospital or not.

**Perceived Usefulness**

Perceived usefulness was measured using five closed questions, and study participants who scored the mean and above on the 5-point Likert scale questions were categorized according to whether they considered that using eHealth information resources to be useful or not useful.

**Perceived Ease of Use**

Perceived ease of use refers to the degree to which a person believes that using eHealth information resources is free of effort, which was measured using four closed questions. Study participants who scored the mean and above on the 5-point Likert scale questions were categorized as to whether or not they considered that using eHealth information resources is easy.

**Computer Knowledge**

Computer knowledge was assessed based on participants’ self-perceived reports; respondents were asked to rate their level of computer knowledge according to five categories (none, beginner, below average, average, above average) with respect to basic computer skills and internet navigation. According to these responses, the participants were dichotomized as having poor or good computer knowledge for further analysis.

**Data Collection**

Self-administered questionnaires were used to collect the data. The questionnaire included 29 questions divided into four sections: sociodemographic characteristics (six items), the eHEALS (eight items), perceived usefulness of eHealth information resources (five items), and perceived ease of use (four items).

Data collectors received training on data collection techniques, maintaining the confidentiality of health professionals’ information, obtaining informed consent, study participants’ rights, and all study protocols. Before the actual data collection, a pretest was performed among 5% of the entire sample population outside the study area, and any required corrections and revisions to the questionnaire were implemented. The completeness of the questionnaire was checked daily.

**Data Processing and Analysis**

Epi-info version 7 was used for data entry. Data cleaning and coding were performed before any statistical analysis. Data analysis was performed with SPSS version 20 software. To describe the participant characteristics and study objectives, key variables are summarized in terms of descriptive frequencies and mean (SD).

Model fit was checked using the Hosmer and Lemeshow goodness-of-fit test. Bivariate analysis was then used to examine the relationship between individual independent variables and the dependent variable. Variables with \( P \leq .20 \) in the bivariate analysis were then entered into a multivariable logistic regression model to examine the relationship between selected independent variables and the outcome variable. In the multivariate analysis, variables with \( P < .05 \) according to the odds ratio were determined to be statistically significant independent predictors.

Ethical Statement

On behalf of the UOG College of Medicine and Health Sciences, ethical approval was secured from the Institute of Public Health (number IPH/840/02/2020). Written consent was obtained from...
each study participant. The data were collected anonymously and participants’ privacy was respected. Privacy of all of the information gathered was maintained and the data were solely utilized for research purposes.

Results

Characteristics of the Study Participants

With a response rate of 90.5%, 383 of the total disseminated questionnaires were returned. The majority of the 383 study participants were male (Table 1). The mean age of the participants was 28.3 (SD 3.37) years. Nurses accounted for the highest proportion of professionals, followed by medical doctors and midwives. Less than 30% of the participants had received information-retrieval training on eHealth information sources (Table 1).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>239 (62.4)</td>
</tr>
<tr>
<td>Female</td>
<td>144 (37.6)</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
</tr>
<tr>
<td>20-24</td>
<td>18 (4.7)</td>
</tr>
<tr>
<td>25-29</td>
<td>254 (66.3)</td>
</tr>
<tr>
<td>≥30</td>
<td>111 (29.0)</td>
</tr>
<tr>
<td><strong>Professional background</strong></td>
<td></td>
</tr>
<tr>
<td>Nurse</td>
<td>158 (41.3)</td>
</tr>
<tr>
<td>Medical doctor</td>
<td>94 (24.5)</td>
</tr>
<tr>
<td>Pharmacist</td>
<td>30 (7.8)</td>
</tr>
<tr>
<td>Midwife</td>
<td>54 (14.1)</td>
</tr>
<tr>
<td>Laboratory</td>
<td>24 (6.3)</td>
</tr>
<tr>
<td>Other</td>
<td>23 (6.0)</td>
</tr>
<tr>
<td><strong>Work experience (years)</strong></td>
<td></td>
</tr>
<tr>
<td>1-3</td>
<td>226 (59.0)</td>
</tr>
<tr>
<td>4-6</td>
<td>119 (31.1)</td>
</tr>
<tr>
<td>≥7</td>
<td>38 (9.9)</td>
</tr>
<tr>
<td><strong>Computer access</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>166 (43.3)</td>
</tr>
<tr>
<td>Yes</td>
<td>217 (56.7)</td>
</tr>
<tr>
<td><strong>Received training on information retrieval</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>269 (70.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>114 (29.8)</td>
</tr>
</tbody>
</table>

**Table 1.** Sociodemographic characteristics of the study participants (N=383).

**eHealth Literacy**

The overall mean score for eHealth literacy was 29.21 (SD 7.08), which is considered to be moderate; among the 383 health professionals surveyed, 225 (58.7%) had high eHealth literacy and the other 41.3% (n=158) had low eHealth literacy, defined as those scoring above and below the mean on the eHEALS, respectively. As shown in Table 2, 240 (62.7%) of the total survey participants reported knowing what health resources are available on the internet and 225 (61.3%) of the 383 participants agreed with the statement “I know where to find helpful health resources on the internet.”

Only 221 (57.7%) of the 383 participants claimed that they could identify high-quality health resources from low-quality resources, indicating that almost half of the health professionals have trouble distinguishing quality health resources on the internet; 231 (60.3%) of the participants reported that they have the skills to evaluate health resources they found on the internet (Table 2).

Based on the participants’ background characteristics, the majority of both the male and female participants had a high level of eHealth literacy. By contrast, nearly half of the nurses and one-third of medical doctors had a lower level of eHealth literacy (Table 3).
Table 2. Distribution of eHealth Literacy Scale (eHEALS) responses (N=383).

<table>
<thead>
<tr>
<th>eHEALS statements</th>
<th>Rating scale, n (%)</th>
<th>Mean score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Strongly disagree</td>
<td>Disagree</td>
</tr>
<tr>
<td>I know what health resources are available on the internet</td>
<td>7 (1.8)</td>
<td>47 (12.3)</td>
</tr>
<tr>
<td>I know where to find helpful health resources on the internet</td>
<td>11 (2.9)</td>
<td>50 (13.1)</td>
</tr>
<tr>
<td>I know how to find helpful health resources on the internet</td>
<td>8 (2.1)</td>
<td>30 (7.8)</td>
</tr>
<tr>
<td>I know how to use the health information I find on the internet to help me</td>
<td>13 (3.4)</td>
<td>31 (8.1)</td>
</tr>
<tr>
<td>I know how to use the internet to answer my questions about health</td>
<td>14 (3.7)</td>
<td>30 (7.8)</td>
</tr>
<tr>
<td>I have the skills I need to evaluate the health resources I find on the internet</td>
<td>12 (3.1)</td>
<td>49 (12.8)</td>
</tr>
<tr>
<td>I can tell high-quality health resources from low-quality resources</td>
<td>17 (4.4)</td>
<td>36 (9.4)</td>
</tr>
<tr>
<td>I feel confident in using information from the internet to make health decisions</td>
<td>7 (1.8)</td>
<td>34 (8.9)</td>
</tr>
</tbody>
</table>

Table 3. eHealth literacy level by background characteristics.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Low eHealth literacy, n (%)</th>
<th>High eHealth literacy, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male (n=239)</td>
<td>99 (41.4)</td>
<td>140 (58.6)</td>
</tr>
<tr>
<td>Female (n=144)</td>
<td>59 (41.0)</td>
<td>85 (59.0)</td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-24 (n=18)</td>
<td>8 (44.4)</td>
<td>10 (55.6)</td>
</tr>
<tr>
<td>25-29 (n=254)</td>
<td>106 (41.7)</td>
<td>148 (58.3)</td>
</tr>
<tr>
<td>≥30 (n=111)</td>
<td>44 (39.6)</td>
<td>67 (60.4)</td>
</tr>
<tr>
<td>Professional background</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse (n=158)</td>
<td>75 (47.5)</td>
<td>83 (52.5)</td>
</tr>
<tr>
<td>Medical doctor (n=94)</td>
<td>31 (33.0)</td>
<td>63 (67.0)</td>
</tr>
<tr>
<td>Pharmacist (n=30)</td>
<td>11 (36.7)</td>
<td>19 (63.3)</td>
</tr>
<tr>
<td>Midwife (n=54)</td>
<td>23 (41.8)</td>
<td>32 (58.2)</td>
</tr>
<tr>
<td>Laboratory (n=24)</td>
<td>11 (45.8)</td>
<td>13 (54.2)</td>
</tr>
<tr>
<td>Other (n=23)</td>
<td>7 (31.8)</td>
<td>15 (68.2)</td>
</tr>
<tr>
<td>Work experience (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-3 (n=226)</td>
<td>94 (41.6)</td>
<td>132 (58.4)</td>
</tr>
<tr>
<td>4-6 (n=119)</td>
<td>48 (40.3)</td>
<td>71 (59.7)</td>
</tr>
<tr>
<td>≥7 (n=38)</td>
<td>16 (42.1)</td>
<td>22 (57.9)</td>
</tr>
</tbody>
</table>

Computer Knowledge, Information Retrieval Training Need, and Perception Toward eHealth Information Resources

The majority of the study participants (314/383, 82.0%) stated that they require training in retrieving information from eHealth information sources. Approximately one-third of the participants (131/383, 34.2%) had poor computer knowledge. The majority of the participants (268/383, 70.0%) agreed that eHealth information resources are a useful tool in supporting them in making health-related decisions, and 57.7% (221/383) of the participants also perceived that retrieving information from these sources is easy.

Factors Associated With eHealth Literacy

Bivariable and multivariable logistic regression analyses were used to discover potential predictor variables linked with eHealth literacy. Variables with *P*<.20 in the bivariable analysis were further considered in the multivariable logistic regression analysis. Finally, the multivariable logistic regression analysis revealed that the variables perceived usefulness, computer access, perceived ease of use of eHealth information resources,
and computer knowledge were significantly associated with health professionals’ eHealth literacy; thus, all three hypotheses were supported.

Perceived usefulness was significantly associated with eHealth literacy. Health professionals who perceived using health information resources located on the internet as useful were approximately 2-times more eHealth literate than their counterparts who perceived using eHealth information resources as not useful. Respondents who had computer access were also more than 2-times more likely to be eHealth literate than those who did not have computer access (Table 4).

The computer knowledge of health professionals was also significantly associated with eHealth literacy. Study participants who had good computer knowledge were 2.3-times more eHealth literate than those who had poor computer knowledge (Table 4).

### Table 4. Multivariable logistic regression analysis of factors associated with eHealth literacy.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Adjusted odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male (reference)</td>
<td>1 (1-1)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.17 (0.718-2.479)</td>
<td>.52</td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-24 (reference)</td>
<td>1 (1-1)</td>
<td></td>
</tr>
<tr>
<td>25-29</td>
<td>0.774 (0.242-2.479)</td>
<td>.68</td>
</tr>
<tr>
<td>≥30</td>
<td>0.63 (0.162-2.467)</td>
<td>.51</td>
</tr>
<tr>
<td>Computer access</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (reference)</td>
<td>1 (1-1)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2.32 (1.389-3.861)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Work experience (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-3 (reference)</td>
<td>1 (1-1)</td>
<td></td>
</tr>
<tr>
<td>4-6</td>
<td>0.99 (0.529-1.85)</td>
<td>.97</td>
</tr>
<tr>
<td>≥7</td>
<td>0.97 (0.336-2.79)</td>
<td>.95</td>
</tr>
<tr>
<td>Computer knowledge</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor (reference)</td>
<td>1 (1-1)</td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>2.34 (1.442-3.787)</td>
<td>.001</td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not useful (reference)</td>
<td>1 (1-1)</td>
<td></td>
</tr>
<tr>
<td>Useful</td>
<td>1.82 (1.075-3.091)</td>
<td>.03</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not easy (reference)</td>
<td>1 (1-1)</td>
<td></td>
</tr>
<tr>
<td>Easy</td>
<td>4.53 (2.768-7.401)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*Not applicable.*

### Discussion

#### Principal Findings

Higher levels of eHealth literacy may help people make better health-related decisions, resulting in better health outcomes [28]. This study found that the higher the eHealth literacy, the more it will promote social media use for health information, health information–seeking behaviors, and self-care agency. This will lead to better health-promoting behavior by raising the motivation and intention for health promotion [29]. The main purpose of this study was to estimate the level of eHealth literacy and identify its potential predictors among health care providers working in Amhara regional state teaching hospitals in Ethiopia during the COVID-19 pandemic. Our results showed that health professionals in Amhara regional state teaching hospitals have a moderate level of eHealth literacy (mean 29.21). The findings also revealed that computer access, perceived usefulness of eHealth information resources, perceived ease of use of eHealth information resources, and computer knowledge were significantly associated with health professionals’ eHealth literacy level.

#### Comparison With Prior Work

In a study on Iranian medical and health science university students, the mean eHEALS score was 28.21 [30]. However, health professionals in Germany have higher eHealth literacy levels [31]. The possible reason for this discrepancy might be
due to the variation of internet penetration between these countries, which is 19% in Ethiopia [32] and 93% in Germany [33]. Additionally, due to the limited availability of health-related information in languages other than English, geographical location, cultural, and language barriers may have an impact on eHEALS scores [34,35].

The majority of participants agreed that the internet assisted them in making health-related decisions, and while they believe they know where to find helpful health resources on the internet and how to use them, nearly two-fifth of participants were not confident in their ability to evaluate the information they have retrieved. In particular, the participants’ inability to distinguish between high- and low-quality health resources on the internet suggests a potential weakness in their ability to recognize crucial characteristics that would aid in determining which website may be reliable. Despite the increasing availability of eHealth information and increased acceptance of this mode of communication, all populations, including health professionals, may lack the skills to keep up with this dynamic and changing medium [36].

In terms of professional background, we found that nurses and medical doctors had greater eHealth literacy levels than midwives, pharmacists, and other health professionals. This finding is consistent with a previous study conducted among health care workers in Vietnam [16]. This might be due to the fact that doctors have more professional training than other health professionals, and they have been identified as the group with the greatest capacity for finding, analyzing, justifying, and using health care–related information [37]. Furthermore, because nurses and doctors are the primary caregivers responsible for educating and directing patients, health literacy has been identified as a strategic approach for improving patient–health care worker communication [38].

This study also investigated the factors that can influence eHealth literacy. Computer access, perceived usefulness of eHealth information resources, perceived ease of use, and computer knowledge were identified as significant predictors. Participants who had computer access in their working area were more likely to be eHealth literate than those who did not. Low access to technologies could be the main reason behind the low access to eHealth services [39].

The participants’ eHealth literacy score was associated with their computer knowledge. This finding is consistent with studies that showed a positive association between technology literacy and eHealth literacy [26,40]. A Bangladeshi study also revealed a significant association between eHealth literacy and computer knowledge among university students [25]. Participants who had computer expertise had higher eHealth literacy levels than those who had poor computer knowledge. Because of Ethiopia’s status as a developing country, computer access is limited, literacy skills are insufficient, and health professionals consequently do not have equal access to eHealth resources.

In contrast to other studies [16], demographic variables such as the participants’ sex and age were not found to be significantly associated with eHealth literacy in this study. In a study conducted in Jordan, a nonsignificant association was found between sex, age, and eHealth literacy [22]. Similarly, no significant association was found between gender and eHealth literacy in an Italian study, whereas there was a significant association between age and eHealth literacy [23]. Further studies are needed to investigate the associations between gender, age, and eHealth literacy.

eHealth literacy was also significantly associated with the perceived usefulness of eHealth information sources. Participants who perceived eHealth information resources to be useful for making decisions were more eHealth literate than those who perceived these resources as not being as useful. These findings are supported by studies conducted among nursing students in Jordan [22] and Nepal [24].

It has been suggested that eHealth should be integrated into the health care system, as it can provide certain benefits for improving the quality of health care received [41]. Health professionals should be informed on the latest information and skills to acquire competency in using eHealth resources for patient care and clinical decision-making. According to a preliminary situation assessment, eHealth initiatives in Ethiopia are characterized as being of small scale and unable to effectively communicate with each other (ie, low interoperability). Accordingly, the Ethiopian government developed and formulated a national eHealth strategy for coordinating and streamlining the eHealth initiatives underway in the country as well as for establishing a foundation for sustainable eHealth implementation [42]. When promoting eHealth literacy among health professionals, perceived usefulness and ease of use of eHealth information sources, along with training on information retrieval, computer knowledge, and access should be considered.

Conclusions

This study provides an overview of health professionals’ eHealth literacy levels in the Amhara regional state, Ethiopia, revealing that more than half of these professionals have a high degree of eHealth literacy. Additionally, the factors associated with eHealth literacy were explored, with the results suggesting significant associations of perceived usefulness, perceived ease of use, computer access, and computer knowledge. To improve health professionals’ eHealth literacy, which could help them assist in decision-making, multidisciplinary approaches are needed. This would help to minimize the risk of infectious diseases such as COVID-19 and further mitigate its impacts. Health professionals also require eHealth literacy to assist their patients in obtaining more up-to-date, reliable, and high-quality information. It is crucial to provide training and support to health care workers on how to find, interpret, and, most importantly, evaluate the quality of health information found on the internet to improve their eHealth literacy level. Further research is needed to explore the role of eHealth literacy for mitigating pandemics in developing countries.
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Abstract

Background: The COVID-19 pandemic has required restrictive measures to mitigate transmission of the virus. Evidence has demonstrated increased generalized anxiety and depression among young adults due to the COVID-19 pandemic. However, minimal research has examined the longitudinal effect of COVID-19 over the course of time and its impact on anxiety and depression. Additionally, age and gender have been found to play a significant role on individuals’ mental health, with young adults and women particularly at risk.

Objective: The aim of this study was to examine the impact of the COVID-19 pandemic on anxiety and depression upon admissions to treatment.

Methods: This was an observational study that was completed longitudinally in which the grouping variable split the time interval into five equal groups for assessments over each period of time. A total of 112 young adults (aged 18-25 years) were recruited for the study. Participants completed assessments online through a Qualtrics link.

Results: Psychometric properties of the admission assessments were uniformly highly statistically significant. There was a significant difference in generalized anxiety between the group-1 and group-3 time intervals. No significant difference was found across the time intervals for depression. Differences in predicting the impact of the psychometrics scores were found with respect to gender. Only the ability to participate and the quality-of-life subfactor of the Functional Assessment of Chronic Illness Therapy (FACIT) assessment were significant.

Conclusions: This study sought to understand the impact that COVID-19 has had on young adults seeking mental health services during the pandemic. Gender emerged as a clear significant factor contributing to increased anxiety in young adults seeking mental health services during the pandemic. These findings have critical importance to ensuring the potential treatment success rate of clients, while providing an overarching understanding of the impact of the pandemic and establishing clinical recommendations for the treatment of individuals who are seeking out treatment.

(JMIR Form Res 2022;6(7):e39217) doi:10.2196/39217
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**Introduction**

On March 11, 2020, the World Health Organization declared the coronavirus SARS-CoV-2 (COVID-19) outbreak as a pandemic. To mitigate transmission, restrictive measures were imposed across the United States, including the closure and modification of businesses and mandates for the use of face masks and vaccinations, which have had an immediate and unprecedented impact on psychological health [1-9]. Incidences of depression and anxiety, among other struggles such as substance use, posttraumatic stress disorder (PTSD), eating disorders, and suicidality, have increased as a result of pandemic-related stressors such as lockdowns, exposure to infected people, loss of loved ones, and economic hardship [10,11]. Age and gender have been found to play significant predictive roles on the impact that COVID-19 stressors have had on individuals’ mental health, with young adults and women identified to be particularly at risk [5,6].

Several studies have demonstrated an increased incidence of depression and anxiety during the COVID-19 pandemic among adults [6,12-17]. One US study found that in states that had more than 50 COVID-19 cases since March 10, 2020, each additional day resulted in an 11% increase in the probability of ascending into a higher incidence of mental health crises [18]. Quantitative studies conducted in other countries echo these findings. Ammerman et al [19] investigated the association between COVID-19 and the prevalence of suicidal thoughts and behaviors, showing that 45% of those who endorsed past-month suicidal ideation reported that their thoughts were directly related to COVID-19. Moreover, 9% of the sample reported intentionally exposing themselves to COVID-19, with 50% of these individuals intending to kill themselves through willfully contracting the COVID-19 virus [19]. Taken together, these findings suggest a significant predictive relationship between COVID-19 stressors and the prevalence and severity of individuals’ mental health, including anxiety and depression. However, there is a lack of research examining the impact of COVID-19 over the prolonged course of the pandemic.

Predictive factors related to the impact of COVID-19 stressors have also begun to emerge in the current literature. Age has been found to play a significant predictive role in the impact of COVID-19 on mental health. Evidence from several recent studies suggests that young adults are particularly at risk for experiencing mental health problems during the pandemic [12,14,20-24]. Studies have reported high levels of depression and anxiety symptoms in college students and young adults as a result of COVID-19 pandemic–related stressors [3,5,6,14,16,23,25]. More specifically, researchers evaluating the impacts of the COVID-19 quarantine in France among 69,054 university students found a high prevalence of suicidal ideation (11.4%), severe distress (22.4%), heightened perceived stress (24.7%), severe depression (16.1%), and high levels of anxiety (27.5%) [23]. Researchers also examined the prevalence of PTSD, depression, and psychological risk factors in 2485 home-quarantined college students, finding that PTSD had a prevalence of 2.7% and depression had a prevalence of 9.0% [25]. García-Portilla et al [26] examined the psychological effects of the pandemic across age groups and found that those under 60 years old were at greatest risk. One potential related factor contributing to this finding is lack of resilience, as younger individuals have less years of experience in coping with hardship, which is a developmentally acquired skill [26,27]. These findings suggest that age has the potential to be a strong predictive factor of interest in the relative impact of COVID-19 stressors on key facets of mental health.

Gender has also been found to play a significant predictive role in the relative impact of COVID-19 on mental health. Turna et al [28] examined the effects of the COVID-19 pandemic on multiple facets of mental well-being. Anxiety and depression were assessed using the General Anxiety Disorder (GAD-7), Patient Health Questionnaire (PHQ-9), and Perceived Stress Scale among 632 participants, 82% of whom identified as female. The results showed that nearly one-third (31%) of participants met the criteria for generalized anxiety disorder and 29% met the criteria for major depressive disorder. Female gender was significantly predictive of psychiatric symptoms at a 99% CI. These findings are also supported by evidence found in a study by Emery et al [29] that looked at how COVID-19 impacted the mental health and behaviors of young adults in the United States: female gender, prepandemic mental illness symptoms, and self-reported stress were found to be emergent risk factors for mental illness. Kecojevic et al [30] obtained similar findings when examining the impact of COVID-19 on the mental health of college students, in which female students reported higher anxiety than male students. Collectively, these results suggest that female gender is a risk factor for COVID-19–related anxiety [28-30].

Emerging adulthood is a time of uncertainty and exploration, and the COVID-19 pandemic has had a compounding effect on this process, resulting in a significant decline in life satisfaction and a significant increase in mental health problems [31]. The aim of this study was therefore to examine the longitudinal impact of the COVID-19 pandemic on anxiety and depression upon admissions to treatment at a long-term and intensive outpatient mental health program for young adults (The Dorm). Specifically, this study examined the prevalence and acuity levels of generalized anxiety and depression diagnoses upon admissions in the first 15 months of the COVID-19 epidemic. Particular attention was paid to how gender identity was associated with acuity levels of anxiety and/or depression. We anticipated that as the pandemic continued over time, so would depression and generalized anxiety among young adults.

**Methods**

**Participants**

We attempted to recruit 133 individuals for this study, 112 of whom ultimately volunteered. The 21 individuals who did not complete the study cited lack of interest for not participating. Among the 112 young adults that agreed to participate (mean age 22.3, SD 3.2 years), 53 (47.3%) self-identified as female. Inclusion criteria were: (1) admitted to The Dorm, (2) provided informed consent, and (3) at least 18 years of age. Exclusion criteria were: (1) unfit for medical...
or psychological constraint and (2) not fluent in the English language.

Setting
The Dorm is an intensive outpatient program for young adults aged 18-35 years operating in New York City and Washington, DC. Empirically supported behavioral psychosocial methodologies are implemented to serve a variety of mental health illnesses and co-occurring disorders over the course of a phased treatment, which is typically a 1-year admittance (on average). In addition, holistic approaches such as exercise, yoga, Reiki, horticulture, community service, meditation, and mindfulness are an integral part of the treatment model. All clients participate in family programming, including weekly parent coaching, parent groups, and family groups. Clients work with both a therapist and a clinical coach, and participate in 3-30 hours a week of group therapy depending on the treatment phase.

Assessments

Generalized Anxiety Disorder
The GAD-7 is a 7-item, self-rated scale developed in correspondence with the Diagnostic and Statistical Manual and updated for the 5th Edition, which is used as a screening tool and severity indicator for generalized anxiety disorder. Reliability of this assessment demonstrated a Cronbach α of .92 [32].

Patient Health Questionnaire
The PHQ-9 is a 9-item self-report scale that is used for screening, diagnosing, monitoring, and measuring the severity of depression (mild, scores of 5-9; moderate, scores of 10-14; moderately severe, scores of 15-19; severe, scores of 20-21) [33]. Reliability of this assessment demonstrated a Cronbach α of .89.

Barratt Impulsivity Scale
The Barratt Impulsivity Scale (BIS-11) is a 4-point Likert scale from “rarely/never” (score=1) to “almost always/always” (score=4), where 4 indicates the most impulsive response [34,35]. However, there is no standard BIS-11 score that is consistently used to designate an individual as “highly impulsive.”

Functional Assessment of Chronic Illness Therapy Measurement System
The Functional Assessment of Chronic Illness Therapy (FACT) Measurement System is a 27-item questionnaire that focuses on the domains of physical well-being, social/family well-being, emotional well-being, and functional well-being. Items are scored on a 5-point Likert scale, where participants endorse “not at all” to “very much” as the statement applies over the past 7 days [36].

Patient-Reported Outcomes Measurement Information System Scales

Ability to Participate in Social Roles and Activities
The Patient-Reported Outcomes Measurement Information System (PROMIS) Ability to Participate in Social Roles and Activities is an 8-item self-report questionnaire that assesses the perceived ability to perform one’s usual social roles and activities. Items are worded negatively in terms of perceived limitations and responses are reverse-coded, where 5 indicates “never” and 1 indicates “always”; thus, higher scores represent fewer limitations (better abilities). The item bank does not use a time frame (eg, over the past 7 days) when assessing the ability to participate in social roles and activities.

General Self-Efficacy
PROMIS General Self-Efficacy is a 10-item measure used to assess a person’s belief in their capacity to manage daily stressors and have control over meaningful events [33]. This measure was derived from the National Institutes of Health Toolbox Self-Efficacy Item Bank by creating new “confidence” response options that mirrored the same response options as in the PROMIS measures of the Self-Efficacy for Managing Chronic Conditions scale: “I am not at all confident,” “I am a little confident,” “I am somewhat confident,” “I am quite confident,” “I am very confident” [37].

Friendship (Ages 18+) Fixed Form
PROMIS Friendship (Ages 18+) Fixed Form is an 8-item scale evaluating the perceptions of the respondent on their availability of friends or companions with whom to interact or affiliate with in the past month on a 5-point Likert scale (1=never, 5=always).

Perceived Rejection (Ages 18+)
PROMIS Perceived Rejection (Ages 18+) is an 8-item scale evaluating how often people perceive others to be arguing/yelling at them and the perceived insensitivity over the past month on a 5-point Likert scale (1=never, 5=always).

Sleep-Related Impairment Questionnaire
The PROMIS Sleep-Related Impairment Questionnaire is an 8-item questionnaire that measures self-reported alertness, sleepiness, tiredness, and functional impairments associated with sleep problems during waking hours within the past 7 days [38]. This measure uses a 5-point Likert scale (1=not at all, 5=very much).

Procedure
All potential participants were consented either through a private meeting using Zoom virtual conference software or in person under standardized COVID-19 protocols. Consent forms were read orally, and any questions were answered by the investigator or research assistant before asking the participant to electronically sign their name on the tablet. By electronically signing their name, the participant was assigned a random 6-digit number generated by Qualtrics survey management tools. All consented individuals were tracked and followed through a password-protected Microsoft Access file. Each participant was asked to complete the assessments online through the Qualtrics link. The research assistant stayed with the participants and provided assistance as needed until the completion of the survey. The total length of time required to complete the survey did not exceed 40 minutes.
Ethical Considerations

The study was approved by Yale School of Medicine’s institutional review board prior to participant recruitment (IRES number 2000026514). This research was performed in alignment with the World Medical Association Declaration of Helsinki (2018).

Data Analysis

Data were analyzed using SPSS for Windows, version 26.0. The grouping variable split the time interval into five equal phases (1=March 2020 through May 2020; 2=June 2020 through August 2020; 3=September 2020 through November 2020; 4=December 2020 through February 2021; 5=March 2021 through May 2021).

Mean group and overall differences were analyzed using one-way analysis of variance, whereas dichotomous variables (eg, age, gender, location) were analyzed using Fisher-exact or \( \chi^2 \) tests. Strengths of association between variables were examined by the Pearson correlation coefficient and by linear regression analyses with generation of odds ratios and accompanying 95% CIs. All statistical tests were two-tailed with an \( \alpha \) level of .05. Additionally, linear regression was used with gender (male, female, transgender, and other) as the dependent variable to evaluate its impact on psychometric assessments.

Results

The demographic characteristics of the participants are summarized in Table 1. Over 98% of participants were single at admission and the majority either had some college or a high school/equivalent education when combined. The majority of participants were white, with equal representation of self-identified males and females at admission, along with individuals identifying as transgender and other represented. The highest percentage of admissions were unemployed 45%, and nearly 60% of those admitted had experienced at least a singular traumatic event in their lifetime.

Table 2 presents a correlation matrix of the psychometric properties of the admission assessments, which were uniformly highly statistically significant. Figure 1 presents the participants’ average acuity of primary diagnosis of generalized anxiety and/or depression across the time intervals, along with the range of scores within each grouping. There was a significant difference in generalized anxiety levels between the group-1 and group-3 time intervals. No significant difference was noted across the time intervals for the depression assessment.

Additionally, the findings from the linear regression demonstrated differences across gender and the admission psychometrics. Significant findings were noted (\( F_{101}=2.025, P=.04 \)) to predict the impact of the psychometrics scores on gender. However, as noted in the coefficients subtable, only ability to participate (\( P=.002 \)) and the quality-of-life subfactor of the FACIT (\( P=.02 \)) assessments were significant with other values being not significant. In contrast to initial indications, depression and anxiety were not significant factors across gender at admission to this program.
Table 1. Demographics of admission intakes (N=112).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>22.2 (3.2)</td>
<td>N/A b</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td>.44</td>
</tr>
<tr>
<td>Male</td>
<td>53 (47.3)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>53 (47.3)</td>
<td></td>
</tr>
<tr>
<td>Transgender</td>
<td>1 (0.8)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>5 (4.5)</td>
<td></td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td>.11</td>
</tr>
<tr>
<td>White</td>
<td>84 (75.0)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>9 (8.0)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>5 (4.5)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>14 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>Single</td>
<td>110 (98.2)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>2 (1.8)</td>
<td></td>
</tr>
<tr>
<td>Highest education, n (%)</td>
<td></td>
<td>.74</td>
</tr>
<tr>
<td>Some high school</td>
<td>4 (3.6)</td>
<td></td>
</tr>
<tr>
<td>High school graduation/GED b</td>
<td>44 (39.3)</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>46 (41.1)</td>
<td></td>
</tr>
<tr>
<td>Associates degree</td>
<td>2 (1.8)</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>18 (16.1)</td>
<td></td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
<td>.47</td>
</tr>
<tr>
<td>Full time work</td>
<td>14 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>47 (42.0)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>51 (45.5)</td>
<td></td>
</tr>
<tr>
<td>Experienced trauma in life, n (%)</td>
<td></td>
<td>.46</td>
</tr>
<tr>
<td>Yes</td>
<td>67</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>45</td>
<td></td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bGED: General Educational Development.
Table 2. Correlational table of psychometric measures at admission.

<table>
<thead>
<tr>
<th>Variable</th>
<th>GAD-7 total</th>
<th>PHQ-9</th>
<th>FACIT physical</th>
<th>FACIT well-being</th>
<th>Ability to participate</th>
<th>Impulsivity</th>
<th>Friendship</th>
<th>Rejection</th>
<th>Self-efficacy</th>
<th>Sleep</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GAD-7 total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>1</td>
<td>0.740</td>
<td>0.643</td>
<td>–0.421</td>
<td>–0.594</td>
<td>0.077</td>
<td>–0.131</td>
<td>0.381</td>
<td>–0.306</td>
<td>–0.110</td>
</tr>
<tr>
<td>( P ) value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.42</td>
<td>.17</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.25</td>
</tr>
<tr>
<td><strong>PHQ-9</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>0.740</td>
<td>1</td>
<td>0.749</td>
<td>–0.579</td>
<td>0.650</td>
<td>0.036</td>
<td>–0.290</td>
<td>0.395</td>
<td>–0.395</td>
<td>–0.080</td>
</tr>
<tr>
<td>( P ) value</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.71</td>
<td>.002</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.40</td>
</tr>
<tr>
<td><strong>FACIT physical</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>0.643</td>
<td>0.749</td>
<td>1</td>
<td>–0.398</td>
<td>0.575</td>
<td>0.129</td>
<td>–0.084</td>
<td>0.356</td>
<td>–0.251</td>
<td>–0.080</td>
</tr>
<tr>
<td>( P ) value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>.17</td>
<td>.38</td>
<td>&lt;.001</td>
<td>.007</td>
<td>.007</td>
<td>.40</td>
</tr>
<tr>
<td><strong>FACIT well-being</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>–0.421</td>
<td>–0.579</td>
<td>–0.398</td>
<td>1</td>
<td>–0.523</td>
<td>0.525</td>
<td>0.551</td>
<td>–0.196</td>
<td>0.618</td>
<td>0.237</td>
</tr>
<tr>
<td>( P ) value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.04</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Ability to participate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>0.594</td>
<td>0.650</td>
<td>0.575</td>
<td>–0.523</td>
<td>1</td>
<td>–0.029</td>
<td>–0.320</td>
<td>0.417</td>
<td>–0.356</td>
<td>–0.109</td>
</tr>
<tr>
<td>( P ) value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>.04</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.25</td>
</tr>
<tr>
<td><strong>Impulsivity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>0.077</td>
<td>0.036</td>
<td>0.129</td>
<td>0.525</td>
<td>–0.029</td>
<td>1</td>
<td>0.345</td>
<td>0.189</td>
<td>0.454</td>
<td>0.149</td>
</tr>
<tr>
<td>( P ) value</td>
<td>.42</td>
<td>.71</td>
<td>.17</td>
<td>&lt;.001</td>
<td>.76</td>
<td>—</td>
<td>&lt;.001</td>
<td>.04</td>
<td>&lt;.001</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Friendship</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>–0.131</td>
<td>–0.290</td>
<td>–0.084</td>
<td>0.551</td>
<td>–0.320</td>
<td>0.345</td>
<td>1</td>
<td>–0.228</td>
<td>0.544</td>
<td>0.193</td>
</tr>
<tr>
<td>( P ) value</td>
<td>.165</td>
<td>.002</td>
<td>.38</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>.02</td>
<td>&lt;.001</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Rejection</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>0.381</td>
<td>0.395</td>
<td>0.356</td>
<td>–0.196</td>
<td>0.417</td>
<td>0.189</td>
<td>–0.228</td>
<td>1</td>
<td>–0.121</td>
<td>0.000</td>
</tr>
<tr>
<td>( P ) value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>.20</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td><strong>Self-efficacy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>–0.306</td>
<td>–0.395</td>
<td>–0.251</td>
<td>0.618</td>
<td>–0.356</td>
<td>0.454</td>
<td>0.544</td>
<td>–0.121</td>
<td>1</td>
<td>0.316</td>
</tr>
<tr>
<td>( P ) value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.20</td>
<td>—</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td><strong>Sleep</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>–0.110</td>
<td>–0.080</td>
<td>–0.080</td>
<td>0.237</td>
<td>–0.109</td>
<td>0.149</td>
<td>0.193</td>
<td>0.000</td>
<td>0.316</td>
<td>1</td>
</tr>
<tr>
<td>( P ) value</td>
<td>.25</td>
<td>.40</td>
<td>.40</td>
<td>.01</td>
<td>.25</td>
<td>.11</td>
<td>.04</td>
<td>&gt;.99</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

\( ^a \)GAD-7: 7-item General Anxiety Disorder scale.
\( ^b \)PHQ-9: 9-item Patient Health Questionnaire.
\( ^c \)FACIT: Functional Assessment of Chronic Illness Therapy.
\( ^d \)Not applicable.
Discussion

Principal Findings

Restrictive measures put in place to mitigate transmission of the coronavirus SARS-CoV-2 (COVID-19) have had an immediate and unprecedented impact on people’s psychological health and well-being, especially as they relate to the incidences and severity of depression and anxiety. This study sought to understand the impact that COVID-19 has had on young adults seeking mental health services at an outpatient program during the pandemic. The results indicated a significant increase in anxiety in young adults across the measured time periods of the pandemic, in particular between March and November of 2020, or phases 1-3 as defined in this study. This increase in anxiety coincides with a rising number of cases and COVID-19 becoming the third leading cause of death in the world, as death tolls were hitting their highest peak since 2015 (15.9% increase) [39]. The American Psychiatric Association issued a public opinion poll in 2020, which found that 80% of participants were either somewhat or extremely anxious about keeping themselves and their families safe in 2020, while 75% were worried about COVID-19 specifically.

The results also demonstrated that self-identified gender was a significant predictor of mental health. Female clients scored...
lower than their male counterparts on measures of “quality of life” and “ability to participate in daily activities,” both of which are subscores that are reliably indicative of broader mental well-being. This is consistent with the literature, which suggests that female-identified individuals are more significantly impacted by psychological distress than their male-identified counterparts [40-42]. In particular, female-identified individuals between the ages of 26-35 years are most at risk in terms of vulnerability to stress [40]. Future research should consider the biological, social, and cognitive mechanisms underlying these gender differences.

Comparison With Prior Work
Mental health conditions account for 16% of the global burden of disease and injury in people aged 10-19 years. Young adulthood is a critical time of interpersonal, intrapersonal, social, educational, and vocational development [43]. Research shows that the brain does not fully develop until the age of 25, and risk factors for mental health may be of increased concern for the developing brain [8]. Half of all mental health disorders in adulthood start by age 14 [44]. Furthermore, COVID-19 has only exacerbated these statistics, heightening the public health urgency [12,14,20-23]. While young adults were at lower risk for the direct health effects of hospitalization or death due to COVID-19, research is needed to understand any long-lasting mental health effects that may be detrimental to development. The findings of this study echo the need to understand the long-term public health impact on young adult mental well-being. Future research should continue to evaluate the public health impact of COVID-19 on young adults in a systematic manner.

The findings emphasize the importance of secondary mental health concerns among young adults, especially female clients in this case. While this study demonstrated that young adults experienced a significant increase in anxiety during the pandemic and that gender was a significant factor in the compromised mental well-being of young adults, it will be necessary to continue to study the lasting and secondary impact of anxiety to prepare for and provide successful treatment to young adults. Anxiety is correlated with and can exacerbate secondary mental health concerns and symptoms such as substance use, PTSD, and suicidality. For instance, the prevalence of PTSD in 2485 home-quarantined college students was reported to be 2.7% [25]. In a study that looked at the association between COVID-19 and the prevalence of suicidal thoughts and behaviors, researchers found that 45% of those who demonstrated past-month suicidal ideation reported that their thoughts were directly related to COVID-19 [19]. Finally, substance use may have increased significantly during COVID-19, especially among those who already had preexisting mental health conditions such as anxiety and depression [45,46]. These secondary mental health concerns have the potential to compromise young adults beyond their psychological and emotional well-being. Secondary mental health concerns can lead to reduced productivity at home, school, and in the labor market. Special attention to the secondary effects of heightened anxiety in young adults because of COVID-19-associated stressors is vital to ensure the critical need for mental health preparedness from a global perspective.

Limitations
There are several limitations of this study. The longitudinal research design limits the generalizability of the findings due to not having a repeated measurement. Future research should evaluate the long-term impact of similar findings in a more systematic manner that includes a more rigorous research design methodology. Additionally, the sample size is relatively small, thus providing an initial understanding of the acuity of anxiety and depression in young adults seeking intensive outpatient programming during the pandemic. Another limitation is the lack of racial and socioeconomic diversity within the sample. A majority of the sample were white individuals. Additionally, research has demonstrated that marginalized populations such as non-white Hispanic and Asian populations experienced higher levels of the subjective perception of distress, worry, and fear [47]. Further research is needed to explore the impact of COVID-19 on racially and ethnically diverse populations as well as those with different socioeconomic statuses. Additionally, we did not collect information on the socioeconomic status of the participants. Future research is needed to understand if this is a covariate for increased anxiety and depression. While we recognize this as a contributing limitation within the manuscript, it should be noted that longitudinal data discussing the impact of COVID-19 on mental health are currently lacking. Lastly, due to restrictions put in place by COVID-19 and the corresponding state regulations, treatment for individuals within the first quarter was primarily conducted virtually instead of in person. While this deviates from the current protocol in place, all attempts were made to make the virtual sessions as equally representative as the in-person interactions.

Conclusion
This study attempted to understand the impact of COVID-19 on the admissions of an outpatient program for young adults. It was apparent that COVID-19 had a larger impact on the quality of life for women than for men. Additionally, it was apparent that there was a significant difference in generalized anxiety between the first and third intervals during the COVID-19 pandemic. These findings highlight the need to better understand the mental health impact of the COVID-19 pandemic.
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Abstract

Background: Respiratory sounds have been recognized as a possible indicator of behavior and health. Computer analysis of these sounds can indicate characteristic sound changes caused by COVID-19 and can be used for diagnostics of this illness.

Objective: The aim of the study is to develop 2 fast, remote computer-assisted diagnostic methods for specific acoustic phenomena associated with COVID-19 based on analysis of respiratory sounds.

Methods: Fast Fourier transform (FFT) was applied for computer analysis of respiratory sound recordings produced by hospital doctors near the mouths of 14 patients with COVID-19 (aged 18-80 years) and 17 healthy volunteers (aged 5-48 years). Recordings for 30 patients and 26 healthy persons (aged 11-67 years, 34, 60%, women), who agreed to be tested at home, were made by the individuals themselves using a mobile telephone; the records were passed for analysis using WhatsApp. For hospitalized patients, the illness was diagnosed using a set of medical methods; for outpatients, polymerase chain reaction (PCR) was used. The sampling rate of the recordings was from 44 to 96 kHz. Unlike usual computer-assisted diagnostic methods for illnesses based on respiratory sound analysis, we proposed to test the high-frequency part of the FFT spectrum (2000-6000 Hz).

Results: Comparing the FFT spectra of the respiratory sounds of patients and volunteers, we developed 2 computer-assisted methods of COVID-19 diagnostics and determined numerical healthy-ill criteria. These criteria were independent of gender and age of the tested person.

Conclusions: The 2 proposed computer-assisted diagnostic methods, based on the analysis of the respiratory sound FFT spectra of patients and volunteers, allow one to automatically diagnose specific acoustic phenomena associated with COVID-19 with sufficiently high diagnostic values. These methods can be applied to develop noninvasive screening self-testing kits for COVID-19.

(JMIR Form Res 2022;6(7):e31200) doi:10.2196/31200
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Introduction

The World Health Organization (WHO) reported that till October 16, 2021, about 241 million people were infected with the novel coronavirus (COVID-19) worldwide and about 18 million people currently have the disease [1]. COVID-19 is a public health problem in all countries regardless of their level of development.

It is known that SARS-CoV-2 causes a severe lower respiratory disease with high mortality and evidence of systemic spread [2]. The virus is able to actively multiply in the epithelium of the airways. Intense cough is 1 of the main symptoms of COVID-19. It is known that the highest density of cough receptors is in the larynx [3]. Anatomically, a dry cough can be associated with the effect of the virus on the cough receptors of the larynx due to infection with COVID-19. SARS-CoV-2 can penetrate into the smallest airways, where it infects cells and causes bilateral pneumonia, often with respiratory failure [4-7]. The damage of various airways, caused by SARS-CoV-2, alters sound formation in the patient and changes the characteristics of respiratory sounds. Detection of characteristic respiratory sounds (cough, wheezes, asthma wheezing, shortness of breath, etc) is a widely used way of diagnostics of pulmonary diseases, which is applied to develop new computer-assisted diagnostic methods (eg, [8-12] and references therein).

At present, diagnostics of COVID-19 is based on clinical symptoms, chest X-ray/computed tomography (CT), and coronavirus tests (polymerase chain reaction [PCR]), molecular tests, antigen tests, and specific antibodies to SARS-CoV-2) [6,7,13]. New and more contagious COVID-19 virus strains are appearing in the United Kingdom, the Republic of South Africa, Vietnam, and some other countries; in India, the daily number of new infected persons was up to 300,000 in May 2021. Therefore, it is desirable to develop fast, cheap, and widely available remote methods of COVID-19 diagnostics. One of these methods can be based on computer-assisted analysis of respiratory sounds of the patient and on comparison of the sound characteristics between a patient and a healthy volunteer.

The objectivity of auscultatory diagnostics can be significantly enhanced by using digitized audio signals and computer processing of these signals. Automated adventitious sound detection or classification is a promising solution to overcome the limitations of conventional auscultation and to assist in the monitoring of relevant diseases, such as asthma, chronic obstructive pulmonary disease (COPD), and pneumonia [14]. Olvera-Montes et al [15] used the detection of respiratory crackle sounds through an Android smartphone–based system for the diagnostics of pneumonia and monitoring of the patient’s state.

Reyes et al [16] used a smartphone-based system for automated bedside detection of crackle sounds in patients with diffuse interstitial pneumonia. The performance of automated detection was analyzed using (1) synthetic fine and coarse crackle sounds randomly inserted into basal respiratory sounds acquired from healthy subjects with different signal-to-noise ratios and (2) real bedside-acquired respiratory sounds from patients with interstitial diffuse pneumonia. In simulated scenarios, for fine crackles, an accuracy ranging from 84.86% to 89.16%, a sensitivity ranging from 93.45% to 97.65%, and a specificity ranging from 99.82% to 99.84% were found. The detection of coarse crackles was found to be a more challenging task in the simulated scenarios. In the case of real data, the results show the feasibility of using the developed mobile health system in a clinical noncontrolled environment to help the expert in evaluating the pulmonary state of a subject.

The overview concerns the potential for computer audition (CA), that is, the use of speech and sound analysis by artificial intelligence to help in COVID-19 diagnostics [17]. Automatic recognition and monitoring of breathing, dry and wet coughing or sneezing sounds, speech under cold, eating behavior, sleepiness, or pain are used. Schuller et al [17] concluded that CA appears to be ready for implementation of (pre-) diagnosis and monitoring tools.

It was considered that the acquired breathing sounds can be analyzed using advanced signal processing and in tandem with modern machine learning and pattern recognition techniques to separate the breathing phases, estimate the lung volume, estimate oxygenation, and further classify the breathing data input into healthy or unhealthy cases [18]. Computer analysis of breath sounds can be important for identification of specific changes in these sounds, caused by COVID-19.

Brown et al [19] used the exploring automatic diagnostics of COVID-19 from crowdsourced respiratory sound data. The results of early works [16-19] and references therein allow one to suggest that respiratory sounds can be useful in COVID-19 diagnostics.

The purpose of this study is to develop fast, remote methods of diagnostics of specific acoustic phenomena associated with COVID-19 based on computer-assisted analysis of respiratory sounds. The developed methods are based on analysis of fast Fourier transform (FFT) spectra of respiratory sounds recorded near the mouth. We proposed to use a personal computer, a modern mobile telephone, or a smartphone for registration, recording of respiratory sounds, and their analysis. The developed methods can be applied as additional screening methods of COVID-19 diagnostics and as personalized screening self-testing kits for COVID-19. Such self-tests would serve as an early step before further procedures ordered by a doctor (PCR test, lung CT, X-ray, etc). We restricted our work to consideration of breathing sounds (and not cough and voice samples). Lung diseases, such as asthma, COPD, and pneumonia, cause specific changes in the FFT spectra of respiratory sounds in the frequency range from 100 to 2500 Hz, and this range is usually considered during development of computer-assisted diagnostic methods (eg, [8-12,20-22] and references therein). We considered the larger frequency range up to 6000 Hz, and it was shown that for diagnostics of COVID-19, the frequency range from 2000 to 6000 Hz is significant. This allows us to diagnose specific acoustic phenomena associated with COVID-19 for patients with other lung diseases as well.

https://formative.jmir.org/2022/7/e31200
**Methods**

**Patients**

In this study, 14 patients with COVID-19 and 17 healthy volunteers participated. COVID-19 in the patients was diagnosed using medical methods, such as analysis of clinical symptoms, chest X-ray and CT, coronavirus tests (PCR test for SARS-CoV-2 RNA [the main method], specific antibody test for SARS-CoV-2). The clinical examination of the patients and the recording of their respiratory sounds were carried out at Perm Infectious Hospital, and the volunteers’ respiratory sounds were recorded at Perm State Medical University (Perm, Russia).

**Ethical Considerations**

This study complied with the Declaration of Helsinki (adopted in June 1964, Helsinki, Finland), revised in October 2000 (Edinburgh, Scotland) and was overseen by the independent ethics committee of Perm State Medical University (approval code: 5/21). Written agreements from the patients and volunteers were obtained.

**Methods of Recording Respiratory Sounds**

Doctors performed all the recordings, and patients and volunteers were instructed to remain calm and to breathe easily. No special measures to reduce ambient noise were applied. The respiratory sounds of patients were recorded in m4a format using a Honor dua-l 22 smartphone at a distance of 2 cm from the mouth for about 20 s; the sampling rate was 48 kHz. The respiratory sounds of volunteers were recorded near the mouth using a mobile telephone (the sampling rate was 44.1 kHz, mp3 format) and a computer-based recording system (the sampling rate was 96 kHz, wav format) [20-25]. Our comparison of the records carried out with the help of various devices showed that although the mp3 and m4a formats compress a signal, the FFT spectra of a sound recorded in the wav, mp3, and m4a formats are practically the same. To analyze respiratory sounds, we proposed to consider the normalized FFT spectra that largely decrease the influence of the recording format.

Simultaneous recordings of respiratory sounds in the same point of a patient in different formats were made. The normalized integral characteristics of the FFT spectra used for diagnostics differed by less than 3% for different formats.

The beginnings and ends of the recordings made using the smartphone and the mobile telephone contained temporal parts, in which respiratory sounds are not recorded. In these parts, there are short impulses, the amplitudes of which can be much larger than the respiratory sound maximum. The impulses do not reflect the processes in the airways. The applied preliminary processing removed these parts.

**Diagnostic Methods**

The 2 proposed diagnostic methods were based on the fact that lung diseases cause changes in the airways and these changes are reflected in the spectra of respiratory sounds. This approach has been applied in the development of computer-assisted methods of diagnostics of various lung diseases [8-12,20-26]. These developed methods were based on the analysis of the FFT spectra of respiratory sounds in the frequency range from 100 to 2500 Hz and the comparison of the spectra of patients and healthy volunteers.

We proposed to compare different parts of the FFT spectrum of a patient with COVID-19 in a higher frequency range from 2000 to 6000 Hz. Examples of the amplitude-frequency dependences (spectra) of FFT for a patient with COVID-19 and a healthy volunteer are presented in Figure 1. In many cases, the FFT spectra of volunteers do not possess well-defined maxima and minima, as shown in Figure 1a. One can see several differences (Table 1) in the spectra for a volunteer and a patient: the maxima and minima of their spectra are located in various frequency ranges; these differences could be used to formulate potential healthy-ill criteria, which are presented in Table 2. Similar locations of the maxima and minima were observed, for example, in the spectra for the first, third, and ninth patients. The clearly seen amplitude increase in the frequency range from 1000 to 1500 Hz in the spectrum for the first patient (Figure 1b) can be a result of concomitant disease (upper respiratory tract infection).

In Table 2:

\[ f_i = f \pm \Delta f \]

where \( f \) is the frequency of the extremum, \( A(f) \) is the harmonic amplitude at frequency \( f \), and \( \Delta f \) is the half of the frequency range, chosen equal to 300 Hz. In the program, the integral is replaced by a sum of harmonic amplitudes with a frequency in the range from \( (f_i - \Delta f) \) to \( (f_i + \Delta f) \).

The criteria under test were formulated as ratios of the integrals of the harmonic amplitudes over various frequency ranges (Table 2 and Equation 1). So, the criteria values were independent of the breathing intensity.

Adventitious sounds caused by an illness change not only the amplitude-frequency dependence of the respiratory sound FFT spectrum but also the frequency-amplitude dependence. The second proposed method is based on analysis of differences between the frequency-amplitude dependences of FFT spectra for patients and volunteers.

The moments of the frequency (MF) distribution can be considered as potential healthy-ill criteria:

\[ i_{\text{min}} \text{ and } i_{\text{max}} \]

where \( i_{\text{min}} \) and \( i_{\text{max}} \) are the harmonic numbers corresponding to the minimal \( (f_{\text{min}}=2000 \text{ Hz}) \) and maximal \( (f_{\text{max}}=5900 \text{ Hz}) \) frequencies, respectively, and \( f_i \) is the frequency of the i-th harmonic.

The MF distribution was also independent of the breathing intensity.
Figure 1. Amplitudes of FFT harmonics for the first healthy volunteer (a) and the first patient with COVID-19 (b). The amplitudes are given in arbitrary units. FFT: fast Fourier transform.

Table 1. Comparison of the FFT\(^a\) spectra of a volunteer and a patient with COVID-19.

<table>
<thead>
<tr>
<th></th>
<th>Volunteer</th>
<th>Patient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum at about 2300 Hz</td>
<td>No extremum in the frequency range</td>
<td>Minimum at 3300 Hz</td>
</tr>
<tr>
<td>Maximum at 3100 Hz</td>
<td>Minimum at 3100 Hz</td>
<td>Maximum at 3900 Hz</td>
</tr>
<tr>
<td>Minimum at 4100 Hz</td>
<td>Maximum at 4100 Hz</td>
<td>Minimum at 5000 Hz</td>
</tr>
<tr>
<td>Maximum at 4900 Hz</td>
<td>Maximum at 4900 Hz</td>
<td>Maximum at 5600 Hz</td>
</tr>
<tr>
<td>No extremum at a frequency above 5300 Hz</td>
<td>Maximum at 5600 Hz</td>
<td></td>
</tr>
</tbody>
</table>

\(\text{FFT: fast Fourier transform.}\)

Table 2. Healthy-ill criteria.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Healthy</th>
<th>Ill</th>
</tr>
</thead>
<tbody>
<tr>
<td>(k_1 = I(2300)/I(3200))</td>
<td>(k_1 &lt; 1)</td>
<td>(k_1 &gt; 1)</td>
</tr>
<tr>
<td>(k_2 = I(3200)/I(4000))</td>
<td>(k_2 &gt; 1)</td>
<td>(k_2 &lt; 1)</td>
</tr>
<tr>
<td>(k_3 = I(4000)/I(5000))</td>
<td>(k_3 &lt; 1)</td>
<td>(k_3 &gt; 1)</td>
</tr>
<tr>
<td>(k_4 = I(5000)/I(5600))</td>
<td>(k_4 &gt; 1)</td>
<td>(k_4 &lt; 1)</td>
</tr>
</tbody>
</table>

Results

The First Method

The results of the calculation of potential healthy-ill criteria \(k_1, k_2, k_3,\) and \(k_4\) are presented in Tables 3 and 4.

For the reader’s convenience, Figure 2 presents the distribution of the criteria through patients with COVID-19 and volunteers. Comparing the results presented in Tables 3 and 4 and Figure 2, one can see that the most reliable result is given by the high-frequency criterion \(k_4.\)

For healthy volunteers, the criterion should be \(>1;\) this was correct in \(T_{H}=15 (88.2\%)\) of 17 cases and incorrect in \(F_{H}=2 (11.8\%)\) cases. For patients with COVID-19, the criterion should be \(<1;\) this was observed in \(T_{P}=11 (78.6\%)\) of 14 cases. COVID-19 was not diagnosed in \(F_{P}=3 (21.4\%)\) cases.

The criterion for the 12\(^{th}\) patient was close to the boundary value of 1. The second proposed method also had the healthy-ill criterion close to the boundary value (Figure 3). Analysis of the recording for the patient showed that the outside noise was high, and this can cause incorrect diagnostics.

Additionally, we applied the proposed method for diagnostics of COVID-19 using the respiratory sound recordings of 30 patients and 26 healthy persons (ages 11-67 years, 34, 60%, women). None of them reported that they had other lung diseases. These recordings were made by the persons themselves, who agreed to be tested at home, using a mobile telephone. The sound recordings were passed to us through WhatsApp. The cases of COVID-19 illness were confirmed by PCR tests, and in all cases, the illness was asymptomatic or mild. The proposed method gave the correct diagnosis for 26 (86.7%) of 30 patients and 22 (84.6%) of 26 healthy ones. The
PCR tests for persons who were incorrectly diagnosed as ill gave negative results.

Several patients made a few recordings during the process of the disease. Development of a spectrum of a patient is presented in Figure 3. Though the spectrum varied noticeably, the $k_4$ criterion was less than 1 during the illness. The pathological process was characterized by a clearly seen increase in harmonic amplitudes in a wide frequency range. The third-day spectrum corresponded to the most severe condition of the person (according to their message).

Table 3. Criteria $k_1$, $k_2$, $k_3$, and $k_4$ for patients with COVID-19.

<table>
<thead>
<tr>
<th>Patient number</th>
<th>Age (years), gender (F=female, M=male)</th>
<th>Diagnosis</th>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$k_3$</th>
<th>$k_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18, F</td>
<td>COVID-19, upper respiratory tract infection</td>
<td>&gt;1</td>
<td>&lt;1</td>
<td>&gt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>2</td>
<td>80, F</td>
<td>COVID-19, unilateral pneumonia</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>3</td>
<td>47, F</td>
<td>COVID-19, bilateral pneumonia</td>
<td>&gt;1</td>
<td>&lt;1</td>
<td>&gt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>4</td>
<td>58, F</td>
<td>COVID-19, bilateral pneumonia</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>5</td>
<td>62, M</td>
<td>COVID-19, pneumonia</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>6</td>
<td>65, F</td>
<td>COVID-19, pneumonia</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&gt;1</td>
</tr>
<tr>
<td>7</td>
<td>28, F</td>
<td>COVID-19, unilateral pneumonia with hydrothorax, HIV infection</td>
<td>&lt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>8</td>
<td>75, M</td>
<td>COVID-19, upper respiratory tract infection</td>
<td>&lt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>9</td>
<td>38, F</td>
<td>COVID-19, upper respiratory tract infection, exacerbation of COPD</td>
<td>&gt;1</td>
<td>&lt;1</td>
<td>&gt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>10</td>
<td>36, F</td>
<td>COVID-19, pneumonia</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
</tr>
<tr>
<td>11</td>
<td>20, M</td>
<td>COVID-19, pneumonia</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>12</td>
<td>56, M</td>
<td>COVID-19, pneumonia</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>13</td>
<td>20, M</td>
<td>COVID-19, pneumonia</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>14</td>
<td>32, M</td>
<td>COVID-19, pneumonia</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&lt;1</td>
</tr>
</tbody>
</table>

Table 4. Criteria $k_1$, $k_2$, $k_3$, and $k_4$ for volunteers.

<table>
<thead>
<tr>
<th>Volunteer number</th>
<th>Age (years), gender (F=female, M=male)</th>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$k_3$</th>
<th>$k_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>22, F</td>
<td>&lt;1</td>
<td>&gt;1</td>
<td>&lt;1</td>
<td>&gt;1</td>
</tr>
<tr>
<td>2</td>
<td>47, M</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
</tr>
<tr>
<td>3</td>
<td>48, F</td>
<td>&gt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&gt;1</td>
</tr>
<tr>
<td>4</td>
<td>17, M</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>5</td>
<td>8, M</td>
<td>&gt;1</td>
<td>&lt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
</tr>
<tr>
<td>6</td>
<td>5, F</td>
<td>&gt;1</td>
<td>&lt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
</tr>
<tr>
<td>7</td>
<td>5, F</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
</tr>
<tr>
<td>8</td>
<td>11, M</td>
<td>&gt;1</td>
<td>&lt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
</tr>
<tr>
<td>9</td>
<td>5, M</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
</tr>
<tr>
<td>10</td>
<td>14, M</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
</tr>
<tr>
<td>11</td>
<td>5, F</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
</tr>
<tr>
<td>12</td>
<td>12, F</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
</tr>
<tr>
<td>13</td>
<td>9, M</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
</tr>
<tr>
<td>14</td>
<td>10, F</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
</tr>
<tr>
<td>15</td>
<td>10, F</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
</tr>
<tr>
<td>16</td>
<td>8, M</td>
<td>&gt;1</td>
<td>&lt;1</td>
<td>&gt;1</td>
<td>&gt;1</td>
</tr>
<tr>
<td>17</td>
<td>14, M</td>
<td>&gt;1</td>
<td>&lt;1</td>
<td>&gt;1</td>
<td>&lt;1</td>
</tr>
</tbody>
</table>

*COPD: chronic obstructive pulmonary disease.*
Figure 2. Healthy-ill criteria according to Tables 3 and 4: blue circles for volunteers and red squares for patients.
The Second Method

We compared the values of MF and MFₙ (n=2, 3, and 4) as well as MF₄/MF and MF₅/MF₂. The best result was obtained for MF₄/MF (Figure 4). In this figure, the blue line corresponds to the boundary value, which was selected by us as equal to 0.8: If (MF₄/MF)×10⁻⁹ is >0.8, the examined person is ill; if it is <0.8, the person is healthy. The second method, like the first one, gave incorrect diagnostics for the sixth patient and overdiagnosis for the fourth volunteer. The respiratory sound recording for this volunteer was characterized by a relatively low level of a signal and high noise. The overdiagnosis for the fourth volunteer could be the result of low quality of the recorded signal.

The second method correctly diagnosed patients as sick in TP=13 (92.8%) of 14 cases and volunteers as healthy in TN=14 (82.3%) of 17 cases. The method misdiagnosed patients as healthy only once, FP=1 (7.2%), and healthy volunteers as sick in FN=3 (17.7%) cases.

The second method applied to the respiratory sounds recorded by persons at home demonstrated a diagnostics effectivity that was close to that of the first method.

The results allow us to assess the main characteristics of the 2 proposed methods. Here, for characterization of the proposed methods, we used sensitivity, specificity, and the Youden index. The sensitivity of a method is determined by the formula [27]

\[
S_e = \frac{TP}{TP + FN}
\]

and its specificity as

\[
S_p = \frac{TN}{TN + FP}
\]

The sensitivity and specificity of the first method from Tables 1 and 2 were estimated as Sₑ=0.786 and Sₚ=0.882, respectively, and for the second method as (Figure 2) as Sₑ=0.93 and Sₚ=0.824. Here, we considered the results obtained only for people who were tested at the hospital.

The Youden index is calculated using the following formula:

\[
J = S_e + S_p - 1
\]

The Youden index for the first method was about 0.67 and for the second was 0.754.
For the reader’s convenience, these results and the sensitivity, specificity, and Youden index for both methods are presented in Table 5.

**Figure 4.** Healthy-ill criterion ($\text{MF}_4/\text{MF}\times10^{-9}$): blue circles for volunteers and red squares for patients. Each number on the horizontal axis indicates the number of a patient or a volunteer according to Tables 3 and 4, respectively. The blue line corresponds to the boundary value of 0.8. MF: moments of the frequency.

<table>
<thead>
<tr>
<th>Method</th>
<th>$T_P$</th>
<th>$F_P$</th>
<th>$T_N$</th>
<th>$F_N$</th>
<th>$S_e$</th>
<th>$S_p$</th>
<th>$J$</th>
</tr>
</thead>
<tbody>
<tr>
<td>First</td>
<td>11</td>
<td>3</td>
<td>15</td>
<td>2</td>
<td>0.786</td>
<td>0.882</td>
<td>0.67</td>
</tr>
<tr>
<td>Second</td>
<td>13</td>
<td>1</td>
<td>14</td>
<td>3</td>
<td>0.93</td>
<td>0.824</td>
<td>0.754</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

The proposed computer-assisted diagnostic methods for COVID-19, which are based on analysis of respiratory sounds recorded near the mouth, demonstrated high diagnostic accuracy. For people tested at the hospital, the second method demonstrated better characteristics (sensitivity of 0.93, specificity of 0.824, and Youden index of 0.754) than the first one.

Both methods demonstrated close diagnostic characteristics when analyzing respiratory sound recordings made by persons themselves using a mobile telephone at home and submitted to us through WhatsApp. The proposed methods correctly diagnosed 86.7% of patients and 84.6% of healthy ones. These results demonstrate the possible application of the proposed methods for remote diagnostics.

Although a relatively low number (due to pandemic limitations) of the examined patients with COVID-19 and healthy volunteers did not allow estimating the method characteristics with high accuracy, the proposed methods correctly diagnose patients with COVID-19 in a wide age range, and the proposed criteria of healthy/ill are independent of the patient’s age, sex, etc, as well as concomitant diseases, such as upper respiratory tract infection, pneumonia, exacerbation of COPD, and bilateral pneumonia (Table 3).

The patient and volunteer groups contained members of various genders and ages (from 5 to 80 years).

High diagnostic characteristics of the proposed methods independent of age were achieved due to comparison of various parts of the respiratory sound FFT spectrum. For example, in the first method, the ratio $k_4$ of integrals over various frequency ranges was determined and compared with the boundary value: If $k_4 > 1$, the examined person is healthy, and if $k_4 < 1$, the person is ill. The ratio is independent of the recording devices and sampling rate, and as our results showed, the boundary value does not depend on the individual patient characteristics and even on concomitant diseases (Table 3).

**Comparison With Prior Work**

Each lung disease is characterized by specific changes in the airways or lungs. These changes cause abnormal (adventitious) sounds, which can be separated into several types (wheezing, stridor, crackles, etc). These abnormal sounds are characterized by their durations and specific frequency ranges being below 2500 Hz [8,10,12]. For example, bronchial asthma is characterized by airway obstruction and inflammatory process, which covers all airways, from the central to the peripheral parts of the tracheobronchial tree (small bronchi) [21]. Asthmatic changes in the lungs cause typical respiratory sounds, with the main frequency in low-frequency ranges between 100 and 1000 Hz [12,28,29] and between 400 and 1600 Hz [12,30] (Figure 5). For analysis of respiratory sounds of patients with pulmonary diseases (asthma, pneumonia, HIV infection, etc) and
development of computer-assisted diagnostic methods, the
frequency range from 100 to 2500 Hz is usually considered.

Figure 5. FFT spectra of sound signals for an asthmatic patient. The amplitudes are given in arbitrary units. FFT: fast Fourier transform.

For diagnostics of specific acoustic phenomena associated with COVID-19, we proposed to consider the high-frequency range of respiratory sound FFT spectra. It can be assumed that an upper respiratory tract injury leads to the appearance of changes in a higher-frequency part of the spectrum; it can be associated with COVID-19 [31]. Severe forms of tracheobronchitis were consistently present in 88% of COVID-19 cases [32-34]. This assumption is confirmed by our results: the most reliable criterion is the $k_4$ criterion, which is determined for the high-frequency range of the FFT spectrum, from 4700 to 5900 Hz (the first proposed method).

A decrease in the diagnostic value of the $k_1$, $k_2$, and $k_3$ criteria can be the result of concomitant diseases, which cause changes in the respiratory sounds in the lower-frequency range [8,10,12]. Another reason of the low accuracy of diagnostics based on the $k_1$, $k_2$, and $k_3$ criteria can be a higher sensitivity of the parameters $f_\alpha$ and $\Delta f$ at low frequencies to individual characteristics of patients (age, sex, weight, etc) and also to fatigue and anxiety.

The second proposed method of computer-assisted diagnostics of COVID-19 is also based on the consideration of the high-frequency range of the FFT spectrum, from 2000 to 6000 Hz.

The high diagnostic accuracy is achieved in both methods due to our offer to compare various parts of the FFT spectrum of a patient (volunteer). This allows us to minimize the influence of the breathing intensity as well as the gender and age dependences of the FFT spectrum.

One of the ways to increase the diagnostic values of the proposed computer-assisted methods is to create a big database and determine the parameters $f_\alpha$ and $\Delta f$ for the first method and $f_{\text{min}}$ and $f_{\text{max}}$ for the second one using machine learning.

The proposed methods for COVID-19 diagnostics are based on the consideration of the high-frequency ranges of FFT spectra. The most reliable result is given by the high-frequency criterion $k_4$ for the frequency range above 4700 Hz. Other lung illnesses do not cause abnormal respiratory sounds (adventitious sounds) in the considered frequency range; changes caused by them are between 50 and 2500 Hz (see Figure 5 and [8,10,12,28,35]). This fact and the independence of the proposed criteria of the concomitant diseases allow us to assume that the criteria can be used for diagnostics of COVID-19. We analyzed FFT spectra for several patients with other lung diseases (without COVID-19), such as asthma (Figure 5), bilateral pneumonia, pneumonia, and upper respiratory tract infection, and did not find these specific changes in the high-frequency range above 4700 Hz.

Limitations
The proposed screening self-tests would serve as a preliminary step before further procedures are ordered by a doctor. The results of the screening self-tests should be confirmed by other diagnostic methods (chest X-ray/CT and coronavirus tests, such as PCR test, antigen test, and specific SARS-CoV-2 antibody test).

Conclusion
The high-frequency range of the respiratory sound FFT spectrum contains information about the health state of the examined person. The proposed computer-assisted methods based on analysis of this spectrum part can be applied as fast, remote additional screening methods (telemedicine) for specific acoustic phenomena associated with COVID-19. The methods demonstrate sufficiently high diagnostic values. The methods can be a basis for the development of noninvasive screening self-testing kits for COVID-19. To increase the accuracy and
reliability of the methods, a big database of respiratory sounds of patients with COVID-19 and volunteers should be created.
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Public Attitudes Regarding Trade-offs Between the Functional Aspects of a Contact-Confirming App for COVID-19 Infection Control and the Benefits to Individuals and Public Health: Cross-sectional Survey

Abstract

**Background:** It is expected that personal health information collected through mobile information terminals will be used to develop health strategies that benefit the public. Against this background, several countries have actively attempted to use mobile phones to control infectious diseases. These collected data, such as activity logs and contact history, are countermeasures against diseases such as COVID-19. In Japan, the Ministry of Health, Labor, and Welfare has developed and disseminated a contact-confirming app (COVID-19 Contact-Confirming Application [COCOA]) to the public, which detects and notifies individuals whether they have been near someone who had subsequently tested positive for COVID-19. However, there are concerns about leakage and misuse of the personal information collected by such information terminals.

**Objective:** This study aimed to investigate the possible trade-off between effectiveness in preventing infectious diseases and infringement of personal privacy in COCOA. In addition, we analyzed whether resistance to COCOA would reduce if the app contributed to public health or if a discount was provided on mobile phone charges.

**Methods:** A cross-sectional, quantitative survey of Japanese citizens was conducted using Survey Monkey, a general-purpose web-based survey platform. When developing the questions for the questionnaire, we included the installation status of COCOA and recorded the anxiety stemming from the potential leakage or misuse of personal information collected for COVID-19 infection control. The respondents were asked to rate various factors to determine their perceptions on a 5-point scale.

**Results:** In total, 1058 participants were included in the final analysis. In response to the question of whether the spread of the disease was being controlled by the infection control measures taken by the government, 25.71% (272/1058) of the respondents answered that they strongly agreed or agreed. One-quarter of the respondents indicated that they had already installed COCOA. This study found that the sense of resistance to government intervention was not alleviated by the benefits provided to individuals when using the app. The only factors that were positively associated with the response absolutely opposed to use of the app, even with a discount on mobile phone use charges, were those regarding leaks and misuse of personal information, which was true for all functions (function A: odds ratio [OR] 1.8, 95% CI 1.3-2.4; function B: OR 1.9, 95% CI 1.5-2.6; function C: OR 1.8, 95% CI 1.4-2.4).

**Conclusions:** Public organizations need to emphasize the general benefits of allowing them to manage personal information and assure users that this information is being managed safely rather than offering incentives to individuals to provide such personal information. When collecting and using citizens’ health information, it is essential that governments and other entities focus on contributing to the public good and ensuring safety rather than returning benefits to individual citizens.
KEYWORDS

internet questionnaire survey; contact-confirming app; COVID-19; privacy; ethics in public health; application development; health service; mobile phone; survey platform; public health; digital information; privacy; health information

Introduction

Background

With the development of information technology, the use of big data has become more common. Indeed, there are many examples where big data have been successfully used to promote general public health by referring to the personal information collected via the data terminals of smartphones, as smartphones are carried around by people everywhere and form a part of their lives [1,2].

Against this background, several countries have actively attempted to use mobile phones for infectious disease control by launching, as well as promoting the download of, apps to collect data, such as activity logs and contact history, as a countermeasure against COVID-19. Each country has unique methods for doing so [3,4]. For example, in South Korea and Singapore, the government has taken the lead in developing and disseminating contact-tracing apps that track the history of individuals who are infected and established the necessary system to rapidly share data with municipalities and medical institutions [5-7].

Although the situation in early 2022—in which unlimited personal information could be uploaded to a specific information cloud or similar means for secondary use—might have been convenient, it involved various ethical, legal, and social problems [8-10]. For example, many contact-tracing apps developed to prevent the spread of COVID-19 have GPS-tracking capabilities, and the information collected by these apps includes detailed movement records of individuals. If this information were to be leaked or used for purposes other than as intended, an individual’s privacy would be severely compromised. Moreover, because of the nature of the information, the purpose for which it is to be used must be communicated, along with details about the agencies managing the information and the scope of information use [11]. Wacksman [12] warned that the unprecedented demands stemming from the response to the spread of COVID-19 pose new risks, such as the collection of vast amounts of data and the risk of increasing demands for data sharing that go beyond the intended purpose.

In Japan, the Ministry of Health, Labor, and Welfare has developed and disseminated a contact-confirming app (COVID-19 Contact-Confirming Application [COCOA]) to the public, which notifies individuals whether they have been near an individual who has tested positive for COVID-19. The Ministry of Health, Labor, and Welfare explains the purpose of COCOA on its website as follows:

With knowledge of the possibility that an individual was in contact with a “positive” individual, users can receive early support from public health centers, such as by undergoing a test. As the number of users increases, it is hoped that this initiative will help prevent the spread of infection.

As of April 2022, there have been >32.5 million downloads of COCOA, and it is thought that approximately 1 in 5 people living in Japan have installed the app on their mobile device or devices. In Japan, COCOA is the most widely used contact verification app, and citizens have only 2 choices: installing or not installing COCOA.

COCOA was developed as a Bluetooth-based exposure notification app rather than a contact-tracing app. Thus, current COCOA functions do not have the ability to track moving individuals through GPS or collect personal movement logs. If users who have installed this app on their mobile device come into close contact (within 1 m for ≥15 minutes) with an individual who is COVID-19 positive (positive registration is confirmed by self-report), the Bluetooth communication function detects this and informs the person that they have been in high-risk contact with an individual who is COVID-19 positive.

The information delivered through the notification does not include the location information of the app user who is infected—only a contact code is exchanged when a user contacts another app user’s smartphone. Owing to the nature of COCOA’s functions, there is very little risk of personal information being shared with government authorities, and the possibility of private information being externally leaked or used for other purposes is also considered to be extremely low [13].

However, whether COCOA functions effectively as an infection control measure against COVID-19 warrants further investigation, as there appear to be 3 reasons for its likely dysfunction. First, the app involves a double opt-in by users in terms of positive result registration through COCOA, which requires both the installation of COCOA on mobile devices and the proactive registration of a positive result (as sharing test results is not mandatory). Consequently, it is assumed that there are many undetected cases for which no alerts are issued, even when a person has actually been in contact with an individual who is COVID-19 positive [13,14]. Second, the app cannot collect data on people’s movements, which makes it almost impossible for authorities to intervene directly or implement specific strategies, such as infection control, using the log data. Third, even for an alert indicating such contact, there is no function to suggest specific actions to be taken afterward; thus, the app cannot facilitate effective behavioral changes at the individual level to prevent further infections [13,14]. Several empirical investigations into the attitudes of actual users (citizens) of contact-tracing apps and exposure notifications toward the future use of such apps (regarding the balance between risks related to the leakage of private information, the use of such apps for other purposes, and the benefits to public health and individuals) have been conducted since the start of...
the COVID-19 pandemic [15-19]. In a survey aimed at examining why some Australian citizens had not downloaded the app launched by their government, Thomas et al [18] reported that citizens were concerned about the app’s technical functionalities and privacy and were distrusting of the government. According to a citizen survey on COCOA conducted by Machida et al [15], the main concerns that inhibited app use were identified as lack of knowledge on how to use it, privacy concerns, doubts about the effectiveness of the app, and concerns about battery consumption and communication costs. By contrast, there is a lack of international evidence on citizens’ acceptance of apps when there is a trade-off between the app’s features and the associated personal and public health benefits.

**Objectives**

In this study, we conducted a quantitative survey of Japanese citizens to identify the extent to which they were resistant to features that could be implemented in contact-confirming apps. This study investigates the possible trade-off between the effective prevention of infectious diseases and infringements of personal privacy. In addition, we analyzed whether this resistance would decrease if users perceived a contribution in terms of public health or if they received a discount on their mobile phone charges in exchange for app use.

**Methods**

**Study Design and Participants**

In this study, we conducted a cross-sectional web-based survey using Survey Monkey, a general-purpose web-based survey platform [20]. The target population was set as the general population, aged ≥18 years, living in Japan, and having their own mobile devices. We recruited participants with a target of 1000 respondents. For this, we invited a sample of residents who fit the general target population requirements from among the survey monitors of the contracted research company, Asmarq.co.jp [21]. A sample of 1300 respondents was initially recruited, and if the final number of respondents did not reach 1000, additional samples were added. This process ended when the number of respondents exceeded 1000. The survey was anonymous as the researcher could track neither the respondents nor the nonrespondents. The researcher did not pay any incentives directly to the respondents; however, a sampling fee was paid to the research company. Participants were required to check the details and overview of the survey presented on the website. The actual survey commenced once they provided informed consent. The survey was conducted in June 2021.

**Instruments**

A set of multiple-choice questions was developed to accomplish the objectives of this study through a cross-sectional survey on the internet. The specific survey items are listed in Multimedia Appendix 1.

As independent variables were assumed to be associated with dependent variables, we asked about the respondents' characteristics, frequency of use of social networking sites (SNSs), COVID-19 infection history, fears related to COVID-19 infection, level of adherence to infection prevention behaviors (behavioral restrictions and mask wearing), and their assessment of government agencies and hospital responsibility for infectious disease prevention.

As dependent variables, we tried to include the installation status of COCOA, as well as record respondents’ anxiety regarding potential leakage or misuse of personal information collected for COVID-19 infection control. Respondents were asked about their anxiety on a 5-point scale from strongly agree to strongly disagree, with neutral as their neutral option. In addition, respondents were asked about their degree of resistance to the use of the app if the following 3 functions (that COCOA does not currently have) were added:

- **Function A**: If a respondent is found to have COVID-19, information on the respondent’s infection would be provided to the authorities via a medical institution and reflected in COCOA notifications.
- **Function B**: In addition to function A, this function would use the location information function of smartphones to track and prompt individuals to take specific actions, such as requesting a medical examination.
- **Function C**: All movement data of people who have installed the app would be recorded through their mobile devices and aggregated by the government; these data would be used by the government to plan and implement specific infection prevention measures.

The respondents were asked to indicate their level of resistance to the use of the app if the various functions were added on a 5-point scale: absolutely opposed to use, significant resistance to use, some resistance to use, not much resistance to use, and no resistance to use. Finally, we asked about the resistance to each function when it was understood that the addition of functions A, B, or C would bring about a trade-off in benefits to individuals versus the public. Specifically, participants were asked about their resistance to each feature in the following cases:

- **Condition 1**: if 50% of the population uses the app with each feature added, the degree of spread of the infection would be halved compared with nonuse of the app.
- **Condition 2**: if installing the app with each feature resulted in a discount on their monthly mobile phone bill; the options were set as approximately ¥200 (US $1.48) per month, ¥500 (US $3.70) per month, ¥1000 (US $7.29) per month, ¥2000 (US $14.78) per month, ¥3000 (US $22.17) per month, ¥5000 (US $36.95) per month, and would not want to use it irrespective of the discount.

**Data Collection**

Participants sampled by the survey company visited Survey Monkey’s website to take the survey we created. Thereafter, respondents were informed via the web about the purpose of the survey and the advantages and disadvantages of participating; only those who agreed to participate became respondents. The survey ended when the number of respondents exceeded 1000. Responses to the web-based survey were collected in the cloud, and the individual forms were downloaded by the principal investigator.
Statistical Analysis

SPSS (version 27; IBM Corp) was used for statistical analysis. All data entered for the survey, including age, were categorical. Descriptive statistics included descriptions of all independent and dependent variables, including patient characteristics. Logistic regression analysis was performed to analyze the factors that could explain the dependent variables. In performing the logistic regression analysis, we attempted to dichotomize the dependent variables into 0 and 1. As a criterion for dichotomization, we categorized anxiety regarding leakage or misuse of personal information collected for COVID-19 countermeasures between agree and neither. In addition, resistance to the proposed newly added functions was dichotomized between absolutely opposed to use and significantly resistant to use. The former option was dichotomized to determine whether a person had a small amount of anxiety. For the latter, we considered the presence of a clear and strong refusal to use the service as an important threshold for attitude. All statistical tests were 2-tailed, and $P \leq 0.05$ was set as the threshold for statistical significance.

Ethics Approval

This study was reviewed and approved by the Biomedical Research Ethics Committee of the National Hospital Organization Tokyo Medical Center in May 2021 (approval number R21-030).

Results

Participants’ Sociodemographic Information

We recruited 1300 people through a research company, of whom 1191 (91.62%) accessed the survey website. The eligibility criteria were being aged ≥18 years, living in Japan, and having their own mobile phones. Of the 1191 individuals, 1096 (92.02%) met the eligibility criteria, and after excluding those who did not give consent or dropped out, 1058 (88.83%) participants were included in the analysis.

The basic characteristics and frequency of SNS use by the respondents are presented in Table 1. Regarding respondents’ age, 8.82% (93/1058) were aged ≤34 years, 71.73% (759/1058) were aged 35 to 64 years, and 19.48% (206/1058) were aged ≥65 years. Regarding gender, 43.37% (459/1058) were female; regarding marital status, 66.6% (705/1058) were married; and regarding the number of people living together, 16.41% (174/1058) lived alone. The proportion of respondents who had personally contracted COVID-19 was 1.12% (12/1058), whereas the proportion of respondents whose family or close friends had been infected was 3.2% (34/1058). The frequency of SNS use (ie, Twitter, Facebook, and Instagram) was as follows (in the order not used, used several times per month or less, and used several times per week or more): 46.34% (487/1058), 20.6% (218/1058), 33.41% (353/1058) for Twitter; 52.32% (553/1058), 26.59% (281/1058), 21.1% (223/1058) for Facebook; and 58.78% (622/1058), 16.91% (179/1058), 24.3% (257/1058) for Instagram.
Table 1. Respondent demographics (N=1058).

<table>
<thead>
<tr>
<th>Characteristics and response options</th>
<th>Number of responses, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basic characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>≤34</td>
<td>93 (8.8)</td>
</tr>
<tr>
<td>35-64</td>
<td>759 (71.7)</td>
</tr>
<tr>
<td>≥65</td>
<td>206 (19.5)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>459 (43.4)</td>
</tr>
<tr>
<td>Male</td>
<td>599 (56.6)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>705 (66.6)</td>
</tr>
<tr>
<td>Unmarried</td>
<td>353 (33.4)</td>
</tr>
<tr>
<td>Households</td>
<td></td>
</tr>
<tr>
<td>Living alone</td>
<td>174 (16.4)</td>
</tr>
<tr>
<td>2 people</td>
<td>365 (34.5)</td>
</tr>
<tr>
<td>≥3 people</td>
<td>519 (49.1)</td>
</tr>
<tr>
<td><strong>COVID-19 infections</strong></td>
<td></td>
</tr>
<tr>
<td>Respondent</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1028 (98.9)</td>
</tr>
<tr>
<td>Yes</td>
<td>11 (1.1)</td>
</tr>
<tr>
<td>Family and close friends</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>995 (96.8)</td>
</tr>
<tr>
<td>Yes</td>
<td>33 (3.2)</td>
</tr>
<tr>
<td><strong>Use of SNS</strong> (frequency)</td>
<td></td>
</tr>
<tr>
<td>Twitter</td>
<td></td>
</tr>
<tr>
<td>Does not use</td>
<td>486 (46)</td>
</tr>
<tr>
<td>Several times per month or less</td>
<td>218 (20.6)</td>
</tr>
<tr>
<td>Several times per week or more</td>
<td>353 (33.4)</td>
</tr>
<tr>
<td>Facebook</td>
<td></td>
</tr>
<tr>
<td>Does not use</td>
<td>552 (52.3)</td>
</tr>
<tr>
<td>Several times per month or less</td>
<td>281 (26.6)</td>
</tr>
<tr>
<td>Several times per week or more</td>
<td>223 (21.1)</td>
</tr>
<tr>
<td>Instagram</td>
<td></td>
</tr>
<tr>
<td>Does not use</td>
<td>620 (58.8)</td>
</tr>
<tr>
<td>Several times per month or less</td>
<td>178 (16.9)</td>
</tr>
<tr>
<td>Several times per week or more</td>
<td>256 (24.3)</td>
</tr>
<tr>
<td><strong>Degree of compliance with preventative behaviors</strong></td>
<td></td>
</tr>
<tr>
<td>Wearing masks when out</td>
<td></td>
</tr>
<tr>
<td>I strictly adhere to this</td>
<td>716 (69.1)</td>
</tr>
<tr>
<td>I adhere to this with some exceptions</td>
<td>250 (24.1)</td>
</tr>
<tr>
<td>I am neutral to this</td>
<td>51 (4.9)</td>
</tr>
<tr>
<td>I do not really adhere to this</td>
<td>9 (0.9)</td>
</tr>
<tr>
<td>I do not ever adhere to this</td>
<td>10 (1)</td>
</tr>
<tr>
<td>Characteristics and response options</td>
<td>Number of responses, n (%),</td>
</tr>
<tr>
<td>-------------------------------------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td><strong>Restrictions on activities such as meetings</strong></td>
<td></td>
</tr>
<tr>
<td>I strictly adhere to this</td>
<td>598 (56.9)</td>
</tr>
<tr>
<td>I adhere to this with some exceptions</td>
<td>333 (31.7)</td>
</tr>
<tr>
<td>I am neutral to this</td>
<td>85 (8.1)</td>
</tr>
<tr>
<td>I do not really adhere to this</td>
<td>17 (1.6)</td>
</tr>
<tr>
<td>I do not ever adhere to this</td>
<td>18 (1.7)</td>
</tr>
<tr>
<td><strong>Assessment of authorities in controlling the spread of infections</strong></td>
<td></td>
</tr>
<tr>
<td><strong>National and prefectural governments</strong></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>55 (5.2)</td>
</tr>
<tr>
<td>Agree</td>
<td>217 (20.6)</td>
</tr>
<tr>
<td>Neutral</td>
<td>356 (33.8)</td>
</tr>
<tr>
<td>Disagree</td>
<td>237 (22.5)</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>188 (17.9)</td>
</tr>
<tr>
<td><strong>Local health centers</strong></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>57 (5.4)</td>
</tr>
<tr>
<td>Agree</td>
<td>267 (25.5)</td>
</tr>
<tr>
<td>Neutral</td>
<td>464 (44.4)</td>
</tr>
<tr>
<td>Disagree</td>
<td>162 (15.5)</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>96 (9.2)</td>
</tr>
<tr>
<td><strong>Assessment of measures against infection</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Medical institutions such as hospitals</strong></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>79 (7.5)</td>
</tr>
<tr>
<td>Agree</td>
<td>345 (32.8)</td>
</tr>
<tr>
<td>Neutral</td>
<td>456 (43.3)</td>
</tr>
<tr>
<td>Disagree</td>
<td>103 (9.8)</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>69 (6.6)</td>
</tr>
<tr>
<td><strong>National and prefectural governments</strong></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>61 (5.8)</td>
</tr>
<tr>
<td>Agree</td>
<td>269 (25.6)</td>
</tr>
<tr>
<td>Neutral</td>
<td>337 (32.1)</td>
</tr>
<tr>
<td>Disagree</td>
<td>192 (18.3)</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>191 (18.2)</td>
</tr>
<tr>
<td><strong>Local health centers</strong></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>90 (8.6)</td>
</tr>
<tr>
<td>Agree</td>
<td>372 (35.7)</td>
</tr>
<tr>
<td>Neutral</td>
<td>387 (37.2)</td>
</tr>
<tr>
<td>Disagree</td>
<td>121 (11.6)</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>72 (6.9)</td>
</tr>
<tr>
<td><strong>Medical institutions like hospitals</strong></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>128 (12.2)</td>
</tr>
<tr>
<td>Agree</td>
<td>413 (39.5)</td>
</tr>
<tr>
<td>Neutral</td>
<td>374 (35.8)</td>
</tr>
<tr>
<td>Characteristics and response options</td>
<td>Number of responses, n (%)</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>Disagree</td>
<td>75 (7.1)</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>56 (5.4)</td>
</tr>
</tbody>
</table>

Fear of respondent becoming infected

**In terms of health deterioration to oneself**

- Strongly agree: 378 (35.8)
- Agree: 437 (41.5)
- Neutral: 144 (13.6)
- Disagree: 66 (13.6)
- Strongly disagree: 30 (6.3)

**In terms of transmission to one’s family or friends**

- Strongly agree: 422 (2.8)
- Agree: 414 (40.1)
- Neutral: 147 (39.3)
- Disagree: 39 (14)
- Strongly disagree: 31 (2.9)

**In terms of transmission to other people**

- Strongly agree: 367 (34.8)
- Agree: 429 (40.7)
- Neutral: 176 (16.7)
- Disagree: 52 (4.9)
- Strongly disagree: 31 (2.9)

Anxiety regarding the handling of one’s personal information

**In terms of data leaks and misuse**

- Strongly agree: 135 (12.9)
- Agree: 296 (28.3)
- Neutral: 386 (36.9)
- Disagree: 178 (17)
- Strongly disagree: 51 (4.9)

Use of COCOA<sup>b</sup>

**Have you installed COCOA?**

- Yes: 259 (24.9)
- No: 782 (75.1)

---

**Awareness of COVID-19 and Infectious Disease Control**

The respondents’ attitudes toward COVID-19 and infection control measures are shown in Table 1. Respondents were asked how strictly they adhered to the government’s requests to wear a mask when going out and restrict their activities, such as attending meetings in person. Approximately 93.21% (986/1058) and 88.59% (937/1058) of respondents said that they strictly adhered to or adhered to the requests with some exceptions for wearing masks and for restricting activities such as meetings, respectively.

In response to the question of whether the spread of the disease was being controlled by the infection control measures taken by the government and various prefectures, 25.8% (273/1058) of respondents answered that they strongly agreed or agreed. When asked if the government and prefectures were conducting infection control measures with a strong sense of responsibility, 31.41% (332/1058) of respondents answered that they strongly agreed or agreed. When asked how fearful they were of harm...
to their own health, the transmission of the disease to their family and friends, or transmission to others if they were to contract COVID-19, the respondents answered that they either strongly agree or agree with these 3 scenarios at 77.28% (818/1058), 79.43% (840/1058), and 75.5% (799/1058), respectively. When asked whether they were concerned that personal information and other data collected as part of the countermeasures against COVID-19 by the national and prefectural governments would be leaked or misused for other purposes, 41.17% (436/1058) of respondents answered that they strongly agree or agree.

One-quarter of the respondents indicated that they had already installed COCOA. They were given an overview of the functions of the current COCOA. Once each of the 3 aforementioned functions (A, B, and C) were added, the percentage of respondents who said that they would be absolutely opposed to its use or had significant resistance to its use was 27.31% (289/1058) for function A and 31.4% (332/1058) for function B. The difference compared with when only function A was added was not significant. With the addition of function C, this percentage was 33.63% (355/1058).

### Respondents’ Resistance to the Additional Functions, Even With Benefits and Trade-offs

The percentage of respondents who said they were absolutely opposed to use of the app even if half of the population used it with functions A, B, and C (enabling the degree of spread to be reduced to half of what it would be if the app were not used) was 11.6% (123/1058) for function A, 13.33% (141/1058) for function B, and 13.71% (145/1058) for function C. The percentage of respondents who said that they were absolutely opposed to use of the app, even if the effect of using it was to halve the spread of infections, was 10.36% (110/1058) for function A, 12.21% (129/1058) for function B, and 12.43% (131/1058) for function C. In response to the question “Would you accept the use of the app with each of the functions added, if the following reductions in mobile phone usage charges were applied?” the respondents who selected “I would not want to use the app irrespective of the discount” was 34.62% (366/1058) for function A, 36.77% (389/1058) for function B, and 37.3% (395/1058) for function C (Table 2).

### Table 2. Resistance to using the COVID-19 Contact-Confirming Application under various conditions when functions are added to the current version (N=1058).

<table>
<thead>
<tr>
<th>Condition and response option</th>
<th>Function A (responses), n (%)</th>
<th>Function B (responses), n (%)</th>
<th>Function C (responses), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Feature addition only</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No resistance to use</td>
<td>141 (13.5)</td>
<td>123 (11.9)</td>
<td>124 (12)</td>
</tr>
<tr>
<td>Not much resistance to use</td>
<td>282 (27.1)</td>
<td>251 (24.2)</td>
<td>243 (23.4)</td>
</tr>
<tr>
<td>Some resistance to use</td>
<td>334 (32.1)</td>
<td>337 (32.5)</td>
<td>321 (31)</td>
</tr>
<tr>
<td>Significant resistance to use</td>
<td>164 (15.7)</td>
<td>187 (18.1)</td>
<td>206 (19.9)</td>
</tr>
<tr>
<td>Absolutely opposed to use</td>
<td>121 (11.6)</td>
<td>138 (13.3)</td>
<td>142 (13.7)</td>
</tr>
<tr>
<td><strong>A function is added, thereby halving the spread of infections</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No resistance to use</td>
<td>140 (13.4)</td>
<td>118 (11.3)</td>
<td>120 (11.5)</td>
</tr>
<tr>
<td>Not much resistance to use</td>
<td>304 (29.1)</td>
<td>259 (24.9)</td>
<td>256 (24.7)</td>
</tr>
<tr>
<td>Some resistance to use</td>
<td>339 (32.5)</td>
<td>369 (35.5)</td>
<td>354 (34.1)</td>
</tr>
<tr>
<td>Significant resistance to use</td>
<td>152 (14.6)</td>
<td>168 (16.1)</td>
<td>180 (17.3)</td>
</tr>
<tr>
<td>Absolutely opposed to use</td>
<td>108 (10.4)</td>
<td>127 (12.2)</td>
<td>129 (12.4)</td>
</tr>
<tr>
<td><strong>Feature additions mean reduced charges for device use</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Would accept at a discount of about ¥200 (US $1.48) a month</td>
<td>112 (10.7)</td>
<td>83 (8.0)</td>
<td>88 (8.5)</td>
</tr>
<tr>
<td>Would accept at a discount of about ¥500 (US $3.70) per month</td>
<td>147 (14.0)</td>
<td>112 (10.7)</td>
<td>97 (9.3)</td>
</tr>
<tr>
<td>Would accept at a discount of about ¥1000 (US $7.29) per month</td>
<td>154 (14.7)</td>
<td>150 (14.4)</td>
<td>147 (14.1)</td>
</tr>
<tr>
<td>Would accept at a discount of about ¥2000 (US $14.78) per month</td>
<td>87 (8.3)</td>
<td>123 (11.8)</td>
<td>110 (10.6)</td>
</tr>
<tr>
<td>Would accept at a discount of about ¥3000 (US $22.17) per month</td>
<td>52 (5)</td>
<td>53 (5.1)</td>
<td>65 (6.3)</td>
</tr>
<tr>
<td>Would accept at a discount of about ¥5000 (US $36.95) per month</td>
<td>133 (12.7)</td>
<td>138 (13.2)</td>
<td>145 (13.9)</td>
</tr>
<tr>
<td>I would not want to use it regardless of the discount</td>
<td>362 (34.6)</td>
<td>384 (36.8)</td>
<td>388 (33.7)</td>
</tr>
</tbody>
</table>
Factors Associated With the Dependent Variables

The results of the logistic regression of the relationship between those who installed COCOA and the basic characteristics of the respondents are shown in Table 3. There was no significant difference in terms of gender or age groups; regarding the frequency of SNS use, those who used Facebook at least several times per week were more likely to have COCOA installed (odds ratio [OR] 1.5, 95% CI 1.0-2.2). Although there was no significant difference in terms of their own or family members’ history of COVID-19 infection, those who answered strongly agree or agree to the question of whether they feared they might infect others if they contracted COVID-19 were more likely to have installed COCOA (OR 2.2, 95% CI 1.1-4.7). In addition, those who reported adhering to government-mandated behavioral guidelines for infection control were more likely to have installed the app (OR 2.0, 95% CI 1.0-4.0).

The association between the response absolutely opposed to use of the contact-confirming app with added functions A, B, and C and the independent variables of the respondents are provided in Table 4. The respondents’ basic characteristics, frequency of SNS use, history of COVID-19 infection, fear of the consequences of being infected themselves, and the degree of adherence to infection control behaviors were not significantly associated with the dependent variables for any of the functions A, B, and C. However, when all functions were added, those who were concerned about leaks or misuse of their personal information were more likely to respond that they were absolutely opposed to use of a contact app with more functions added than those who were not concerned (function A: OR 2.1, 95% CI 1.4-3.3; function B: OR 2.3, 95% CI 1.5-3.5; function C: OR 2.5, 95% CI 1.7-3.7). For function B, there was a negative correlation between the answers of strongly agree and agree in response to the question of whether the national and prefectural governments were controlling the spread of infections with a strong sense of responsibility and the response of absolutely opposed to use with the new functions (OR 0.5, 95% CI 0.2-0.9).

Table 3. Factors related to COVID-19 Contact-Confirming Application installation.

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female (reference: male)</td>
<td>0.7 (0.5-1.0)</td>
</tr>
<tr>
<td>Age (years) group (reference: aged &lt;34 years)</td>
<td></td>
</tr>
<tr>
<td>35-64</td>
<td>1.0 (0.6-1.8)</td>
</tr>
<tr>
<td>≥65</td>
<td>0.8 (0.4-1.6)</td>
</tr>
<tr>
<td>Living alone (reference: living with others)</td>
<td>1.1 (0.7-1.6)</td>
</tr>
<tr>
<td>SNS accessed occasionally per week (reference: accessed below this amount)</td>
<td></td>
</tr>
<tr>
<td>Twitter</td>
<td>1.1 (0.8-1.6)</td>
</tr>
<tr>
<td>Facebook</td>
<td>1.5 (1.0-2.2)</td>
</tr>
<tr>
<td>Instagram</td>
<td>1.3 (0.9-1.9)</td>
</tr>
<tr>
<td>COVID-19 infection history (reference: no history)</td>
<td></td>
</tr>
<tr>
<td>Respondent has a history of COVID-19</td>
<td>1.3 (0.6-2.6)</td>
</tr>
<tr>
<td>Respondent’s family has a history of COVID-19</td>
<td>1.2 (0.9-1.6)</td>
</tr>
<tr>
<td>Respondent fears COVID-19 infection (reference: disagree)</td>
<td></td>
</tr>
<tr>
<td>Fear of health deterioration to oneself</td>
<td>1.0 (0.6-1.7)</td>
</tr>
<tr>
<td>Fear of transmission to one’s family and friends</td>
<td>0.6 (0.3-1.3)</td>
</tr>
<tr>
<td>Fear of transmission to people other than family members or friends</td>
<td>2.2 (1.1-4.7)</td>
</tr>
<tr>
<td>Compliance with preventative behaviors (reference: I do not do this)</td>
<td></td>
</tr>
<tr>
<td>Wearing masks when going out</td>
<td>0.7 (0.3-1.6)</td>
</tr>
<tr>
<td>Restrictions on activities such as meetings</td>
<td>2.0 (1.0-4.0)</td>
</tr>
<tr>
<td>Assessment of authorities (reference: disagree)</td>
<td></td>
</tr>
<tr>
<td>Infection is being controlled through infection countermeasures conducted by authorities</td>
<td>1.3 (0.8-2.0)</td>
</tr>
<tr>
<td>Authorities are conducting infection control with a sense of responsibility</td>
<td>0.9 (0.6-1.5)</td>
</tr>
<tr>
<td>I am concerned that my personal information collected by authorities might be leaked or misused for other purposes</td>
<td>0.9 (0.7-1.2)</td>
</tr>
</tbody>
</table>

*SNS: social networking site.*
Table 4. Factors associated with the response "I am absolutely opposed to using the app" if functions A to C are added.

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Function A, odds ratio (95% CI)</th>
<th>Function B, odds ratio (95% CI)</th>
<th>Function C, odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Female (reference: male)</strong></td>
<td>0.7 (0.5-1.2)</td>
<td>0.8 (0.5-1.2)</td>
<td>0.7 (0.5-1.1)</td>
</tr>
<tr>
<td><strong>Age (years) group (reference: aged &lt;34 years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-64</td>
<td>0.9 (0.4-1.8)</td>
<td>1.0 (0.5-2.0)</td>
<td>1.0 (0.5-2.0)</td>
</tr>
<tr>
<td>≥65</td>
<td>0.7 (0.3-1.7)</td>
<td>0.8 (0.3-1.9)</td>
<td>1.0 (0.4-2.2)</td>
</tr>
<tr>
<td><strong>Living alone (reference: living with others)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9 (0.5-1.6)</td>
<td>0.8 (0.5-1.4)</td>
<td>0.9 (0.5-1.5)</td>
</tr>
<tr>
<td><strong>SNSa accessed occasionally per week (reference: accessed below this amount)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Twitter</td>
<td>1.0 (0.6-1.6)</td>
<td>1.0 (0.6-1.7)</td>
<td>1.0 (0.6-1.6)</td>
</tr>
<tr>
<td>Facebook</td>
<td>0.8 (0.5-1.5)</td>
<td>0.7 (0.4-1.2)</td>
<td>0.7 (0.4-1.2)</td>
</tr>
<tr>
<td>Instagram</td>
<td>1.2 (0.7-2.2)</td>
<td>1.3 (0.7-2.2)</td>
<td>1.1 (0.7-1.9)</td>
</tr>
<tr>
<td><strong>COVID-19 Infection history (reference: no history)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Respondent has a history of COVID-19</td>
<td>1.5 (0.7-3.4)</td>
<td>1.5 (0.7-3.4)</td>
<td>1.2 (0.5-3.0)</td>
</tr>
<tr>
<td>Respondent’s family has a history of COVID-19</td>
<td>0.9 (0.6-1.6)</td>
<td>0.9 (0.5-1.5)</td>
<td>0.8 (0.5-1.4)</td>
</tr>
<tr>
<td><strong>Respondent fears COVID-19 infection (reference: disagree)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fear of health deterioration to oneself</td>
<td>0.9 (0.5-1.8)</td>
<td>0.9 (0.5-1.7)</td>
<td>0.8 (0.4-1.6)</td>
</tr>
<tr>
<td>Fear of transmission to one’s family and friends</td>
<td>0.7 (0.3-1.7)</td>
<td>0.8 (0.3-2.0)</td>
<td>0.7 (0.3-1.6)</td>
</tr>
<tr>
<td>Fear of transmission to people other than family members or friends</td>
<td>0.9 (0.4-2.2)</td>
<td>0.7 (0.3-1.6)</td>
<td>1.0 (0.4-2.3)</td>
</tr>
<tr>
<td><strong>Compliance with preventative behaviors (reference: I do not do this)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wearing masks when going out</td>
<td>0.8 (0.3-1.8)</td>
<td>0.8 (0.3-1.8)</td>
<td>0.9 (0.4-2.0)</td>
</tr>
<tr>
<td>Restrictions on activities such as meetings</td>
<td>0.5 (0.3-1.0)</td>
<td>0.5 (0.3-1.0)</td>
<td>0.5 (0.3-1.0)</td>
</tr>
<tr>
<td><strong>Assessment of authorities (reference: disagree)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infection is being controlled through countermeasures conducted by authorities</td>
<td>1.2 (0.6-2.4)</td>
<td>1.3 (0.6-2.6)</td>
<td>1.0 (0.5-2.0)</td>
</tr>
<tr>
<td>Authorities are controlling the infection with a sense of responsibility</td>
<td>0.6 (0.3-1.1)</td>
<td>0.5 (0.2-0.9)</td>
<td>0.6 (0.3-1.2)</td>
</tr>
<tr>
<td>I am concerned that my personal information collected by the authorities might be leaked or misused for other purposes</td>
<td>2.1 (1.4-3.3)</td>
<td>2.3 (1.5-3.5)</td>
<td>2.5 (1.7-3.7)</td>
</tr>
</tbody>
</table>

aSNS: social networking site.

We also identified the factors associated with the response absolutely opposed to use, even when users were presented with trade-offs between privacy on the one hand and public health benefits from each feature’s addition and the personal benefits of the feature additions in the form of discounted mobile phone use charges on the other hand (Tables 5 and 6, respectively). Even if the addition of each function reduced the spread of infection by half, the factors that were significantly associated with the response absolutely opposed to use of the app were the same for all functions (A, B, and C). One of the factors was positively correlated, and two were negatively correlated. The factor that was positively correlated was the respondents who were concerned about data leaks and misuse of personal information (function A: OR 2.2, 95% CI 1.4-3.5; function B: OR 2.2, 95% CI 1.4-3.3; function C: OR 2.5, 95% CI 1.6-3.8). Conversely, the factors that presented negative correlations were adherence to the government-imposed restrictions on activities (function A: OR 0.4, 95% CI 0.2-0.8; function B: OR 0.4, 95% CI 0.2-0.7; function C: OR 0.4, 95% CI 0.2-0.8) and agreement that the national and local governments were conducting infection control with a sense of responsibility (function A: OR 0.4, 95% CI 0.2-0.8; function B: OR 0.5, 95% CI 0.2-1.0; function C: OR 0.5, 95% CI 0.2-0.9).

The only factor that was positively associated with the response absolutely opposed to use, even if there was a discount on mobile phone use charges, was concern about leaks and misuse of the collected personal information, which was true for all functions (function A: OR 1.8, 95% CI 1.3-2.4; function B: OR 1.9, 95% CI 1.5-2.6; function C: OR 1.8, 95% CI 1.4-2.4). In contrast, adhering to government restrictions on activities had a negative correlation with the dependent variables for all functional additions (function A: OR 0.5, 95% CI 0.3-0.8; function B: OR 0.5, 95% CI 0.3-0.9; function C OR 0.6, 95% CI 0.3-0.9). Fear of transmission to family members if respondents became infected was negatively correlated with functions A and C (function A: OR 0.5, 95% CI 0.2-0.9; function C: OR 0.5, 95% CI 0.3-0.9).
Table 5. Factors associated with the response “I am absolutely opposed to the use of the app” if it is assumed that the spread of infections will be halved by the addition of functions A to C.

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Function A, odds ratio (95% CI)</th>
<th>Function B, odds ratio (95% CI)</th>
<th>Function C, odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female (reference: male)</td>
<td>0.6 (0.4-1.0)</td>
<td>0.7 (0.5-1.1)</td>
<td>0.7 (0.4-1.0)</td>
</tr>
<tr>
<td><strong>Age (years) group (reference: aged &lt;34 years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-64</td>
<td>1.0 (0.4-2.1)</td>
<td>0.8 (0.4-1.5)</td>
<td>0.8 (0.4-1.5)</td>
</tr>
<tr>
<td>≥65</td>
<td>1.0 (0.4-2.6)</td>
<td>0.7 (0.3-1.6)</td>
<td>0.8 (0.4-1.9)</td>
</tr>
<tr>
<td>Living alone (reference: living with others)</td>
<td>1.0 (0.6-1.8)</td>
<td>0.9 (0.5-1.6)</td>
<td>1.0 (0.6-1.7)</td>
</tr>
<tr>
<td><strong>SNS(^a) accessed occasionally per week (reference: accessed below this amount)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Twitter</td>
<td>0.9 (0.5-1.6)</td>
<td>0.8 (0.5-1.4)</td>
<td>0.9 (0.5-1.5)</td>
</tr>
<tr>
<td>Facebook</td>
<td>1.0 (0.5-1.7)</td>
<td>0.8 (0.5-1.5)</td>
<td>0.8 (0.5-1.4)</td>
</tr>
<tr>
<td>Instagram</td>
<td>1.4 (0.8-2.6)</td>
<td>1.5 (0.8-2.6)</td>
<td>1.5 (0.9-2.7)</td>
</tr>
<tr>
<td><strong>COVID-19 infection history (reference: no history)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Respondent has a history of COVID-19</td>
<td>1.6 (0.6-4.4)</td>
<td>1.5 (0.6-4.1)</td>
<td>1.6 (0.7-3.6)</td>
</tr>
<tr>
<td>Respondent’s family has a history of COVID-19</td>
<td>0.6 (0.2-1.4)</td>
<td>0.6 (0.2-1.3)</td>
<td>0.9 (0.5-1.5)</td>
</tr>
<tr>
<td><strong>Respondent fears COVID-19 infection (reference: disagree)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fear of health deterioration to oneself</td>
<td>0.8 (0.4-1.7)</td>
<td>1.0 (0.5-1.9)</td>
<td>1.0 (0.5-1.9)</td>
</tr>
<tr>
<td>Fear of transmission to one’s family and friends</td>
<td>0.4 (0.1-1.1)</td>
<td>0.5 (0.2-1.3)</td>
<td>0.5 (0.2-1.3)</td>
</tr>
<tr>
<td>Fear of transmission to people other than family members or friends</td>
<td>1.3 (0.5-3.8)</td>
<td>1.0 (0.4-2.5)</td>
<td>1.0 (0.4-2.6)</td>
</tr>
<tr>
<td><strong>Compliance with preventative behaviors (reference: I do not do this)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wearing masks when going out</td>
<td>1.1 (0.5-2.7)</td>
<td>1.2 (0.5-2.8)</td>
<td>1.0 (0.4-2.4)</td>
</tr>
<tr>
<td>Restrictions on activities such as meetings</td>
<td>0.4 (0.2-0.8)</td>
<td>0.4 (0.2-0.7)</td>
<td>0.4 (0.2-0.8)</td>
</tr>
<tr>
<td><strong>Assessment of authorities (reference: disagree)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infection is being controlled through infection countermeasures conducted by authorities</td>
<td>1.6 (0.7-3.5)</td>
<td>1.2 (0.6-2.5)</td>
<td>1.2 (0.6-2.5)</td>
</tr>
<tr>
<td>Authorities control infections with a sense of responsibility</td>
<td>0.4 (0.2-0.8)</td>
<td>0.5 (0.2-1.0)</td>
<td>0.5 (0.2-0.9)</td>
</tr>
<tr>
<td>I am concerned that my personal information collected by authorities might be leaked or misused for other purposes</td>
<td>2.2 (1.4-3.5)</td>
<td>2.2 (1.4-3.3)</td>
<td>2.5 (1.6-3.8)</td>
</tr>
</tbody>
</table>

\(^a\)SNS: social networking site.
### Table 6. Factors associated with the response “I would not want to use the app” when a fee reduction is presented as a trade-off for additional functions A to C.

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Function A, odds ratio (95% CI)</th>
<th>Function B, odds ratio (95% CI)</th>
<th>Function C, odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female (reference: male)</td>
<td>1.2 (1.0-1.7)</td>
<td>1.2 (0.9-1.6)</td>
<td>1.2 (0.9-1.6)</td>
</tr>
<tr>
<td>Age (years) group (reference: aged &lt;34 years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-64 years</td>
<td>0.9 (0.5-1.4)</td>
<td>0.8 (0.5-1.3)</td>
<td>0.9 (0.5-1.4)</td>
</tr>
<tr>
<td>≥65 years</td>
<td>0.7 (0.4-1.4)</td>
<td>0.7 (0.4-1.2)</td>
<td>0.8 (0.4-1.5)</td>
</tr>
<tr>
<td>Living alone (reference: living with others)</td>
<td>1.1 (0.7-1.5)</td>
<td>1.1 (0.8-1.6)</td>
<td>1.1 (0.7-1.6)</td>
</tr>
<tr>
<td>SNS(^a) accessed occasionally per week (reference: accessed below this amount)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Twitter</td>
<td>0.9 (0.6-1.2)</td>
<td>0.9 (0.6-1.3)</td>
<td>1.0 (0.7-1.4)</td>
</tr>
<tr>
<td>Facebook</td>
<td>0.9 (0.6-1.4)</td>
<td>0.9 (0.6-1.3)</td>
<td>0.8 (0.5-1.1)</td>
</tr>
<tr>
<td>Instagram</td>
<td>0.7 (0.4-1.0)</td>
<td>0.8 (0.5-1.1)</td>
<td>0.8 (0.5-1.1)</td>
</tr>
<tr>
<td>COVID-19 infection history (reference: no history)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Respondent has a history of COVID-19</td>
<td>0.9 (0.4-1.9)</td>
<td>0.8 (0.4-1.8)</td>
<td>0.9 (0.4-2.0)</td>
</tr>
<tr>
<td>Respondent's family has a history of COVID-19</td>
<td>0.9 (0.6-1.3)</td>
<td>0.9 (0.6-1.3)</td>
<td>0.9 (0.6-1.2)</td>
</tr>
<tr>
<td>Respondent fears COVID-19 infection (reference: disagree)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fear of health deterioration to oneself</td>
<td>1.1 (0.7-1.8)</td>
<td>1.0 (0.6-1.6)</td>
<td>1.1 (0.7-1.8)</td>
</tr>
<tr>
<td>Fear of transmission to one's family and friends</td>
<td>0.5 (0.2-0.9)</td>
<td>0.7 (0.3-1.2)</td>
<td>0.5 (0.3-0.9)</td>
</tr>
<tr>
<td>Fear of transmission to people other than family members or friends</td>
<td>0.9 (0.5-1.7)</td>
<td>0.8 (0.4-1.4)</td>
<td>1.0 (0.5-1.7)</td>
</tr>
<tr>
<td>Compliance with preventative behaviors (reference: I do not do this)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wearing masks when going out</td>
<td>0.9 (0.5-1.9)</td>
<td>0.9 (0.5-1.8)</td>
<td>1.0 (0.5-1.9)</td>
</tr>
<tr>
<td>Restrictions on activities such as meetings</td>
<td>0.5 (0.3-0.8)</td>
<td>0.5 (0.3-0.9)</td>
<td>0.6 (0.3-0.9)</td>
</tr>
<tr>
<td>Assessment of authorities (reference: disagree)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infection is being controlled through infection countermeasures conducted by authorities</td>
<td>0.9 (0.6-1.5)</td>
<td>0.9 (0.6-1.4)</td>
<td>0.8 (0.5-1.3)</td>
</tr>
<tr>
<td>Authorities control infections with a sense of responsibility</td>
<td>0.7 (0.5-1.1)</td>
<td>0.7 (0.5-1.1)</td>
<td>0.7 (0.5-1.1)</td>
</tr>
<tr>
<td>I am concerned that my personal information collected by authorities might be leaked or misused for other purposes</td>
<td>1.8 (1.3-2.4)</td>
<td>1.9 (1.5-2.6)</td>
<td>1.8 (1.4-2.4)</td>
</tr>
</tbody>
</table>

\(^a\)SNS: social networking site.

## Discussion

### Principal Findings

In formulating the hypotheses for this study, we were interested in the public’s attitude toward privacy risks as an inadvertent side effect of the convenience offered by information technology. As Yuan et al [22] suggested, privacy risk strategies are socially implemented after taking into account 2 types of trade-offs that affect individuals’ disclosure behavior: those between the expected benefits of privacy disclosure and the effectiveness of risk-management methods. The contact-tracing app or contact notification app that was developed and used in many countries to prevent the spread of the COVID-19 pandemic epitomizes this theory. The contact notification app (COCOA) in operation in Japan was developed to minimize privacy risks to the public; however, its effectiveness in preventing infection was lower than expected. Therefore, the addition of functions that cannot be performed by the current COCOA, such as the collection of mobile logs and secondary use of the collected data, raises concerns about the increased risk to privacy and the functions themselves. The core objective of our research was to identify how the general public perceives the trade-offs between additional personal and public interest. We also wanted to investigate the extent to which people trade personal privacy risks for economic incentives, as noted by Hann et al [23]. This study was conducted on the assumption that when the administrative body of a country plans to develop and disseminate a contact-confirming app that is more effective in preventing the spread of infectious diseases, citizens who use the app may have some resistance to the government’s collection of activity logs and provision of individual interventions for people with confirmed infections. We also hypothesized that this resistance might be mitigated by emphasizing the public health benefits of an effective contact-confirming app or through a discount on mobile phone use charges for individuals using the app [24,25].

The results of the logistic regression of factors associated with COCOA installation showed a positive correlation with fear of
transmission of infection to others in the event of oneself becoming infected; a reasonable interpretation of this result is possible. However, the positive correlation was not significant; rather, the proportion of citizens living in Japan who feel obligated to install COCOA, or who have a high assessment of the app’s usefulness, is considered low.

The survey then introduced functions A, B, and C, which are expected to increase the risk of personal privacy violations concerning the current COCOA, and asked about the resistance to using the app when each of these functions was added. Approximately one-third of all respondents for functions A, B, and C indicated that they felt uncomfortable using the app. This result was more generous than expected at the beginning of the survey. Our initial assumption was that more than half of the survey respondents would react with at least moderate resistance to each of the additional functions. This result would suggest that the public is likely to be more receptive to the use of privacy-related information by the authorities for maintaining public health than we had expected.

Even when function B (ie, location tracking and specific encouragement of activities) were added to function A, there was no significant difference, suggesting that the additional fear and resistance to individual interventions are not necessarily significant. Similarly, there was no significant difference for function C, indicating that the resistance to the collection of personal information for infection prevention measures was not particularly high.

The percentage of respondents who answered absolutely opposed to use or significant resistance to use of the app decreased slightly when the addition of functions A, B, and C was known to reduce the degree of spread of infectious disease. This finding suggests that increased public health benefits can be traded against personal privacy risks. This result may be more characteristic of the trade-offs of interests in the somewhat special domain of health rather than the general market society principle [26,27]. Surprisingly, when presented with the condition that the addition of a feature would result in a discount on the cell phone bill, one-third of respondents stated that “I would not want to use it regardless of the discount” for all functions A, B, and C. Although it is difficult to explain this result via a literature review, we argue that this result was influenced by the health-related agenda and the fact that the project was a national government agency. When personal privacy is given up, the motivation behind it may not be to make money but to work together to help prevent the spread of infectious diseases. If so, we believe that bringing in financial incentives when promoting such behavior might inadvertently upset citizens’ sentiments.

We also deem our interpretation of the results presented in Tables 4-6 to be relevant. Resistance to using apps was not associated with respondents’ basic characteristics, an affinity for SNS, or history of COVID-19 but was negatively correlated with their evaluation of the executive branch regarding infection prevention activities and compliance concerning infection prevention behaviors. We interpreted this result as suggesting that the behavior of using exposure notification apps has an element of altruistic behavior that seeks the public good [28,29].

In contrast, as mentioned many times in previous literature, the sense of risk regarding information leakage had the highest contribution rate among the factors related to resistance to app use [16-18,30-32].

**Generalizability**

It may be acceptable for society to allow public organizations, such as national government agencies, to collect and use individuals’ private information for specific purposes as part of nationwide efforts to control infectious diseases. However, such interventions must be balanced by the resistance felt by the public regarding the provision of private information [33]. In addition, it is necessary to have a continuous discussion between administrative agencies and the public regarding the conditions that would enable the formation of a social consensus on the collection and use of private information for administrative purposes. In this study, we presented a hypothetical basis for this discussion. The current COCOA in Japan is one of the weakest interventions for the collection and use of private information; however, the public response is that certain prerequisites must be in place, such as a clear purpose of use and a robust security environment. If these factors are satisfactorily explained to the public, the intervention will be stronger; however, even if this occurs, the possibility that the intervention will be accepted is still low [34]. For example, it may be possible to actively consider the collection of activity logs using the GPS function on people’s phones [35,36]. However, these activities are tolerated by the public as they are aware of the greater public health risks posed by a global crisis such as the COVID-19 pandemic; a more cautious attitude is necessary when considering other general administration purposes [37,38].

An important interpretation to note is that there is no trade-off between the permissibility of government interventions and the provision of special incentives to individuals, such as discounts on mobile phone bills. This study revealed that such simplistic benefits may upset public sentiments and increase suspicion of the government. In a future society where personal health records are widely distributed, public organizations will increasingly require access to private information on the cloud. In such a case, it is more important for public organizations to increase the general benefits of managing personal information and provide assurance that this is being done safely rather than providing incentives to individuals who provide such personal information.

**Study Limitations**

This survey involved a representative sample of the Japanese population. The response rate was >10/13. The results could potentially be a decision resource for the government when considering whether to add more functions to the app.

However, 4 limitations must be noted. First, it is possible that the public did not understand the functions of the current COCOA. The questions asked in the survey assumed that additional functions would be added to the current COCOA, which may have been difficult for respondents to envision, along with the advantages and disadvantages that would result for themselves and the public. Second, as this was a quantitative
survey based on a specific hypothesis, it was not possible to set out the specific functions that the public would expect from COCOA. A survey with a qualitative approach would be necessary to explore the functions. Third, we were unable to examine the psychometric properties of the attitudes measured in this study. Usually, when attitudes are measured using questionnaires, their reliability and validity must be ensured. However, in this study, the lack of existing general-purpose scales and insufficient time for scale development created major limitations in interpreting the results. The existing literature identifies the main element of the public’s resistance to the use of contact-tracing apps as a feeling of insecurity regarding the leakage of information or its use for purposes other than as intended [39,40]. As such an attitude is a very important concept for the future Ethical, Legal, and Social Issues in Science and Technology agenda in information technology, it may be necessary to develop a common rating scale with guaranteed psychometric validity [41,42]. Fourth, when interpreting the results of the survey, the impact of the privacy paradox along with clinical relevance must be considered. The privacy paradox is a situation in which people express concerns about privacy through their attitudes but do not hesitate to take actions that pose a significant risk in terms of revealing their private information in real life [43,44]. To avoid this paradox, we asked about respondents’ attitudes regarding their actual behaviors rather than their conceptual concerns. However, when reflecting on the results of this study for policy recommendations, it must be stated that the evidence is influenced by this paradox.

Conclusions

In this study, we investigated the public’s attitude toward the addition of several functions to COCOA, an app used to confirm COVID-19 contact distributed by the Japanese government. Although there was some resistance to its official and governmental release and use, there was little change in the public’s resistance, as depicted in this study, regardless of the added functions’ content. However, the sense of resistance to the government’s intervention was not ameliorated by the incentives provided to individuals. On the basis of the results of this study, we believe that it is acceptable for citizens to implement functions that involve a certain degree of privacy risk when digitally processed personal privacy information is used primarily to promote health benefits, such as preventing the spread of infectious diseases, provided that the entities in charge of such projects, such as government agencies, are fully accountable for their actions. Furthermore, at least with respect to projects such as health policy, citizens will set aside their privacy concerns in view of broader public health interests rather than individual economic incentives. Thus, this study offers insights into potential strategies for governmental use of private information through mobile devices. Further social research and empirical evidence are needed on this topic to form an ecosystem of information and people, which is still expanding daily.
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Abstract

Background: Despite the worldwide growth in using COVID-19 contact tracing apps (CTAs) and the potential benefits for citizens, governments, health care professionals, businesses, and other organizations, only a few studies have examined the factors affecting the levels of willingness to download a CTA.

Objective: This study aimed to investigate individuals’ preferences in the willingness to download a health app.

Methods: We conducted an experimental study in 2 countries, the Netherlands (N=62) and Turkey (N=83), using 4 different vignettes (ie, data protection, manufacturer, reward, and gaming models) with different attributes. Participants were randomly assigned to 1 of the conditions within the vignettes.

Results: The results showed that data protection and gaming elements are factors that influence the willingness to download a COVID-19 CTA. More specifically, we see that data protection is an important factor explaining the willingness to download the app in Turkey, whereas including gaming elements significantly affects the willingness to download the app in the Netherlands.

Conclusions: COVID-19 CTAs are highly promising to reduce the spread of the virus and make it easier to open up society faster, especially because they can be used quickly and share information rapidly. COVID-19 CTA developers must ensure that their apps satisfactorily and sufficiently address ethical considerations, even in times of crisis. Furthermore, integrating gaming elements in the CTA could enhance the willingness to download the CTA.

(JMIR Form Res 2022;6(7):e37891) doi:10.2196/37891
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Introduction

Background

The COVID-19 pandemic affected human health tremendously, as well as social and economic life, increasing the urge to find effective measures to start reviving public life as soon as possible while minimizing the risk of infection and hospitalization of patients [1]. Current developments across the world show that one strategy might be through technology, accompanied by mobile apps [2,3]. Considering that COVID-19 has proven to be highly contagious, especially newer variants such as Delta and Omicron [4]—sometimes without the carrier experiencing symptoms and infecting several others before actually testing positive—it is important to trace contacts and identify individuals who had close contact with the carrier.
Normally, this tracking is accomplished through a personal interview with the infected individual, establishing the people who have been in (close) contact with the carrier, and subsequently developing strategies to mitigate further spreading. However, it is difficult for people to accurately remember all the persons that they have been in close contact with, including those who cannot be identified because they are unknown to the carrier. Moreover, considering the rapidly increasing numbers of infected people in a majority of the countries worldwide at the moment, conducting the interviews manually would require a considerable workforce of trained individuals to hold the interviews effectively, which is a highly costly exercise and has shown to be ineffective in times of high infection rates [5].

Research has shown that COVID-19 contact tracing apps (CTAs) could mitigate the current pandemic by informing people instantly when they have been in close contact with an infected individual [5-9]. CTAs have been implemented in nearly all countries for the identification of pandemic hot spots, supporting collaborative information processes between the public and health authorities about critical contacts with infectious citizens. One of the main goals is to initiate knowledge circulation between the 5 systems of the Quintuple Helix [10], which includes the decision processes of policy makers. According to Oldeweme et al [6], the willingness to download processes of CTAs are fostered by the reduction of uncertainties—perceived privacy and performance risks—through trust in governments and public participation but do not reduce social risks and health-related COVID-19 concerns. Although these new possibilities promise several benefits for mitigating the pandemic, the actual willingness to download and the long-term use of mobile health (mHealth) apps is rather low and lags behind their potential [11]. As a result, despite the promising effects of the CTAs to mitigate the pandemic, there is insufficient evidence supporting the willingness to download preferences for these apps, although willingness to download is the first, and therefore important, step. This lack of evidence urges us to take a step back to better understand which factors influence the willingness to download CTAs [12,13].

A first step in this endeavor is to understand which factors affect people’s willingness to download CTAs. Considering the limited understanding of the general cognitive motivators that trigger people’s willingness to download health apps, especially in times of crisis, it is important to examine which attributes of health apps are preferred when downloading CTAs. An extensive systematic literature review [14] has shown that, in support of the Technology Acceptance Model, 8 key themes can be categorized for clinicians’ adoption of mHealth tools: usefulness, ease of use, design, compatibility, technical issues, content, personalization, and convenience. In addition, from a patient’s perspective [15], usefulness, ease of use, data-related factors, monetary factors, technical issues, and user experience were considered to be important factors for the adoption of an mHealth app.

Furthermore, intrinsic motivation to use such a health app is considered a strong predictor of actual willingness to download and use [16]. In addition, Salomoni et al [17] point out that rethinking how the users receive and interact with a health app is important to better understand the role of diegetic interfaces, which should also be taken into account when developing a CTA. Without the proper comprehension of the cognitive motivators that explain the willingness to download and use mHealth apps, it would be very difficult to establish the effectiveness of mHealth apps and fully understand individuals’ use of such apps.

### Attributes Explaining Preferences in the Willingness to Download CTAs

The rising use of mHealth apps threatens to change the way substantial amounts of health data will be managed, with a paradigm shift from mainframe systems located in the facilities of health care providers to apps on mobile phones and data stored in shared cloud services [18,19]. According to Klar and Lanzerath [20], besides the challenges of effectiveness, technological problems and the risks of privacy and equity have to be considered. Ryan [21] has, for example, evaluated South Korea’s digital tracing app through the lens of 4 human rights principles to determine if this response was ethically justifiable (ie, necessary, proportional, scientifically valid, and time-bounded) and concluded that the Korean digital CTA was scientifically valid and proportionate—meeting the necessity requirement—but it was too vaguely defined to meet the time-boundedness requirement. More specifically, the prerequisite of an ethical deployment of CTAs is voluntariness, starting with deciding to carry a smartphone, choosing to download and install a CTA, leaving the CTA operating in the background all the times, and finally, sharing contact logs when tested positive. Peschke et al [22] discussed the voluntariness of CTA deployment in different countries. Based on an analysis of more than 35 CTAs worldwide [23], 2 main categories of CTA deployment could be identified. First, for the participation of the public life, such as entering university campuses and shopping malls in Turkey, an individual Hayat Eve Sığar (Turkish for “life fits into home”) code has to be generated and presented to the gatekeepers. In these apps, the data of the users are collected in a central place and sometimes shared with other state institutions. If COVID-19 is detected within the passengers of the same vehicle or at the same location within the next 14 days, everyone at that place, family doctors, and the filiation team are informed [24]. Second, Google and Apple have developed a system called Exposure Notifications System to bring out anonymized identity information to the users’ environment via Bluetooth. The importance of data protection and privacy issues regarded by potential users of the CTAs have not been sufficiently understood yet.

A recent study has shown that privacy perceptions are related to the use of mHealth apps, in which people with more concerns about the secondary use of their personal data were less likely to use certain mHealth apps [25]. In addition, the manufacturer of a health app can be considered a heuristic in the consumers’ willingness to download a CTA. There is reason to assume that this factor may be an important, as the industry has struggled with its public image over the past few decades. Companies need to negotiate a tension between, on the one hand, striving for optimal health care and, on the other hand, striving for profit [26]. In the eyes of the public, it is not always clear that the
industry has the patients’ interests at heart [27]. Therefore, people would probably prefer if an mHealth app is manufactured by the government than by a company.

By contrast, the Edelman Trust Barometer [28] reveals that business is the only institution that is understood to be competent and ethical by the public in 18 of the 27 countries evaluated. The public is more likely to trust in business as it acts as the guardian of information quality, embraces sustainable practices, and provides robust COVID-19 health and safety response [28]. However, the Netherlands noticed an increase of trust in both business and government [28]. The Edelman Trust Barometer did not capture data from Turkey, but the result of 2 studies conducted in 2020 show that the pandemic crisis revealed 2 different results. Bostan et al [29] conclude that the public trusts the authorities and the accuracy of the decisions taken by the state to combat the pandemic. However, Tanca et al [30] perceive the ambiguity and capriciousness of the public’s reactions as a result of the uncertainty of both the government and national economy. A special report about trust and coronavirus published by Edelman Trust Barometer [31] reveals that 85% of the respondent want to hear more from scientists and less from politicians.

Lastly, it is worth emphasizing the importance of the design of the CTA when participants are downloading apps. Web-based gaming studies have shown that elements and features with clear goals at every step [32], immediate feedback [33-35], and balance between challenge and skill [36] grounded in the flow theory [37] are considered key elements of the willingness to download apps.

Finally, since last year, the majority of the public has prioritized increasing their own media and information literacy as well as science literacy, but only 26% of the respondents have good information hygiene—considering news engagement, avoiding information echo chambers, verifying information, and not amplifying unvetted information [28].

Hypotheses

In this study, we conducted 4 small experimental studies based on vignettes in 2 different countries (the Netherlands and Turkey). In the vignette study, we manipulated the manufacturer (government vs company), data protection (data protection vs no information), reward (no reward vs voucher as a reward), and data protection vs no information, no reward vs voucher as a reward, or no gaming elements vs gaming elements variables and assessed the likelihood of downloading a COVID-19 CTA to test the following hypothesis:

1. Participants who are exposed to a COVID-19 CTA developed by a government will be more willing to download the app than participants who are exposed to a COVID-19 CTA that is developed by a company (Hypothesis [H1]).
2. Participants who are exposed to a COVID-19 CTA whereby there was communication that the data is protected by law will be more willing to download the app than participants who are exposed to a COVID-19 CTA whereby no information was given about the data protection (H2).
3. Participants who are exposed to a COVID-19 CTA and will receive a reward based on scientific evidence will be more willing to download the app than participants who are exposed to a COVID-19 CTA and will receive no rewards (H3).
4. Participants who are exposed to a COVID-19 CTA that includes gaming elements will be more willing to download the app than participants who are exposed to a COVID-19 CTA without any gaming elements (H4).

Methods

Design

In this study, we conducted 4 small experimental studies through a web-based questionnaire using vignettes to simulate real-life situations. The use of a web-based questionnaire provided completion time data to support the internal validity checks and enabled an accurate record of the time taken to complete the surveys. There were 2 rounds of cognitive testing (N=12) undertaken in the Netherlands to check the participants’ comprehension of information when making choices. These pretests confirmed that a study based on the questionnaire was acceptable and understandable for participants, after some minor revisions in the explanation of the task.

Procedure

All survey participants were informed about the overall study goals and procedures. First, participants were asked to provide sociodemographic information, including their age group, gender, education, and employment status. Subsequently, an introduction to the vignette studies provided an explanation of what was expected from the participants. One example of the vignette is the following, whereby the last sentence is the part of the script that varied among the conditions.

Imagine that an app is presented to you to mitigate the pandemic, by providing you detailed information about the people that you have been around with, how close, and for how long, that are infected by the COVID virus, or not. Based on the collected data, the app will provide tailored advice to improve your health. We will present you some pairs of options and will ask you to select the one that you would prefer to use the app or not. Importantly, the app is developed by the government.

Subsequently, participants were asked to score the likelihood that they would download the app and whether they would download the app. The other vignettes entailed exactly the same text, except the last sentence was replaced by the specific condition the participant was randomly allocated to (government vs company, data protection vs no information, no reward vs voucher as a reward, or no gaming elements vs gaming elements).

Ethics Approval

Only those who agreed to participate in the study gained access to the web-based survey. The approval of the Ethical Committee of the Tilburg School of Humanities and Digital Sciences to conduct the experiment was obtained (REDC 2021.73). Through signing informed consent, participants were ensured that their data would remain confidential, and they were told that they
could cease participation at any moment. All participants participated anonymously, and the collected data was stored in a dark archive at the Tilburg University.

**Participants**

For this study, we used data collected from 2 different countries (Turkey and the Netherlands). This study was part of a larger project, whereby multiple experiments were conducted. After the participants finished the discrete choice experiment, they also participated in a separate experiment that is reported in a separate paper. The data in the Netherlands (N=62) and Turkey (N=83) were collected through a web-based survey administered through Qualtrics (SAP America Inc). Participant characteristics are shown in Table 1.

**Table 1.** Descriptive information about the participants per country.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Netherlands (N=62)</th>
<th>Turkey (N=83)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, women, n (%)</strong></td>
<td>31 (50)</td>
<td>43 (52)</td>
</tr>
<tr>
<td><strong>Age (year), mean (SD)</strong></td>
<td>23.92 (7.45)</td>
<td>21.87 (2.46)</td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary education</td>
<td>3 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>High school diploma</td>
<td>3 (5)</td>
<td>10 (12)</td>
</tr>
<tr>
<td>Some years of university</td>
<td>28 (45)</td>
<td>61 (73)</td>
</tr>
<tr>
<td>University degree</td>
<td>18 (29)</td>
<td>10 (12)</td>
</tr>
<tr>
<td>Post-graduate degree</td>
<td>10 (16)</td>
<td>2 (2)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed/self-employed</td>
<td>11 (18)</td>
<td>12 (14)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>7 (11)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Student</td>
<td>44 (71)</td>
<td>71 (86)</td>
</tr>
<tr>
<td>Retired</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Not working due to illness or disability</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Another reason for not being in the labor force</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Health app use, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No use</td>
<td>27 (44)</td>
<td>30 (36)</td>
</tr>
<tr>
<td>1 time</td>
<td>8 (13)</td>
<td>18 (22)</td>
</tr>
<tr>
<td>2 times</td>
<td>11 (18)</td>
<td>18 (22)</td>
</tr>
<tr>
<td>3 times</td>
<td>7 (11)</td>
<td>6 (7)</td>
</tr>
<tr>
<td>4 times</td>
<td>3 (5)</td>
<td>4 (5)</td>
</tr>
<tr>
<td>5 times</td>
<td>0 (0)</td>
<td>3 (4)</td>
</tr>
<tr>
<td>&gt;5 times</td>
<td>6 (10)</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Health consciousness, mean (SD)</td>
<td>3.77 (0.68)</td>
<td>3.93 (0.83)</td>
</tr>
<tr>
<td>Health information orientation, mean (SD)</td>
<td>2.99 (0.82)</td>
<td>3.48 (0.92)</td>
</tr>
<tr>
<td>eHealth literacy, mean (SD)</td>
<td>2.85 (0.96)</td>
<td>3.09 (1.00)</td>
</tr>
</tbody>
</table>

**Measures**

**Dependent Variables**

Willingness to download the app was measured through the question “Please indicate on a scale of 1 to 10 how likely it is that you would download the app. Please place yourself at a point on this scale where ‘0’ indicates that you would ‘definitely not download the app,’ ‘10’ indicates that you would ‘definitely download the app,’ and the remaining numbers indicate something in between these 2 positions.” whereby participants could answer on a visual analog scale.

Intention to download the app was measured through the question “Would you download the app?” whereby participants could answer yes or no.

**Intrapersonal Factors**

Health app use was measured by asking how often the participant used a health app, varying from 0 (never) to 6 (more than 5 times), and how much time the participant spent using a health app in the last week, varying from 0 (0 hours) to 6 (more than 1 hour).

Health consciousness was measured using 5 statements that were rated on a 5-point scale (from 1 representing strongly...
disagree to 5 representing strongly agree) [38]. The reliability of the scale was high (α=.82).

Health information orientation was measured using 8 statements rated on a 5-point scale (from 1 representing strongly disagree to 5 representing strongly agree) [38]. The reliability of the scale was high (α=.87)

eHealth literacy was measured using 8 statements rated on a 5-point scale (from 1 representing strongly disagree to 5 representing strongly agree) [39]. The reliability of the scale was high (α=.95).

Statistical Analyses
Several analyses of covariance (ANCOVAs) were conducted to assess the participants’ likelihood to download the app—first, for all participants and subsequently, for each country. Next, we conducted logistic regression analyses to assess the participants’ probability to download the app.

Results

Developer Models
The first ANCOVA tested if participants who were exposed to a COVID-19 CTA developed by a government were more willing to download the app than participants who were exposed to a COVID-19 CTA developed by a company, whereby age, gender, education, health consciousness, health information orientation, and eHealth literacy were included as covariates in the analysis. No effects were found for the developer (F_{7,117}=1.307; P=.26). For age (F_{1,117}=9.848; P=.002) and eHealth literacy (F_{1,117}=7.047; P=.009), we found significant relationships. For the other factors, we found no significant differences.

Next, the logistic regression analysis showed that there was no effect of the developer on whether the participants would download the app (P=.32). For age (P<.001) and education (P=.02), we found significant relations to whether the participants would download the app.

A separate ANCOVA for the Netherlands showed that no effects were found for the developer (F_{7,54}=1.638; P=.21). We found a significant relationship for age (P=.01). For the other factors, we found no significant differences. In addition, the logistic regression analysis showed that there was no effect of the developer on whether the participants would download the app (P=.46). For age (P=.01) and education (P=.008), we found significant relations to whether the participants would download the app.

In Turkey, an ANCOVA showed that no effects were found for the developer as well (F_{7,75}=0.094; P=.76). For the other factors, we found no significant differences. Furthermore, the logistic regression analysis showed that there was no effect of the developer on whether the participants would download the app (P=.49). For age (P=.02) and eHealth literacy (P=.01), we found significant relations to whether the participants would download the app.

Data Protection Models
The second ANCOVA tested if participants who were exposed to a COVID-19 CTA developed whereby data was protected by European legislation were more willing to download the app than participants who were exposed to a COVID-19 CTA whereby no information was given about the data protection, whereby age, gender, education, health consciousness, health information orientation, and eHealth literacy were included as covariates in the analysis. The results showed that participants who were exposed to a COVID-19 CTA developed whereby data was protected by law (mean 6.93, SD 2.44) were significantly more willing to download the app than participants who were exposed to a COVID-19 CTA whereby no information was given about the data protection (mean 6.93, SD 2.44; F_{7,117}=19.125; P<.001). For the other factors, we found no significant differences. The logistic regression analysis showed that there was a significant effect of data protection on whether the participants would download the app (P<.001). The probability that a participant would download the app would be 3.886 times greater when the data was protected by EU legislation than when no information was provided about what would be done with the data. For the other factors, we found no significant relations.

Separate analyses for the Netherlands showed that participants who were exposed to a COVID-19 CTA developed whereby data was protected by law were not more likely to download the app than participants who were exposed to a COVID-19 CTA whereby no information was given about the data protection (F_{7,54}=1.130; P=.29). For the other factors, we found no significant differences. The logistic regression analysis showed that there was a significant effect of data protection on whether the participants would download the app (P=.03). The probability that a participant would download the app would be 3.327 times greater when the data was protected by law than when no information was provided about what would be done with the data. For the other factors, we found no significant relations.

In Turkey, participants who were exposed to a COVID-19 CTA developed whereby data was protected by law were significantly more willing to download the app (mean 7.27, SD 2.52) than participants who were exposed to a COVID-19 CTA whereby no information was given about the data protection (mean 4.17, SD 3.09; F_{7,75}=24.584; P<.001). For the other factors, we found no significant differences. The logistic regression analysis showed that there was a significant effect of data protection on whether the participants would download the app (P=.007). The probability that a participant would download the app would be 3.847 times greater when the data was protected by law than when no information was provided about what would be done with the data. For the other factors, we found no significant relations.

Reward Models
The next ANCOVA tested if participants who were exposed to a COVID-19 CTA and would receive a reward if they adopted the app were more willing to download the app than participants who were exposed to a COVID-19 CTA and would receive no
logistic regression analysis showed that there was a significant effect of gaming on whether the participant would download the app \( (P=0.006) \). Participants who were exposed to a COVID-19 CTA with gaming elements were 20.516 times more likely to download the app than participants who were exposed to a COVID-19 CTA without gaming elements. For age \( (P=0.03) \), education \( (P=0.02) \), health consciousness \( (P=0.04) \), and eHealth literacy \( (P=0.03) \), we found significant relations to whether the participants would download the app. In Turkey, we found no significant differences between the gaming conditions \( (F_{7,75}=2.380; \ P=0.57) \) and for the other factors. The logistic regression analysis showed that there was no effect of gaming on whether the participants would download the app \( (P=0.62) \). No other factors were significantly related to whether the participants would download the app.

**Discussion**

**Principal Findings**

The results showed that data protection and gaming elements are important factors that affect the willingness to download a COVID-19 CTA, thereby supporting H2 and H4. For the developer and reward, we found no significant differences between the participants, thus rejecting H1 and H3. Governments might not have a second chance to get an intervention right, especially because in times of crises, trust in politicians is an important factor to mitigate the crisis at stake. Governments, developers, and deployers must ensure that COVID-19 CTAs satisfactorily address the ethical questions that were set out \([3]\). According to the Organisation for Economic Cooperation and Development \([40]\), citizens expect integrity, openness, and fairness in communication and knowledge transfer, where responsiveness and reliability are crucial factors. As a result, a positive perception of comprehension leads to an increase in acceptance and cooperative engagement.

**Comparison With Prior Work**

Despite the worldwide growth in using COVID-19 CTAs and the potential benefits for all the actors within the Quintuple Helix to mitigate the pandemic more effectively and make us able to open up society sooner, only a few studies have examined the factors affecting the levels of willingness to download the apps. In this study, we investigated individuals’ preferences in the willingness to download a health app. Digital contact tracing via smartphone apps was established as a new public health intervention in many countries in 2020. Most of these apps are now at a stage where they need to be evaluated as public health tools, especially because this could provide us with important lessons for future events such as the current pandemic \([3,41]\).

**Limitations**

One of the limitations of the study is that we used a convenience sampling, whereby most of the participants were students from only 2 countries, thus reducing the generalizability of the outcomes. Considering that this study is part of a larger study where we will develop an actual CTA that will be tested among a larger and more representative study in 5 different countries.
(Spain, the Netherlands, Finland, Germany, and Turkey), the generalizability will improve. Finally, gamification elements might have been judged differently if they were actually displayed or could be tried out in the experiment, increasing its effectiveness, which unfortunately was not possible. In the next phase of the study, we will test gaming elements in more detail.

**Conclusions**

Simply rolling out a CTA without ethical considerations is not acceptable and does not support the knowledge circulation in the Quintuple Helix. Even in a crisis, a “try everything” approach is dangerous when it ignores the real costs, including serious and long-lasting harms to fundamental rights and freedoms and the opportunity costs of not devoting resources to something else. As this pilot study shows, reassuring people that data protection regulations are put in place is an essential element for increasing the levels of willingness to download CTAs.

During the last few decades, mHealth initiatives have emerged at an accelerating pace; some have seen widespread willingness to download, whereas others have failed to provide sustained value [42]. These failings can be attributed to their design and implementation efforts that were initiated without a good understanding of the interdependencies between technology, societal and cultural values, and user experience in a health care setting, which has become highly apparent during the current pandemic and health care crisis. Many conceptual frameworks based on implementation science have been developed to evaluate and orient mHealth delivery. These frameworks highlight key factors that predict successful and sustainable mHealth technologies, although there is still limited understanding of the factors influencing the willingness to download these technologies. The urgency of the ongoing public health crisis stimulated the rapid development of CTAs and other mHealth innovations, and this generated a substantial number of related publications. Their coverage of the essential design and implementation characteristics for eHealth innovation remains under investigated and needs to be further researched in future studies [41].
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Abstract

Background: During the COVID-19 pandemic, several home monitoring programs have described the success of reducing hospital admissions, but only a few studies have investigated the experiences of patients and health care professionals.

Objective: The objective of our study was to determine patients’ and health care professionals’ experiences and satisfaction with employing the COVID-box.

Methods: In this single-center, retrospective, observational study, patients and health care professionals were asked to anonymously fill out multiple-choice questionnaires with questions on a 5-point or 10-point Likert scale. The themes addressed by patients were the sense of reassurance and safety, experiences with teleconsultations, their appreciation for staying at home, and the instructions for using the COVID-box. The themes addressed by health care professionals who treated patients with the COVID-box were the characteristics of the COVID-box, the technical support service and general satisfaction, and their expectations and support for this telemonitoring concept. Scores were interpreted as insufficient (≤2 or ≤5, respectively), sufficient (3 or 6-7, respectively), or good (≥4 or ≥8, respectively) on a 5-point or 10-point Likert scale.

Results: A total of 117 patients and 25 health care professionals filled out the questionnaires. The median score was 4 (IQR 4-5) for the sense of safety, the appreciation for staying at home, and experiences with teleconsultations, with good scores from 76.5% (88/115), 86% (56/65), and 83.6% (92/110) of the patients, respectively. Further, 74.4% (87/117) of the patients scored the home monitoring program with a score of ≥8. Health care professionals scored the COVID-box with a minimum median score of 7 (IQR 7-10) on a 10-point scale for all domains (ie, the characteristics of the COVID-box and the technical support service and general satisfaction). For the sense of safety, user-friendliness, and additional value of the COVID-box, the median scores were 8 (IQR 8-10), 8 (IQR 7-9), and 10 (IQR 8-10), respectively, with good scores from 86% (19/22), 75% (15/20), and 96% (24/25) of the health care professionals, respectively. All health care professionals (25/25, 100%) gave a score of ≥8 for supporting this home monitoring concept, with a median score of 10 (IQR 10-10).
Conclusions: The positive experiences and satisfaction of involved users are key factors for the successful implementation of a novel eHealth solution. In our study, patients, as well as health care professionals, were highly satisfied with the use of the home monitoring program—the COVID-box project. Remote home monitoring may be an effective approach in cases of increased demand for hospital care and high pressure on health care systems.

(JMIR Form Res 2022;6(7):e38263) doi:10.2196/38263
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Introduction

The COVID-19 pandemic resulted in an increased demand for hospital care. To keep up with this surging demand, home monitoring was implemented in many countries to avoid unnecessary hospital admissions and detect clinical deterioration in patients at an earlier stage to allow for timely admission and readmission [1].

At the Leiden University Medical Center (LUMC), the Netherlands, we developed the COVID-box project, which is a home monitoring program for patients with (suspected) COVID-19. After a hospital or emergency department visit, patients with (suspected) COVID-19 receive Bluetooth-connected devices (blood pressure monitor, pulse oximeter, and thermometer) and instructions for monitoring their vital parameters 3 times per day, combined with daily teleconsultations carried out by a health care professional. Once the patients get home, the COVID-box team calls the patients to help with the installation of devices and answer questions. The COVID-box team is reachable during office hours for solving logistics issues and answering questions from patients and health care professionals. A detailed description of the telemonitoring program was published previously [2].

The implementation of several home monitoring programs has resulted in a reduction in hospital admissions by allowing for the safe survey of clinical symptoms and vitals [3-9]. Although many observational studies have studied the effectiveness of home monitoring, few studies have reported on patients’ and doctors’ experiences with telemonitoring [5,10-13]. We focused on the COVID-box experiences of patients and health care professionals.

Methods

Ethics Approval

Central ethical approval was obtained for this study from the medical ethics committee of the LUMC.

Study Design

This retrospective observational study was conducted as part of the COVID-box project, which was initiated at the LUMC in May 2020 upon the first wave of the pandemic. A detailed operational description of the COVID-box project was previously reported [2]. In this study, we evaluated patients with COVID-19 and their experiences with telemonitoring by surveying patients after the completion of the telemonitoring phase and full recovery. Patients were asked to anonymously fill out questionnaires regarding the sense of reassurance and safety, experiences with teleconsultations, their appreciation for staying at home, and the instructions for the COVID-box. Health care professionals who treated patients with the COVID-box were given separate questionnaires regarding the characteristics of the COVID-box, the technical support service and general satisfaction (estimated patient satisfaction), and their expectations and support for this telemonitoring concept. All questions were multiple-choice questions on a 5-point or 10-point Likert scale. For this study, scores were interpreted as follows: on a 5-point Likert scale, scores of ≤2 were insufficient scores, scores of 3 were sufficient scores, and scores of ≥5 were good scores; on a 10-point scale, scores of ≤5 were marked as insufficient, scores of 6 to 7 were marked as sufficient, and scores of ≥8 were marked as good. Unvalidated questionnaires were developed by members of the Department of the Directorate of Quality and Patient Safety and clinicians from the Department of Internal Medicine. The questionnaires were web-based and anonymous.

Statistics

Descriptive statistics were used to summarize the results. The scores given by patients and health care professionals are presented as medians with IQRs, and the number of patients and health care professionals are presented as absolute numbers and percentages. We used IBM SPSS Statistics Version 25 (IBM Corporation).

Results

Patients

Of the first 300 patients who were monitored in the COVID-box project from June 2020 to March 2021, a total of 117 (39%) responded to a web-based survey (Multimedia Appendix 1). All of these patients underwent actual telemonitoring with at least 1 contact with a health care professional by using the COVID-box as a home monitoring tool. The results are summarized in Figure 1.

The median score for the sense of reassurance and safety, experiences with teleconsultations, the appreciation for staying at home, and the ability to ask questions about the disease and disease course, the median score was 4 (IQR 3-5); good scores were given by patients and health care professionals are presented as medians with IQRs, and the number of patients and health care professionals are presented as absolute numbers and percentages. We used IBM SPSS Statistics Version 25 (IBM Corporation).
patients scored the home monitoring program with the COVID-box as good, with a score of 8 or higher.

**Figure 1.** Patients' valuation. *“Information provision” ratings; **“Grade” ratings.

Health Care Professionals

**Overview**

Of the 60 health care professionals approached, 25 (42%) filled out the questionnaire (Multimedia Appendix 2). Of these, 6 (24%) were specialists who worked at the emergency department, 5 (20%) were specialists from the Department of Internal Medicine (20%), 12 (48%) were residents, and 2 (8%) were nurse practitioners. The results are summarized in **Figure 2**.

**Figure 2.** Health care professionals' valuation.
Characteristics of the COVID-box

The median score for the sense of safety, reliability, and more self-management/control in patients was 8 (IQR 8-10), with good scores from 86% (19/22), 89% (8/9), and 92% (22/24) of health care professionals, respectively. For user-friendliness, data presentation, and time efficiency, the median scores were 8 (IQR 7-9), 7 (IQR 7-10), and 8 (IQR 6-9), respectively; good scores were given by 75% (15/20), 44% (4/9), and 55% (6/11) of health care professionals, respectively. The additional value of the COVID-box had a median score of 10 (IQR 8-10), with good scores from 96% (24/25) of health care professionals.

Technical Support Service (COVID-box Team)

For information provision and technical support for problems, the median scores were 7 (IQR 7-8) and 8 (IQR 7.5-8), respectively, with good scores from 37% (8/22) and 76% (13/17) of health care professionals, respectively. The median scores for the assessment of a patient’s ability and motivation were 8 (IQR 6-8) and 8 (IQR 7-9), respectively. A total of 57% (13/23) and 76% (16/21) of health care professionals, respectively, scored these items as good.

General Satisfaction

The general satisfaction of health care professionals and estimated patient satisfaction had a median score of 8 (IQR 7-8), and 60% (15/25) and 95% (18/19) of health care professionals scored these items as good, respectively. With regard to meeting the expectations for this home monitoring concept, good scores were given by 92% (22/24) of health care professionals, with a median score of 8 (IQR 8-10). With regard to supporting this home monitoring concept, the median score was 10 (IQR 10-10), with good scores from all health care professionals (25/25, 100%).

Discussion

Principal Findings

Our study demonstrates that the home monitoring of patients with COVID-19 is well appreciated by patients as well as health care professionals. Previous observational studies have shown the safety of the remote telemonitoring of patients with (suspected) COVID-19 and its efficacy in reducing hospitalization. Few studies have addressed user experience and patients’ and health care professionals’ satisfaction with telemonitoring. It is well established that the successful implementation of novel eHealth solutions is critically dependent on the positive experiences and satisfaction of involved users.

Comparison With Prior Work

During the extraordinary situation of the COVID-19 pandemic, remote telemonitoring has been quickly implemented in different ways [5-7,10-13]. In general, many patients and health care professionals are very positive about this concept. Remote telemonitoring is used for conducting disease triage; reducing hospital admissions; and providing reassurance, disease and disease course information; and psychological support to clinically stable patients at home. Several studies have reported that patients appreciate all forms of remote telemonitoring (eg, the measuring of vital parameters, symptom recording, and daily teleconsultations) in various settings (eg, in primary care and after an emergency department visit or hospital admission) [5-7,10-13]. The important aspects are easy access to the program, good information provision, and the good quality of the service for the onboarding process. Importantly, older age does not seem to be a problem, as different studies have successfully included patients aged >50 years [5,7,11]. Patients have pointed out that video consultations are also highly appreciated. Self-evidently, the adherence of patients to telemonitoring is critical to its success. Nonadherence to telemonitoring among patients with COVID-19 has been reported when they feel too sick, forget to measure vital parameters, feel insufficiently informed, or experience quick improvements in disease symptoms [13]. Health care professionals are largely convinced of the benefits of remote telemonitoring, as long as a program is easy to use and it is possible to receive patient data correctly.

Limitations

Given the observational and retrospective nature of our study, which was conducted during the COVID-19 pandemic, our study has several limitations that are noteworthy. First, the patient-reported experience measure questionnaires on telemonitoring a new disease, such as COVID-19, were not validated, and a formal validation of these questionnaires was out of the scope of this study. Second, the questionnaires were completed anonymously; therefore, internal consistency could not be reliably assessed. Lastly, the relatively low response rates (patients: 117/300, 39%; health care professionals: 25/60, 42%) could have introduced unwanted bias to the results of this study.

Conclusion

In conclusion, the home monitoring of patients with COVID-19 is well appreciated by patients as well as health care professionals. This study demonstrated that patients felt safe and reassured with the home monitoring and daily teleconsultations in the COVID-box project. Additionally, health care professionals were satisfied with the safety and user-friendliness of the COVID-box. The acceptance of the COVID-box is critical for the successful implementation and expansion of home monitoring for patients with COVID-19 to relieve the burden on health care systems. Our findings could be especially relevant to the current perspectives on oral antiviral agents for the out-of-hospital treatment of patients with COVID-19.
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Abstract

Background: Dental care expenses are reported to present higher financial barriers than any other type of health care service in the United States. Social media platforms such as Twitter have become a source of public health communication and surveillance. Previous studies have demonstrated the usefulness of Twitter in exploring public opinion on aspects of dental care. To date, no studies have leveraged Twitter to examine public sentiments regarding dental care affordability in the United States.

Objective: The aim of this study is to understand public perceptions of dental care affordability in the United States on the social media site, Twitter.

Methods: Tweets posted between September 1, 2017, and September 30, 2021, were collected using the Snscrepe application. Query terms were selected a priori to represent dentistry and financial aspects associated with dental treatment. Data were analyzed qualitatively using both deductive and inductive approaches. In total, 8% (440/5500) of all included tweets were coded to identify prominent themes and subthemes. The entire sample of included tweets were then independently coded into thematic categories. Quantitative data analyses included geographic distribution of tweets by state, volume analysis of tweets over time, and distribution of tweets by content theme.

Results: A final sample of 5314 tweets were included in the study. Thematic analysis identified the following prominent themes: (1) general sentiments (1614 tweets, 30.4%); (2) delaying or forgoing dental care (1190 tweets, 22.4%); (3) payment strategies (1019 tweets, 19.2%); (4) insurance (767 tweets, 14.4%); and (5) policy statements (724 tweets, 13.6%). Geographic distributions of the tweets established California, Texas, Florida, and New York as the states with the most tweets. Qualitative analysis revealed barriers faced by individuals to accessing dental care, strategies taken to cope with dental pain, and public perceptions on aspects of dental care policy. The volume and thematic trends of the tweets corresponded to relevant societal events, including the COVID-19 pandemic and debates on health care policy resulting from the election of President Joseph R. Biden.

Conclusions: The findings illustrate the real-time sentiment of social media users toward the cost of dental treatment and suggest shortcomings in funding that may be representative of greater systemic failures in the provision of dental care. Thus, this study provides insights for policy makers and dental professionals who strive to increase access to dental care.

(JMIR Form Res 2022;6(7):e36315) doi:10.2196/36315
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Introduction

A lack of access to dental care can lead to lower levels of systemic health, quality of life, and economic outcomes [1]. Yet, those who are most in need of dental care are often the least likely to receive it [2]. Low-income, working-age adults report the highest levels of financial barriers to needed dental care [3]. In the United States, the financial barriers to accessing dental care are higher than any other type of health care service [3-5]. The percentage of the population without dental insurance is more than twice that of those who are medically uninsured [6]. Spending on dental care results in a high percentage of out-of-pocket expenses because of a lack of insurance or high insurance deductibles and copayments [7].

While comprehensive dental coverage for children is an essential benefit under the Affordable Care Act, dental coverage for adults remains optional [7]. At the time of this study, 3 states provide no dental coverage, and 12 states provide emergency-only dental services to Medicaid beneficiaries [8]. In a comparison of public dental coverage for older adults in high-income countries, the United States had the shallowest dental coverage for older adults [9]. In an effort to mitigate access inequalities, there was a recent push in the US federal government to provide for Medicare coverage of dental and oral health services. In January of 2021, the Medicare Dental Benefit Act of 2021 (H.R.502 and S.97) was introduced into Congress, and President Biden’s budget-reconciliation package proposed funding for a Medicare dental benefit. In August 2021, the Centers for Medicare and Medicaid Services appointed a chief dental officer to guide it in advancing oral health in Medicare [10]. To best develop a policy to address financial barriers to dental care, perspectives at the individual level are needed.

Social media is increasingly becoming an essential tool for public health communication [11]. Twitter is a free social media service where people communicate their daily thoughts and behaviors in short, 280-character messages called "tweets." With over 68 million active monthly users in the United States, Twitter offers rich, population-based data for tracking concerns of public health significance [12]. Twitter data emerge from real-world social environments, which encompass a large and diverse range of people, without any prompting from researchers. This contrasts with traditional approaches of public surveillance where responses are elicited in the form of semistructured interviews and web-based surveys with open-ended questions [13]. In addition, Twitter is a compelling data source for public health researchers because of the real-time nature of the content and high level of correlation with user sentiment and consumer confidence indices [14]. These qualities have contributed to a growing number of studies examining the use of Twitter for public health research [15-21], including the investigation of aspects of oral health [22-26]. Several studies have aimed to assess the influence of societal events on Twitter content related to oral health [27,28].

This study aims to explore the sentiments of Twitter users in the United States on dental care affordability in order to summarize trends and perceptions that describe how the cost of dental treatment impacts access to dental care. To date, no studies have leveraged Twitter to examine public sentiments regarding dental care affordability in the United States.

Methods

Ethical Considerations

This infodemiological study used a convergent mixed methods approach [29,30] to analyze publicly available Twitter content related to dental care affordability. This study was submitted to the Institutional Review Boards of New York University (IRB-FY2021-5634) and the University of Washington (STUDY00013725). In alignment with federal regulations regarding the use of publicly available data for research, both institutional reviews determined that the study did not meet the criteria for research involving human subjects and that no further review was required.

Data Collection and Preprocessing

Data were obtained from Twitter, a free social media website created in 2006. Tweets can remain visible to the public or can be made visible only to approved followers, at the discretion of the user. Only publicly available tweets were used in this study, and usernames were removed for privacy protection.

Search terms were generated to identify tweets that discussed financial considerations associated with dental treatment. These search terms were tested and expanded through pilot queries and assessments until they were refined to the following word stems: “dental,” “dentist,” “tooth,” “teeth,” “root canal” AND “expensive,” “pay,” “afford,” and “money.”

Using a newly created account on Twitter, tweets were collected between September 1, 2017, and September 17, 2021, using Snscrape [31-33], an open-source web scraper written in Python (Python Software Foundation). The data collection script included a specific query that consisted of any combination of the search terms. Duplicate tweets, foreign language tweets, and retweets were then excluded. In addition to the tweets, metadata was collected as follows: “url,” “date,” “renderedContent,” “user,” “replyCount,” “retweetCount,” “likeCount,” “quoteCount,” “retweetedTweet,” “quotedTweet,” “mentionedUsers,” “coordinates,” “place,” “hashtags,” and “cashtags.”

Metadata related to the users’ location were used in order to limit the included tweets to those in the United States. Content was excluded from the data set of tweets for any of the following reasons: (1) content was unrelated to dental-treatment needs or experiences; (2) content was determined to be an advertisement; (3) content pertained to purely cosmetic or orthodontic dental procedures; (4) content pertained to veterinary dentistry; (5) content was classified as a joke or sarcasm; and (6) content was in reference to dental policies outside of the United States.

Data Analysis

Data were analyzed qualitatively using both deductive and inductive approaches. Two members of the research team with clinical dental knowledge (SY and LB) co-coded all of the tweets. In total, 8% (440/5500) of all of the included tweets were coded in order to identify prominent themes and subthemes. A final codebook was developed through consensus agreement.

A preliminary codebook was developed through the iterative process of clinical dental knowledge (SY and LB) co-coding all of the tweets. In total, 8% (440/5500) of all of the included tweets were coded in order to develop the codebook. In total, 8% (440/5500) of all of the included tweets were coded in order to identify prominent themes and subthemes.
among the members of the research team. The themes identified for the codebook included: (1) general sentiments; (2) delaying or forgoing dental care; (3) payment strategies; (4) insurance; and (5) policy statements. Using the codebook, the entire sample of the included tweets was independently coded by the aforementioned researchers. In instances where the coders disagreed, they reached a consensus through discussion.

Quantitative data analysis included geographic distribution of tweets by state, volume analysis of tweets over time, and distribution of tweets by content theme. The tweets were mapped to an individual state within the United States, and the volume of tweets over time were depicted using Tableau (Tableau Software Inc), a data visualization software.

Figure 1. Data collection flow chart. Tweets about dental care affordability.

<table>
<thead>
<tr>
<th>Main category</th>
<th>Overall (n=5314), n (%)</th>
<th>2017 (n=277), n (%)</th>
<th>2018 (n=1227), n (%)</th>
<th>2019 (n=1341), n (%)</th>
<th>2020 (n=1090), n (%)</th>
<th>2021 (n=1379), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>General sentiments</td>
<td>1614 (30.4)</td>
<td>110 (39.2)</td>
<td>399 (32.5)</td>
<td>405 (30.2)</td>
<td>320 (29.4)</td>
<td>380 (27.6)</td>
</tr>
<tr>
<td>Delaying or forgoing care</td>
<td>1100 (23.4)</td>
<td>64 (23.1)</td>
<td>304 (24.8)</td>
<td>286 (21.3)</td>
<td>266 (24.4)</td>
<td>270 (19.6)</td>
</tr>
<tr>
<td>Payment strategies</td>
<td>1019 (19.2)</td>
<td>34 (12.3)</td>
<td>206 (16.8)</td>
<td>298 (22.2)</td>
<td>249 (22.8)</td>
<td>232 (16.8)</td>
</tr>
<tr>
<td>Insurance</td>
<td>776 (14.4)</td>
<td>44 (15.9)</td>
<td>173 (14.1)</td>
<td>187 (13.9)</td>
<td>155 (14.2)</td>
<td>208 (15.1)</td>
</tr>
<tr>
<td>Policy statements</td>
<td>724 (13.6)</td>
<td>25 (9.0)</td>
<td>145 (11.8)</td>
<td>165 (12.3)</td>
<td>100 (9.2)</td>
<td>289 (21.0)</td>
</tr>
</tbody>
</table>

**Results**

**Data Collection**

Using the search terms, we collected a total of 18,685 tweets from September 1, 2017, to September 30, 2021. Of these tweets, 2617 (14%) were removed as duplicates, and 10,754 (57.6%) were removed based on preestablished exclusion criteria. A final sample of 5314 (28.4%) tweets (from 4963 unique users) were included in the study (Figure 1). The top 5 pairs of search terms were as follows: dental_afford (520/5314, 9.8% tweets); teeth_pay (461/5314, 8.7% tweets); dentist_pay (436/5314, 8.2% tweets); dental_money (356/5314, 6.7% tweets); and dental_expensive (353/5314, 6.6% tweets).

Table 1. Volume of tweets over time by thematic category.
<table>
<thead>
<tr>
<th>Theme and subtheme</th>
<th>Tweet</th>
</tr>
</thead>
</table>
| Insurance                   | • “My dental insurance deductible was so high, I couldn't have dental work done last year. And my knee surgery got cancelled as a result. Damn shame. Still can't afford it. [URL]”  
• “And… 19's root canal and crown cost more than the annual dental insurance max. There go $837 of tuition money. I'm really just over this whole century.”  
• “According to most health insurance companies teeth and eyes are luxury items that I must pay more to continue enjoying because they're a cosmetic privilege.”                                                                                                                                                                                                 |
| Payment strategies          | • “@username @username hey. I know it’s a long shot but I just had to use my rent money to have a very badly infected tooth removed and now I don’t know how I’m doing to pay rent. PLEASE help if you can 🙏 God bless ya’ll doing God’s work”  
• “Nervous to get my tooth pulled tomorrow but mainly because I’m afraid it’s gonna cost more than what I have left on the credit card I’m using to pay for it…”                                                                                                                                                                                                 |
| Delaying or foregoing care  | • “I canceled my root canal that was supposed to be Monday because my tooth quit hurting but here we are in ridiculous pain again and my husband has no job so no money to spend on it right now 😞”  
• “@username Yes it is I have several teeth I need to get pulled/ worked on but can’t afford it… and also take pain meds that don’t seem to help much of anything…”  
• “@username Do you live near a dental school? When I didn’t have dental insurance, I did an expensive project at a dental school for about 1/5 the cost. It took more time, but it was worth paying less.”                                                                                                                                                                                                 |
| General sentiments          | Dentist mistrust                                                                                                                        • “I’m positive the dentist doesn’t really find cavities in my teeth they just want to get my money and torture me. How do I brush every day and floss and still get cavities every time?”                                                                                                                                                                                                 |
|                             | Dentistry is expensive                                                                                                                  • “@username Dental work is horribly expensive. I have had my very last $1700 root canal.”  
• “@username @username This is why I never want to hear another American make fun of British teeth again. People in this country cannot afford the astronomical prices charged by dentists for dental care. So they just go without dental care at all.”                                                                                                                                                                                                 |
|                             | General statements                                                                                                                      • “@username @username When someone has a dental problem serious enough for a root canal, they are in pain and it will be an emergency treatment. But only people with money or dental insurance can get one. Most states’ Medicaid doesn’t cover adult dental care, and if it does, they pull the tooth.”                                                                                                                                                                                                 |
|                             | Positive sentiments                                                                                                                     • “I spent a lotta money on my teeth and it was worth it 🎉”                                                                                                                                                                                                 |
|                             | Policy statements                                                                                                                       • “@DeptVetAffairs @SenateGOP @HouseGOP I cannot afford regular dental coverage as a disabled veteran with a $200 a month income.”  
• “My mom doesn’t have insurance for dental care…now, she has an infection in her tooth… now she needs to pay $1504 before seeing the specialist… we don’t have $1504 in the bank… This is why we need Medicare For All!!! I’m angry because of this greedy corruption #Bernie2020”  
• “@username @username @username When someone has a dental problem serious enough for a root canal, they are in pain and it will be an emergency treatment. But only people with money or dental insurance can get one. Most states’ Medicaid doesn’t cover adult dental care, and if it does, they pull the tooth.”                                                                                                                                                                                                 |

*Username was removed to maintain the privacy of the Twitter user.

**General Sentiments**

The most prominent theme included tweets containing general sentiments that expressed that dental care was expensive or not affordable but did not additionally suggest the cost that prohibited the user from accessing needed dental care. The overwhelming majority of these tweets expressed negative sentiments. Tweets in this thematic category were subcoded into the following subthemes: mistrust of dentists, expressions that dental care is expensive for the tweeting individual or a personal acquaintance (eg, a family member), impersonal statements about the affordability of dental care, and positive sentiments about accessing dental care.

The most prevalent subtheme was “expensive dental care,” representing 70.3% (n=1135) of the tweets in this theme. Individuals frequently expressed displeasure related to the direct cost of dental care and surcharges related to administrative costs.

*The consultation alone was $250… out of pocket at that …why the dentist gotta be so expensive?? I just want to be beautiful and healthy for the low [URL].*  
[User #677]

Tweets about “dentist mistrust” represented the second most prevalent subtheme of general sentiments. Users expressed sentiments of being financially duped or perceptions of dentists prioritizing financial gain over the patient’s health.

@username @username Another common practice to make more money, is to remove all of the wisdom teeth, when often times patients do not need all of
them removed. It’s just like, we’re in there, so let’s do them all. [User #1106]

**Delivering or Forgoing Dental Care**

Tweets about delaying or foregoing dental care due to an inability to afford treatment were categorized into the second most prominent theme. Strategies resulting from delaying or forgoing dental care mentioned within this theme included dental tourism, visits to the emergency room, visits to free clinics or dental schools, and self-treatment.

Users tweeted about not being able to afford the upfront cost of care and as a result delaying care despite being in pain. In some cases, users shared experiences of death resulting from an inability to access dental care.

@username I had a friend who didn’t get treated, he died from sepsis. I don’t want to scare you but it can be infected and that can spread really fast. No dentist should refuse someone because they can’t pay when it comes to infection. I wish her well. [User #1126]

Users reported visiting the emergency room to address dental pain or infection when they could not afford treatment by a dentist. They often expressed dissatisfaction with their experience, which often left them with palliative care such as pain killers and antibiotics rather than treatment. In some cases, visits to the emergency room resulted in unexpected costs when medical insurances denied claims for dental-related conditions.

@username will not cover the ER visit because dental related, and I will have to pay close to $2000 hospital bill. All they did was examine me and prescribe painkiller and antibiotics. How is this right? Everything needs to change. [User #4995]

Travel to countries with lower-cost dental care was expressed as a way to access care when dental treatment in the United States was considered to be too expensive. Domestically, users considered going to dental schools or public dental clinics when they could not afford the cost of a private dentist.

The fact that I’m driving three hours into Mexico tomorrow to get my teeth done at 1/8 of the price I was going to pay at a “nonprofit” dentist in America is fucking ridiculous. [User #1990]

**Payment Strategies**

The theme about “payment strategies” for needed dental care most frequently included tweets asking for donations from others. Certain twitter accounts were frequently referenced in donation requests including @pulte, @TeamPulte, and @JefferyStar. Twitter users often asked for funds to be sent to them via PayPal, Venmo, GoFundMe, and CashApp.

I’m raising money to have my teeth pulled. Click to Donate: [URL] via @gofundme. [User #241]

A limited number of tweets indicated having to make sacrifices, such as foregoing groceries or rent, to afford dental care. Other payment strategies included going into debt and using stimulus checks or tax refunds to pay for care.

Really hoping I get stimulus money. I have teeth that hurt and dentists are expensive. [User #1091]

**Insurance**

Tweets discussing experiences with private-payer dental insurance were included in this less prominent theme. Many tweets discussed dental insurance as an employee benefit, and some expressed gratitude for occupation-granted insurance facilitating access to dental care.

However, tweets about insurance for dental care expressed negative sentiments more frequently, including a fear of losing coverage or not being able to afford care despite having insurance. In certain instances, individuals expressed displeasure with the complexity of the insurance system and dissatisfaction for having to pay for a portion of dental care in addition to their monthly insurance premium. Some users also expressed displeasure with dental care being excluded from medical insurance.

@username I have fancy employee dental insurance, but still have to pay a bunch for crowns and root canals with the added bonus of being really limited in dentists who accept the insurance. Instead of paying $1,000 for a crown I pay $300. So basically paying $30/month for a discount card. [User #4934]

**Policy Statements**

Tweets categorized as “policy statements” were the least prominent theme. The included tweets were those that mentioned Medicaid or Medicare, health care reform, were directed at politicians, or were about veterans. The content of these tweets was often related to the desired policy changes related to dental coverage.

**Time and Geographic Distribution of Tweets**

Overall, 5314 tweets about dental affordability were collected (Table 1), with 277 (5.2%) in 2017, 1227 (23.1%) in 2018, 1341 (25.2%) in 2019, 1090 (20%) in 2020, and 1379 (26%) in 2021. The period of data collection was less than a year in 2017 (March 1 to September 30; 9 months) and 2021 (January 1 to September 30; 9 months).

The volume of tweets over the study period is depicted in Figure 2. There was a monthly average of 116 included tweets. The lowest number of tweets was observed in April 2020 (58 tweets, 1.1%), and the highest number of tweets was observed in September 2021 (673 tweets, 12.7%). Overall and across each year of collection, “general sentiments” was the most prevalent thematic category (Table 1). “Delaying or foregoing care” was the second most prevalent thematic category, except in 2019 and 2021, when “payment strategies” and “policy statements,” respectively, were the more frequently observed categories. “Policy statements” was consistently the least frequently observed thematic category, except for a significant increase in 2021.

The geographic location of tweets was determined and mapped in Figure 3. Tweets originated the most from the most populous states in the United States, which are California, Texas, Florida, and New York [34].
Discussion

Principal Results and Comparisons With Prior Work

This study leveraged Twitter to examine public sentiments toward dental care affordability in the United States. Twitter users expressed dissatisfaction with the cost of dental treatment and the ability to access dental care. The overwhelmingly negative sentiments found in this study provide insight into how individuals are coping with financial barriers, including delaying or foregoing care and pursuing various payment strategies.
study findings support the conclusions of the existing dental literature on oral care affordability [2-5,7]. In the 2019 National Health Interview Survey, it was found that 19.2% of women and 15.6% of men did not access their needed dental care because of cost in the prior 12 months [35]. Rates of forgoing dental care are particularly high for uninsured adults, where 1 in 2 had not seen a dentist because of costs [36].

Moreover, our study findings highlight the fact that financial barriers to accessing dental care are prevalent even among those with dental insurance. The expressed sentiments of discontent with dental insurance payment structures echoed those of the existing reports in the literature. In a study on US health care spending, among 154 conditions examined, oral disorders requiring dental care had the highest out-of-pocket costs [37]. Another study that supports the sentiments of insured tweeters in this study reported that among individuals who were insured all year, US adults were significantly more likely than adults in other developed countries to go without care because of costs, the possibility of facing high out-of-pocket spending, or the financial burden of medical bills [36].

In an effort to come up with the money required to be paid out of pocket, users reported a variety of payment strategies that included credit cards, loans, stimulus checks, tax refunds, and donations. Crowdfunding, the web-based solicitation of public donations, has become a major financer of health care–related costs [38-41]. This trend was reflected in our study findings and reinforces sentiments that the use of crowdfunding to cover direct health care expenses may be a sign of a failing system [42]. Future research may explore crowdfunding for dental procedures.

Two relevant societal events occurred during the study period, which were the COVID-19 pandemic and the election of President Biden. COVID-19 resulted in dental office closures across the country in the spring and summer of 2020, with the greatest decline in weekly visits compared with 2019 observed in the week of April 12, 2020 [43]. This trend corresponds with the quantitative findings of this study, in which the lowest number of tweets were observed in April 2020. Further, COVID-19 had an economic impact that appeared to exacerbate financial barriers to accessing dental care for some people. One user tweeted, “…I can't wait to get an eye exam and new glasses, not to mention long overdue dental care! Or just not because I can't afford it … because of #COVID19”. For others, economic stimulus checks distributed during the COVID-19 pandemic helped reduce financial barriers to dental care; for example, “@politico Got my stimulus money today. Thinking of getting much-needed dental work. Several teeth fell out when I had COVID in Dec. and Jan. Thank you President Joe!” Lastly, once dental offices reopened after COVID-19–related closures, there were tweets expressing displeasure with increased costs of care due to safety measures; for example, “…Had to pay an up charge for PPE for a dental appointment over the summer. Was told insurance was not likely to cover that aspect of the cleaning…” The election of President Biden in 2021 renewed conversations about health care reform, and the volume of tweets coded as “policy statements” increased in correspondence. In September 2021, there were 3.4 times the monthly average number of tweets. We hypothesize that this increase is a reaction to the announcement in August 2021 that President Joe Biden’s budget-reconciliation package included funding for a standard Medicare dental benefit [44-46]. Ultimately, the Medicare dental benefit was not included in the House of Representatives’ passed legislation.

**Limitations**

The trends in the volume of tweets over time as well as the geographic distribution of the tweets support the generalizability and transferability of the findings of this study. However, this study is not without limitations. While all demographic categories have been shown to engage with social media to varying extents in the United States, Twitter users are not necessarily representative of the US population [47]. On average, Twitter users are younger, are more likely to identify as Democrats, are more highly educated, and have higher incomes than US adults overall [48]. Further, the sample of tweets collected may have some sampling bias, as the data set was not necessarily limited to a single tweet per unique user.

**Conclusions**

The findings illustrate the real-time sentiment of Twitter users toward the cost of dental treatment and suggest shortcomings in funding, which may be representative of a greater systemic failure in the provision of dental care. Thus, this study provides insights for policy makers and dental professionals who strive to increase access to dental care. Limitations of dental insurance payment models, both public and private, are one such area that may be explored.
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Abstract

Background: The COVID-19 pandemic has drawn attention to various inequalities in global societies, highlighting discrepancies in terms of safety, accessibility, and overall health. In particular, sex workers are disproportionately at risk due to the nature of their work and the social stigma that comes alongside it.

Objective: This study examines how public social media can be used as a tool of professional and personal expression by sex workers during the COVID-19 pandemic. We aimed to explore an underresearched topic by focusing on sex workers’ experiences with the ongoing COVID-19 pandemic on the social media platform Twitter. In particular, we aimed to find the main issues that sex workers discuss on social media in relation to the COVID-19 pandemic.

Methods: A literature review followed by a qualitative analysis of 1458 (re)tweets from 22 sex worker Twitter accounts was used for this study. The tweets were qualitatively coded by theme through the use of intercoder reliability. Empirical, experimental, and observational studies were included in this review to provide context and support for our findings.

Results: In total, 5 major categories were identified as a result of the content analysis used for this study: concerns (n=542, 37.2%), solicitation (n=336, 23.0%), herd mentality (n=231, 15.8%), humor (n=190, 13.0%), and blame (n=146, 10.0%). The concerns category was the most prominent category, which could be due to its multifaceted nature of including individual concerns, health issues, concerns for essential workers and businesses, as well as concerns about inequalities or intersectionality. When using gender as a control factor, the majority of the results were not noteworthy, save for the blame category, in which sexual and gender minorities (SGMs) were more likely to post content.

Conclusions: Though there has been an increase in the literature related to the experiences of sex workers, this paper recommends that future studies could benefit from further examining these 5 major categories through mixed methods research. Examining this phenomenon could recognize the challenges unique to this working community during the COVID-19 pandemic and potentially reduce the widespread stigma associated with sex work in general.

Key keywords: sex work; social media; COVID-19; pandemic; Twitter; infodemiology; social stigma; sex worker; risk; public health

Introduction

Background

There is some ethnographic research discussing the relationship between the COVID-19 pandemic and female sex workers’ experience as a marginalized group in society, but there is a clear lack of literature discussing how public social media can be used as a tool of professional and personal expression amongst sex workers. We focus here on public social media in contrast to closed or restricted social media sites, such as OnlyFans. Though sex workers are a vulnerable group, social media provides people with vocal autonomy and advocacy, while also finding a sense of belonging and community [1]. Thus, social media is an important tool for drawing attention to some of the major concerns and issues experienced by sex workers during the COVID-19 pandemic.
workers during the COVID-19 pandemic. Though there are studies that have focused on the challenges experienced by sex workers more generally, there is a lack of literature examining the ways that sex workers use social media.

This gap in academia reinforces the argument that sex workers are both vulnerable and devalued and fails to acknowledge how social media can act as an important tool for developing an online community, encouraging safety, and developing a dialogue between vulnerable groups, such as sex workers, and the public. It is important to note that most of the literature focuses on female sex workers, but some studies have examined the implications and stigma associated with male sex workers [2-4]. Regardless of the gender of participants, it is undeniable that the stigma associated with sex work reinforces the vulnerability of this group before the pandemic and continues to render them even more vulnerable today.

Despite the ground that existing research has covered, there is still a lack of studies exploring how sex workers use social media to amplify their voices, discuss their personal experiences, and demonstrate support for other vulnerable groups. As a result, this study aims at filling some of these gaps by exploring how sex workers use social media to disseminate information about COVID-19 and their experiences while working during the pandemic.

**Literature Review**

In general, existing academic studies concerning sex workers’ use of social media platforms have not fully explored the implications of social media usage during precarious times, such as during the ongoing COVID-19 pandemic. Although several available studies have examined the implications of sex workers’ use of social media [1,2,4-6], there is a limited number of academic studies that have empirically explored and analyzed existing social media posts from sex workers themselves to determine how social media platforms function as important sites for self-identified sex workers in a multitude of ways during the COVID-19 pandemic.

The available studies highlight the importance of ensuring that sex workers have adequate access to health care resources, particularly during the COVID-19 pandemic. Indeed, almost all types of sex work remain highly stigmatized [7], which has led to the creation of various organizations that fight for sex workers’ basic rights to ensure that their positions are seen not only as work but also as essential work [1,8]. In fact, some studies and reports concluded with calls of action that specifically identified the discrepancies between work that is, on the one hand, considered essential and, on the other hand, considered sex work, thus drawing attention to the stigma associated with the latter [3,7,9]. Many sex workers are unable to access their health care needs due to government restrictions, long wait times, and limitations on social gatherings [8]. Though the demand for sex work during the pandemic remains strong, sex workers are not granted the same precautions that workers in other industries are, especially with regard to economic and labor support [10], a lack of available and accessible COVID-19 testing [7], and a higher risk for the spread of sexually transmitted diseases [8]. Due to inadequate resources and health care, many sex workers have to rely on their own strategies for their safety and advocacy.

Several published academic studies concerning the implications of COVID-19 and sex workers have been explored worldwide. In Ghana and Kenya, sex work itself is not deemed illegal, though it is not considered essential work [3,11]. The Kenyan and Ghanaian governments have put several regulations in place to prevent the spread of the virus. Though this has reduced the spread of the virus, it has threatened many sex workers’ stability and only added to their vulnerability [3,11]. Through various social media channels, sex workers in Kenya are able to share information with one another and discuss safety strategies [3]. The instability of work for sex workers is not limited to the West; thus, it is a reality for sex workers worldwide that can be somewhat mitigated through the use of social media channels. This highlights that although the nature of sex work has depended on being in close physical contact with others, the integration of social media platforms provides sex workers with alternative and safer options for their line of work.

Several studies have highlighted the various purposes social media usage can serve for sex workers, sex work organizations, and other vulnerable groups. One recent study found that social media can function as a tool for advocacy amongst the sex worker community [1]. In the study, the authors highlighted the many benefits of encouraging sex workers to use social media, as well as the potential risks involved with using these platforms [1]. Though activities that are both online and offline have similar characteristics, it is worth noting that not all digital spaces are accessible to all sex workers, even if there has been an influx of sex workers relying on these online spaces [12,13]. In addition, another study found that social media advocacy can increase the efficiency of moving between offline and online spaces, enhance safety, and strengthen communication between sex workers [1]. In particular, the authors found that sex workers who were engaged in dialogue with one another would have many more positive encounters with clientele, as they could exchange information about potential clients and discuss problems concerning specific clientele [1]. In the past, sex workers have been limited to who they encounter in the streets [4], but now, given the ubiquity of social media, sex workers can instantly connect with one another and transmit information in a much more efficient, safe, and effective manner.

In general, the advent of social media has changed how sex workers engage with and meet their clients, promote their services, and explore their agency online. A different study found that online spaces provide extensive opportunities for sex workers to explore and curate their online identities to collaborate with one another, to avoid conflict, and to develop a stronger role of agency [6]. Although social media has proven to have many benefits for sex workers, its use is not without risks. One study found that sex workers struggle with receiving payment, especially since social media can act as a transparent space where content, such as photos and videos, is already visible on one’s profile for free [4]. Although social media offers many benefits for sex workers, these sites call for a lot more emotional and mental labor to maintain and manage one’s online profile.
One of the challenges not mentioned in these aforementioned studies is that of shadowbanning, which is a phenomenon vital to understanding how sex workers navigate online spaces. Shadowbanning is a process that reduces and limits the visibility of a user’s social media platform, even to their followers [14,15]. Shadowbanning has become a lot more prominent for sex workers on social media platforms with an audio-visual focus, such as Instagram, OnlyFans, TikTok, and Facebook. According to 1 sex worker who identifies as a camgirl who has worked in the industry for over 10 years, most social media platforms frequently discriminate against sex workers’ persons, work, and jobs, rather than their content [14]. This is believed to be in relation to the US Fight Online Sex Trafficking Act—Stop Enabling Sex Traffickers Act (FOSTA–SESTA) bill, which was enacted to prevent online sex trafficking, though sex work is consensual and legal for many sex workers online. This bill has increased social stigma toward sex work as it does not differentiate between consensual and nonconsensual sex work sectors [14]. However, Twitter has proven to be much less extreme in shadowbanning sex workers, whereas Instagram has made it extremely difficult for users to search for sex workers’ accounts through the search function, as well as limiting the visibility of posts and stories of sex workers, even for their followers [15,16]. Thus, the shadowbanning techniques implemented by Twitter appear to be less unrelenting compared to other social media platforms, but the platform is still not completely accepting and inclusive of sex workers.

What is largely missing in these studies is an empirical examination of sex workers’ social media posts referencing the pandemic. Therefore, this study attempts to answer the following main research question: What are the main issues that sex workers discuss on social media in relation to the COVID-19 pandemic?

**Methods**

**Data Collection**

Social media data for this study were collected from December 29, 2019, until July 7, 2021, which is when the study was conducted. The data collection began in late 2019 because this is when coronavirus emerged. Using convenience sampling, 2 researchers examined the Twitter profiles of 22 sex workers, which were identified using several English search terms, such as “sexwork” and “sex workers.” The identified users included 15 (68.2%) women; 5 (22.7%) sexual and gender minorities (SGMs), including 1 (20%) individual who is openly transgender; and 2 (9.1%) men. For this study, SGMs should be understood as those who identify as being part of the two-spirit, lesbian, gay, bisexual, transgender, queer or questioning, intersex, asexual (2SLGBTQIA+) community, those who identify as nonbinary, and those who are not cisgender. Most of the sex workers have self-identified their gender on their Twitter profiles. Interestingly, 9 (40.9%) sex workers on our list publicly declared on their Twitter profiles that they are vaccinated.

In this respect, we cannot claim that we managed to map all the available sex workers on Twitter; as this is a prodigious if not an impossible task, but we believe that the number of users was adequate to conduct this study. We used convenience sampling for this study, where users were selected based on their availability; the chosen profiles have identified that they are sex workers in their descriptions, and their profiles are public, in which their posts are available to all users and viewers. We chose to use Twitter for this study due to the higher prominence of shadowbanning on different social media platforms and its higher level of accessibility for sex workers. Though not without controversy, Twitter acts as a more accessible and less problematic platform for sex workers as it is one of the few that does not censor users solely based on their career, and the guidelines are much easier to navigate [15,17].

**Data Extraction**

To extract the data, we used Twitter application programming interface (API) v2, which allows full data extraction, except for deleted posts or private accounts. In total, 134,025 tweets were downloaded, representing all the available messages posted on the accounts of the 22 sex workers, including what they retweeted. We included the retweets in our analysis because they also represent what the sex workers intended to highlight, such as violations or work restrictions. On average, each sex worker posted 6092 (re)tweets during the study period; the highest number of (re)tweets was 31,802 by 1 (4.5%) sex worker, and the lowest was only 3 (re)tweets. Multimedia Appendix 1 shows that March 14, 2021, had the highest number of (re)tweets.

As the collected data were rather substantial for a manual content analysis, we used a Python script [18] to extract tweets that referenced 3 terms related to the pandemic: “coronavirus,” “pandemic,” “covidapocalypse,” “COVID,” “COVID-19,” “vaccine*,” “vaxxed,” “mRNA,” “Pfizer,” “Moderna,” “Johnson & Johnson,” “Astra-Zeneca,” “Covidiot,” “essential worker,” “frontline worker,” “herd immunity,” “virus,” “quarantine,” “epidemic,” “asymptomatic,” “personal protective equipment,” “PPE,” “contact tracing,” “lockdown,” “new normal,” “social distancing,” “social distance,” and “N95.” Another Python script was used to extract the most referenced hashtags in the overall data set. Once again, these search terms do not represent all the available terms that are related to the pandemic, but they cover the main issues concerning COVID-19. The filtered data comprised 1458 (re)tweets that received 11,035 likes, 960 replies, and 10,517,689 retweets. To design the codebook, 2 coders examined a sample data set using emergent coding [19,20] to identify the major categories in the social media posts. In total, 6 main categories were identified as follows:

- **Blame:** Tweets that blame and criticize the government, rich people, and those in positions of power, such as health authorities, for how the virus is being handled, how the vaccine is being distributed, etc.
- **Humor:** This is generally used as a coping mechanism or to increase people’s ability to relate to what others are feeling. Many people will use the retweet or like function to show that they agree with it or to share these tweets with their followers to make others laugh about some unique circumstances occurring during the pandemic.
Concerns: Tweets that express health concerns or concerns about their loved ones or people they know, as well as concerns about fake news, media reliability, race, class, and gender—intersectionality—across social groups, including concerns about essential workers, etc.

Solicitation: Tweets that promote sex workers’ availability, vaccine status, times that they will be online or available for meetings, or cities that they will be traveling to. This category also includes when users post photos of themselves.

Herd mentality: This category refers to the way people will try to create an emotional plea or rational argument to conform to mainstream ideas and policy guidelines; tweets will normally say “retweet if you’re still social distancing” or “have you taken the vaccine yet?”. This is similar to shaming but is based on being socially desirable by following public health regulations.

Other: Any other minor issues that are not listed in the previous categories.

To test the codebook, 2 coders examined over 10% (n=150) of the total data set, and in the second attempt after a few rounds of deliberation and discussion, intercoder reliability was measured using Krippendorff $\alpha \geq 0.78$, which was acceptable [21].

Ethical Considerations
As mentioned, sex workers are a highly vulnerable group that is also highly stigmatized. When researching such a population, it should be ensured that the privacy and confidentiality of the participants are protected. Given that the data for this study were collected through users’ public profiles on social media, ethics clearance was not needed from our university. That being said, though these users have their profiles set to “public,” that does not mean that it is any less incriminating if their identities are revealed [22]. To address this ethical concern, this study did not provide any personal details about any of the participants, where names, locations, and specific details from their profiles were all omitted. The method for this study was broad enough that others using similar search terms in the Twitter search bar may not receive the same results—due to algorithms or other factors. To further protect the identities of the participants, our method included both original tweets and retweeted posts, so it is impossible to identify the sex workers examined in this study as the increased number of posts further protects the participants.

Results

Main Findings
As mentioned before, this study aims to identify the major themes and topics sex workers discuss on the social media platform Twitter. From the 1458 tweets and retweets, 6 main categories emerged: blame, humor, concerns, solicitation, herd mentality, and other. These categories are exhaustive and mutually exclusive, and the coders identified the most dominant underlying message in each tweet, especially due to the brevity of tweets. To ensure the validity of the codebook, 2 coders examined a sample and the intercoder reliability test using Krippendorff $\alpha \geq 0.78$ was acceptable [21].

Blame
Blaming others is a reactionary retort that can address one’s frustration. For this study, the blame category is understood as posts that explicitly and critically identify an actor responsible for the cause of concern. These actors are criticized and can include government representatives, political parties, the elite, police departments, and others in positions of authority. Although the rationale behind blaming or criticizing others may vary, it can be agreed that blaming others in times of uncertainty is a common reaction, especially if individuals are experiencing a heightened level of fear and anxiety [23,24]. This category came as the fifth-most frequent one, with only 146 (10%) of the social media posts referencing it (Multimedia Appendix 2).

Some examples of the blame category include statements resembling criticism, such as:

How ICE helped spread the Coronavirus...

Rich people did not experience the same pandemic as working-class people and now they get the vaccine first. It’s actually twisted.

In terms of gender, we found that SGM sex workers had the highest percentage of tweets that blame and criticize other parties (n=62, 11.2%), followed by female sex workers (n=83, 9.3%), denoting the urgent issues these groups discuss. Twitter audiences did not show active engagement with messages that contained blame, for this category came fifth, with 1,790,953 (17%) of the most retweeted posts.

Humor
Humor is a powerful coping mechanism that takes on multiple forms on social media and is especially prominent in times of crisis, such as during a global pandemic. With this in mind, humor is understood as the way that users rely on funny posts in their many forms—including sarcasm, satire, and irony—as a coping mechanism and to produce relatable content. Humor is a vital tool for bringing hope to people while they are experiencing times of crisis; humor is also understood as 1 of the only “available option[s]” for openly criticizing others, releasing one’s frustration, and providing a narrative for living through a pandemic [25,26]. This category came in fourth at 13%, with 190 of the social media posts referencing it (Multimedia Appendix 2), and male sex workers (n=4, 28.5%) seem to rely on this category more often than other gender groups (Table 1); however, the data on men are extremely low, so definite conclusions cannot be reached. Some examples of humor in this data set include:

Feel bad for people who got fit in quarantine but now have to STAY fit for like 7 more months before anyone sees. Shoulda paced yourselves

Whoever smoked mid from a soda can as a teenager is immune to coronavirus

Interestingly, social media audiences found this category more appealing than other ones for they mostly retweeted posts in the humor category, at 3,205,669 (30.4%) of the most retweeted posts.
The number of concerns that have emerged since the outbreak of coronavirus have been multifaceted and expansive. Thus, for the purposes of research, concerns are understood as being associated with individuals’ worries about their loved ones, health issues, essential workers and businesses, and intersectionality [27]. The latter refers to how the lived experiences of someone’s life can impact one’s “social determinants of health” due to their identity [28]. This category of concerns therefore also refers to those whose identities render them marginal, such as those who are immunocompromised or racialized. Concerns not only refer to fears associated with contracting or spreading coronavirus but also include concerns about public safety, public health, and those who are especially vulnerable to the virus.

The findings showed that this is the top category in the whole data set, constituting 542 (37.2%) of the posts (Multimedia Appendix 2). It is also the highest category across all gender groups (men: n=6, 42.8%; SGMs: n=234, 41.9%; and women: n=302, 34.0%; see Table 1). One example is:

in the 8 days since the first COVID-19 case on the navajo nation, our nation now has 49 cases. that number is growing every day. i’m starting a thread of all the ways you can support the navajo nation during the COVID-19 pandemic.

Another example states:

The Covid-19 pandemic particularly has demonstrated how so many people who already face marginalisation are excluded from vital financial resources - government schemes, access to bank accounts and cards. Denying people access to these denies them access to society as a whole.

In terms of the most referenced hashtags, we found that sex workers used relevant terms to express different types of legal, safety, and health concerns, such as #covid19 (n=52), which is ranked amongst the top 10 most used hashtags, as well as other ones, such as #sexworkerdemands (n=18); #anti trafficking (n=15); #sextrafficking (n=15); #coronavirus (n=14); #decrimqld (n=12), used in relation to decriminalizing sex work in Queensland, Australia; and #antiprostitution (n=6). Some of the other concerns expressed by sex workers were related to their online safety, for a few of them mentioned the importance of avoiding doxxing, which is the online disclosure of personal information, such as sex workers’ phone numbers and addresses. For example, 1 (4.5%) sex worker retweeted:

Harm Reduction: Doxxing Prevention Tips for Sex Workers and Protesters is now live!

In terms of the audience’s reaction, this category came second in relation to the retweeted posts, comprising 2,787,188 (26.5%) of the retweeted posts.

Solicitation

The COVID-19 pandemic has presented sex workers with many challenges, which include the way that they promote and solicit their work. Although there were some sex workers who had already moved to online platforms, the accessibility of Twitter provides sex workers with an online platform where they can solicit online clients by promoting their services or performing their gender in a specific way [6,29]. This category of promotion and solicitation, therefore, includes content that promotes the availability of sex workers’ services, such as photographs of the worker in question, information about their vaccine status, cities that they will be traveling to, and specific dates and times that they will be available for meetings. This is an expansive and comprehensive category that not only includes sex workers promoting themselves but could also include the promotion of other organizations that need financial or social support that aligns with sex workers’ individual values. This is the second-most frequent category, with 336 (23%) posts (Multimedia Appendix 2), and female sex workers posted more tweets around this issue (n=221, 24.9%; see Table 1). Some examples of this include:

Finally, this category of posts received the least amount of attention from Twitter audiences, with 32,047 (0.3%) retweeted posts.

Herd Mentality

As mentioned before, herd mentality refers to how the actions and behaviors of a group can influence other individuals. During the COVID-19 pandemic, herd mentality has often been associated with promoting messages that align with government recommendations and public health authorities’ guidelines to reduce the number of cases of COVID-19 among the population. Those on social media will often promote government restrictions, information about how to social distance at protests, or promote getting vaccinated. Although there is no central

<table>
<thead>
<tr>
<th>Category</th>
<th>Women (N=886), n (%)</th>
<th>Men (N=14), n (%)</th>
<th>SGMa (N=558), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blame</td>
<td>83 (9.3)</td>
<td>0</td>
<td>63 (11.2)</td>
</tr>
<tr>
<td>Humor</td>
<td>120 (13.5)</td>
<td>4 (28.5)</td>
<td>66 (11.8)</td>
</tr>
<tr>
<td>Concerns</td>
<td>302 (34.0)</td>
<td>6 (42.8)</td>
<td>234 (41.9)</td>
</tr>
<tr>
<td>Solicitation</td>
<td>221 (24.9)</td>
<td>3 (21.4)</td>
<td>112 (20.0)</td>
</tr>
<tr>
<td>Herd mentality</td>
<td>155 (17.4)</td>
<td>0</td>
<td>76 (13.6)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (0.5)</td>
<td>1 (7.1)</td>
<td>7 (1.2)</td>
</tr>
</tbody>
</table>

aSGM: sexual and gender minority.
authority or specified leader to herd mentality, this kind of behavior and its associated actions are transmitted to local networks with the help of others who explicitly promote this way of thinking [30,31]. In this case, the local actions can refer to social media posts, such as in the form of (re)tweets, to promote these messages. This category came third, with 231 (15.8%) posts, as the most important issue discussed by sex workers (Multimedia Appendix 2), and female sex workers are ahead of other groups in referencing it \( n=154, 17.4\% \), followed by SGMs \( n=76, 13.6\% \); see Table 1. Some examples of herd mentality include:

In terms of audience engagement with these types of tweets, this category only came third, with 2,653,060 (25.2%) of the retweeted posts.

Finally, the other category is not discussed here, because it deals with only minor issues that are mostly personal or irrelevant to this study, comprising 13 (0.8%) of the retweeted posts.

**Discussion**

**Principal Findings**

As described in this paper, most tweets in our sample align with the issue of concerns. The ongoing COVID-19 pandemic has drawn significant attention to the inequitable structures in society that disproportionately impact vulnerable groups. As a result, the pandemic has influenced how sex workers advocate for themselves on social media platforms, as they are more likely to express concerns about how COVID-19 has impacted their own work and other communities worldwide. Although the concerns have been localized to certain national contexts, such as the United States and Australia, the nature of this online community through the digitization of advocacy has highlighted how COVID-19 is a global phenomenon, thus causing sex workers to advocate for themselves and their own work alongside other disparate groups worldwide. For example, we found that the hashtag #blacklivesmatter was mentioned 50 times by sex workers, together with #BLM \( n=31 \) and #blacklivesmatteraustralia \( n=19 \), to express solidarity with the movement. Though this could be due to the large wave of support for the Black Lives Matter movement following the murder of George Floyd, this highlights that sex workers, as a marginalized community, will not only use social media as a site to discuss their own difficulties but also draw attention to how other social groups have been impacted [28]. The same point applies to intersectional issues and politics.

Given that concerns are closely associated with protecting vulnerable populations, we found that herd mentality was the third-most frequent category, the implicit part of addressing concerns about the vulnerability of certain groups is ensuring that one is taking the necessary steps to protect themselves and others from contracting and spreading the virus. By following the official COVID-19 guidelines, sex workers examined in this study are highlighting the importance of following restrictions to keep others safe and, by showing that they are taking part in this behavior, others should too. Since this category was the third-most frequent one, it is closely associated with the most recurrent category of concerns because, to protect those who are more vulnerable, everyone needs to follow the official health guidelines.

Solicitation was the second-most frequent category. Given that COVID-19 is highly contagious and sex work is a profession that often requires close physical contact between parties, sex workers are at a much higher risk for contracting COVID-19. The codebook sample provided insight into how sex workers were struggling to find work during the pandemic, especially since sex work is not decriminalized or legalized in some countries [11]. Thus, the high frequency of tweets that were coded as solicitation demonstrates how sex workers are using social media platforms to promote their services and have an income to rely on.

The category of humor was not only used by sex workers during the COVID-19 pandemic but also relied upon by many individuals as a coping mechanism [25,26]. Through the use of humor, the severity of the pandemic can be momentarily forgotten as users share relatable information in order to make light of the situation. Though humor was the fourth-most frequent category, its presence shows that the sex workers from this sample engaged with these posts during times of crisis, though there was a much stronger presence of other serious themes.

Finally, the blame category was the least frequent, where those in positions of power are criticized or identified as the cause of concern. During a global health crisis, it is only natural that vulnerable populations will point out further issues of inequity with regard to the specific challenges faced by their community (as is the case with the concerns category) or through the identification of a single actor or representative engaging in activities that are a cause for concern. By identifying different actors that are believed to be responsible for social inequalities or, at the very least, perpetrating them, sex workers are drawing specific attention to the root causes of inequity and how it is manifested in the society during the COVID-19 pandemic.

**Limitations**

One of the limitations of this study is that we only used posts and retweets that were in the English language. It is likely that there are many other sex workers’ accounts on Twitter that are not written in English, but they were not included in this study. This was not the only factor that limited our scope: While conducting our search, we used a limited number of search terms and only used Twitter, while some sex workers might prefer to use other online platforms, such as OnlyFans and Instagram. That being said, Twitter was the most reliable platform for this study because other social media platforms are a lot stricter with shadowbanning content, thereby making it more difficult to find and identify sex workers on those platforms.

Though the authors believed that they reached saturation with 22 sex workers’ accounts for this study, it is likely not representative of the sex worker community as a whole. There are many unique challenges that sex workers in different countries experience, which may not be summed up in only 280 characters. Furthermore, there are sex workers who may not
feel comfortable disclosing their profession on their Twitter account for personal or safety reasons, just as there are likely sex workers who do not use Twitter at all.

**Conclusion**

Although the existing literature vaguely highlights how sex workers use public social media as tools of advocacy, education, and community support in this community, this study used a selected sample of tweets to examine the specific issues that arise from the content of tweets on sex workers’ public accounts. The 6 main issues of blame, humor, concerns, solicitation, herd mentality, and other discerned from this sample highlight how Twitter functions as an uncensored space for sex workers to openly discuss their lived experiences while working in an essential, yet high-risk, career throughout the pandemic. These issues, some of which are pressing ones, do not only highlight sex workers’ individual concerns but demonstrate that sex workers are advocating for and supporting other vulnerable communities through retweets and likes and posting their own content about other essential workers and those with marginal identities.

Future research on the topic of sex workers’ online advocacy could benefit from examining these issues in detail through mixed methods research, such as through online surveys, interviews, or focus groups that explicitly seek answers to questions about sex workers’ online advocacy strategies. Examining this phenomenon is not only significant for recognizing the challenges unique to this community during the COVID-19 pandemic but can also highlight how online spaces function as alternative locations of inclusion without the normally ubiquitous stigma attached to sex work. Indeed, social media can be effectively used as a tool for advocacy, education, and community support.
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