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Abstract

Background: The use of teletherapy has exponentially increased in the context of the ongoing COVID-19 pandemic. Studies on teletherapy documented substantial benefits of accessibility and convenience even before the start of the pandemic. Although recent studies show that this modality of therapy delivery is here to stay, few have studied who will most benefit from this trend.

Objective: In this paper, we report predictors of continued teletherapy usage in a sample of licensed mental health professionals in the United States during a time period when pandemic-related restrictions began diminishing. As such, it is one of the first studies to examine factors related to continued benefits of teletherapy postpandemic.

Methods: Participation from licensed mental health professionals was sought on listservs of national organizations of multiple mental health organizations. Data were collected via an anonymous link to a survey on Qualtrics between January 2021 and April 2021. Participants responded to questions on therapist demographics, practice setting, experiences of shifting to teletherapy, perspectives on continued use of teletherapy, and their client characteristics. Findings related to client characteristics that predicted continued teletherapy usage are presented here.

Results: A total of 186 individuals consented to participate in the survey, with a final sample of 114 with complete data. A majority of participants identified as female (92/114, 80.7%), White (94/114, 82.5%), and having a master's degree (75/114, 65.5%) from a nationally accredited program (106/114, 93%). Data were analyzed using heteroskedastic regression modeling with client-related factors as predictors. Two models were run with and without distance travelled by clients as a control variable. Model estimates from both models showed that continued use of teletherapy postpandemic was predicted by the following factors: higher percentage of clients from rural areas, younger and older adult clients, clients with Medicare, and clients with marginalized gender and religious/spiritual identities. Significantly, having a higher percentage of clients from lower socioeconomic status, a higher percentage of those with Medicaid coverage, and a higher percentage of couples and families as clients predicted decreased use of teletherapy postpandemic.

Conclusions: Findings from the study suggest that while some groups of clients are more likely to continue to receive benefits of teletherapy, vulnerable groups such as those in lower socioeconomic conditions, Medicaid beneficiaries, and those who seek couple and family therapy may be less likely to be served by it. These differences point to a need to address factors driving telehealth care disparities such as access to technology, housing, and childcare issues, as well as the need for continued training for licensed professionals.

(JMIR Form Res 2022;6(6):e32419) doi:10.2196/32419
KEYWORDS
teletherapy; relational teletherapy; teletherapy predictors; postpandemic teletherapy; mental health; telemedicine; COVID-19; telehealth

Introduction
The COVID-19 pandemic and subsequent social measures drastically impacted society [1], shifting education, work, health care [2,3], and mental health [4]. Telemental health, referred to as teletherapy, has been used over the past 20 years [5] with demonstrated effectiveness [6,7]. Teletherapy refers to the use of electronically based communication such as videoconferencing, telephone calls, and mobile apps to provide access to mental health services, typically across distances [8]. Rapid legislative changes, training, and guidelines resulted in an exponential increase in teletherapy when compared to prepandemic levels [9,10]. The increase in relational teletherapy (teletherapy with couples and families) has been particularly important given increased risks for distress, anxiety, grief/loss, substance abuse, and family violence in children [11] and adults [12-14] during the pandemic. Before the COVID-19 pandemic, scholars contended that historically underserved populations derived more benefits from the flexibility and accessibility of teletherapy [15,16]. As COVID-19–related restrictions are lifted, teletherapy will remain part of the mental health landscape [17]. However, given the existing challenges of the need for training, technological advances, and other barriers to effective use [8,18,19], we are yet to understand whether teletherapy will be accessible equitably postpandemic.

In this paper, we present findings from a study on predictors of continued teletherapy practice postpandemic from a sample of licensed mental health practitioners. Specifically, our research question was “What factors of therapist practice predict their intention for continued use of teletherapy practice postpandemic?" Existing literature suggests that distance from services, client profile [15,16], and vulnerability of selected client populations [6-8,18-20] may influence provision of teletherapy. Clarifying predictors would strengthen recent research on therapists’ experiences transitioning to the use of telehealth [18] and may assist in identifying factors in disparities in telehealth care postpandemic.

Methods
Recruitment
Participation was open to licensed mental health professionals who were currently providing teletherapy. Upon institutional review board approval, a link to an anonymous Qualtrics survey was posted on multiple listservs including the American Association for Marriage and Family Therapy, the American Counseling Association, as well as professional groups for social workers. Data were gathered between January 2021 and April 2021, when increased vaccinations were driving gradual removal of public health reductions [20]. Survey questions included therapist demographics, practice setting, experiences of shifting to teletherapy, perspectives on continued teletherapy use, and client characteristics. No incentives were provided; instead, a donation was made to a nonprofit chosen by participants. A total of 186 individuals consented to participate in the survey, with a final sample of 114 with complete data.

Ethics Approval
This study received ethics approval from Syracuse University’s Institutional Review Board (IRB #20-310).

Statistical Analysis
Descriptive statistics and regression analyses were conducted using Stata software (version 14; StataCorp LLC) [21]. A residual plot revealed increasing standard deviation of residuals in the independent variables (ie, heteroskedasticity). Given that errors were normally distributed and mean and variance functions were correctly specified, we ran hetregress regression models with maximum likelihood estimator [21]. Using G*Power power analysis, setting a medium effect size with 10 predictors in our model, we determined that our final sample of 114 was sufficient for regression analysis [22].

Results
Participants were from 27 states in the United States, with a majority identifying as female (92/114, 80.7%), White (94/114, 82.5%), and with a master's degree (75/114, 65.5%) from a nationally accredited program (106/114, 93%). Less than half of participants (45/114, 39.5%) reported prepandemic experience practicing teletherapy. Table 1 shows other practice profiles of participants and Table 2 shows client profile factors used as independent variables in the regression models.

Table 3 shows coefficient values of regression models run without and with control for distance travelled by clients (models 1 and 2, respectively). We controlled for distance from a health setting in model 2 to limit multicollinearity and increase robustness of estimates. Both models were estimated with therapist gender as a cluster variable.

Among factors examined, statistically significant predictors were (1) higher percentage of clients living further from a metro area, particularly those in rural areas ($\beta=38.578$, $P<.01$), (2) higher percentage of clients who are younger (<30 years; $\beta=186$, $P<.001$) or older (65-80 years; $\beta=634$, $P<.001$), (3) higher percentage of clients who identified with a minoritized gender ($\beta=223$, $P<.001$) and religious/spiritual identity ($\beta=153$, $P<.001$), and those with disabilities ($\beta=399$, $P<.001$), and (4) higher percentage of clients with Medicare ($\beta=457$, $P<.001$).

Conversely, therapists for whom couples/families were >75% of their caseload were less likely to continue teletherapy compared to therapists with caseloads of couples/families <25% ($\beta=19.876$, $P<.001$), 25%-50% ($\beta=32.040$, $P<.001$) and 50%-75% ($\beta=28.927$, $P<.001$). Similarly, therapists with a higher percentage of clients from lower socioeconomic backgrounds ($\beta=-.285$, $P<.001$) and a higher percentage of clients with Medicaid coverage ($\beta=-.143$, $P<.05$) were less likely to continue teletherapy postpandemic.
Table 1. Practice profiles of participants (N=114).

<table>
<thead>
<tr>
<th>Practice profile of participants</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of license</strong></td>
<td></td>
</tr>
<tr>
<td>Marriage and family therapy</td>
<td>77 (67.5)</td>
</tr>
<tr>
<td>Mental health counselor</td>
<td>21 (18.2)</td>
</tr>
<tr>
<td>Clinical social work</td>
<td>5 (4.4)</td>
</tr>
<tr>
<td>Clinical psychologist</td>
<td>4 (3.5)</td>
</tr>
<tr>
<td>Other</td>
<td>7 (6.1)</td>
</tr>
<tr>
<td><strong>Geographical location</strong></td>
<td></td>
</tr>
<tr>
<td>Large metro</td>
<td>36 (31.9)</td>
</tr>
<tr>
<td>Medium metro</td>
<td>32 (28.3)</td>
</tr>
<tr>
<td>Small metro</td>
<td>27 (23.9)</td>
</tr>
<tr>
<td>Rural area</td>
<td>6 (5.3)</td>
</tr>
<tr>
<td>Small town</td>
<td>5 (4.4)</td>
</tr>
<tr>
<td><strong>Distance travelled by clients</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;25 miles</td>
<td>98 (85.8)</td>
</tr>
<tr>
<td>25-50 miles</td>
<td>13 (11.5)</td>
</tr>
<tr>
<td>&gt;50 miles</td>
<td>3 (2.4)</td>
</tr>
</tbody>
</table>
Table 2. Descriptive of client profile factors used in regression models.

<table>
<thead>
<tr>
<th>Client profile</th>
<th>Average percentage&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>44.05</td>
</tr>
<tr>
<td>30-49</td>
<td>38.75</td>
</tr>
<tr>
<td>50-64</td>
<td>10.83</td>
</tr>
<tr>
<td>65-80</td>
<td>4.20</td>
</tr>
<tr>
<td>&gt;80</td>
<td>0.34</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>56.42</td>
</tr>
<tr>
<td>Male</td>
<td>34.81</td>
</tr>
<tr>
<td>Nonbinary/gender expansive</td>
<td>5.19</td>
</tr>
<tr>
<td>Transgender</td>
<td>4.81</td>
</tr>
<tr>
<td>Other</td>
<td>1.39</td>
</tr>
<tr>
<td><strong>Marginalized identities</strong></td>
<td></td>
</tr>
<tr>
<td>Marginalized gender identities</td>
<td>15.22</td>
</tr>
<tr>
<td>Marginalized sexual identities</td>
<td>17.79</td>
</tr>
<tr>
<td>Marginalized racial/ethnic identities</td>
<td>26.22</td>
</tr>
<tr>
<td>Marginalized religious/spiritual identities</td>
<td>10.01</td>
</tr>
<tr>
<td>Lower socioeconomic status groups</td>
<td>28.38</td>
</tr>
<tr>
<td>Having a disability</td>
<td>15.91</td>
</tr>
<tr>
<td>Veterans</td>
<td>5.96</td>
</tr>
<tr>
<td><strong>Payer mix</strong></td>
<td></td>
</tr>
<tr>
<td>Medicaid</td>
<td>13.01</td>
</tr>
<tr>
<td>Medicare</td>
<td>4.42</td>
</tr>
<tr>
<td>Private health insurance</td>
<td>27.81</td>
</tr>
<tr>
<td>Veterans Health Care</td>
<td>2.19</td>
</tr>
<tr>
<td>Self-pay</td>
<td>43.71</td>
</tr>
<tr>
<td>Other</td>
<td>8.63</td>
</tr>
<tr>
<td><strong>Percentage of couples and families in case load</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;25%</td>
<td>42.98</td>
</tr>
<tr>
<td>25%–50%</td>
<td>0.34</td>
</tr>
<tr>
<td>50%–75%</td>
<td>11.40</td>
</tr>
<tr>
<td>&gt;75%</td>
<td>12.28</td>
</tr>
</tbody>
</table>

<sup>a</sup> Absolute values are unavailable because the average percentage was calculated for each group.
Table 3. Regression model of client factors predicting therapists’ postpandemic teletherapy usage.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Model 1 (n=94)</th>
<th>Model 2 (n=94)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>SE</td>
</tr>
<tr>
<td>Practice setting</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fringe large metro</td>
<td>6.792</td>
<td>0.436</td>
</tr>
<tr>
<td>Medium metro</td>
<td>7.495&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3.418</td>
</tr>
<tr>
<td>Small metro</td>
<td>6.620&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3.960</td>
</tr>
<tr>
<td>Micropolitan</td>
<td>16.804&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2.804</td>
</tr>
<tr>
<td>Rural</td>
<td>39.843&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1.970</td>
</tr>
<tr>
<td>Percentage of couples and families in case load</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25%</td>
<td>25.291&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3.518</td>
</tr>
<tr>
<td>25%-50%</td>
<td>39.158&lt;sup&gt;a&lt;/sup&gt;</td>
<td>29.207</td>
</tr>
<tr>
<td>50%-75%</td>
<td>35.416&lt;sup&gt;a&lt;/sup&gt;</td>
<td>5.746</td>
</tr>
<tr>
<td>Client age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>0.213&lt;sup&gt;a&lt;/sup&gt;</td>
<td>16.047</td>
</tr>
<tr>
<td>30-49</td>
<td>0.277&lt;sup&gt;a&lt;/sup&gt;</td>
<td>28.157</td>
</tr>
<tr>
<td>51-64</td>
<td>-0.215</td>
<td>-0.655</td>
</tr>
<tr>
<td>65-80</td>
<td>0.661&lt;sup&gt;c&lt;/sup&gt;</td>
<td>2.468</td>
</tr>
<tr>
<td>Percentage of clients with marginalized identities</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Racial/ethnic identities</td>
<td>0.089</td>
<td>0.921</td>
</tr>
<tr>
<td>Sexual identities</td>
<td>0.005</td>
<td>0.033</td>
</tr>
<tr>
<td>Gender identities</td>
<td>0.276&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4.766</td>
</tr>
<tr>
<td>Religious/spiritual identities</td>
<td>0.109&lt;sup&gt;c&lt;/sup&gt;</td>
<td>2.069</td>
</tr>
<tr>
<td>Lower socioeconomic status</td>
<td>-0.341&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-3.879</td>
</tr>
<tr>
<td>Disability</td>
<td>0.417&lt;sup&gt;a&lt;/sup&gt;</td>
<td>6.261</td>
</tr>
<tr>
<td>Client payment modality</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicaid</td>
<td>-0.066</td>
<td>-0.871</td>
</tr>
<tr>
<td>Medicare</td>
<td>0.390&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4.139</td>
</tr>
<tr>
<td>Private insurance</td>
<td>-0.071&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-4.344</td>
</tr>
<tr>
<td>Other pay</td>
<td>0.148&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3.151</td>
</tr>
<tr>
<td>Constant</td>
<td>-83.033&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-6.727</td>
</tr>
<tr>
<td>Insignia 2 Constant</td>
<td>6.068&lt;sup&gt;a&lt;/sup&gt;</td>
<td>58.085</td>
</tr>
</tbody>
</table>

<sup>a</sup><i>P</i><.001.<br><sup>b</sup><i>P</i><.05.<br><sup>c</sup><i>P</i><.01.

Discussion

Principal Findings

Results illuminate the potential types of clients most likely to continue to receive teletherapy postpandemic from licensed mental health professionals in our sample. In addition to supporting earlier literature on use of teletherapy with clients with disabilities and from rural areas [23,24], our findings suggest that younger and older adult clients, those on Medicare, and clients who identified with marginalized gender or religious/spiritual identities are most likely to continue to receive teletherapy. It is likely that legislative actions leading to waivers of restrictions and increased coverage of teletherapy [25,26]...
benefited older adult clients and those with Medicare coverage. For clients with minoritized social identities who could also access teletherapy, changes during the pandemic may have highlighted the relative safety of seeking therapy via technology. We also found that therapists were less likely to continue teletherapy when they had a higher percentage of clients from lower socioeconomic backgrounds and with Medicaid coverage or had a higher percentage of caseloads with couples and families. Given that the pandemic has disproportionately impacted those who are underresourced, decreased teletherapy usage with those with lower socioeconomic status suggests that unless structural issues of accessibility are addressed, vulnerable groups may be left behind. Studies report technological difficulties, lack of confidential space, and privacy concerns hinder relational teletherapy [27]. It is possible these barriers are indicative of a need for structural changes (eg, access to adequate housing, broadband internet, and childcare) to prevent deepening disparities. Although therapists with a higher percentage of Medicare clients were likely to continue its use, those with a greater percentage of Medicaid clients were less likely to do so. Given both Medicare and Medicaid coverage of teletherapy began at the same time, this difference may be a factor of available client resources or discrepancies in support between the two programs at state and local levels.

Another significant finding is therapists with the highest percentage of couples and families in their caseload were less likely to continue teletherapy. Although we did not ask for their reasons, this is consistent with earlier studies identifying challenges of training [8], difficulties in de-escalating, and simultaneous engagement with multiple family members [28]. Although teletherapy presents several advantages for access with partners in multiple locations or families with young children [7,18,27], COVID-19 factors related to remote work and school, limited space at home, and lack of social support may have resulted in intense situations [29] that were challenging to address via teletherapy. Studies have reiterated these challenges, including the possibility of therapist exhaustion [30], moral distress [31], split alliances [18], and lack of training and competencies in teletherapy [8]. Moving forward, competency-based training [19] and best practices for telemental health must attend to the unique challenges of working with couples and families [27] along with ways in which therapists can be better supported [32]. Further research is also needed to better differentiate therapists’ experiences with telehealth in general from their unique experiences of teletherapy during the COVID-19 pandemic [18].

**Limitations**

Although this study recruited from different states and mental health disciplines, and the findings are robust, they are still exploratory and tentative. Participants self-selected to take part in the survey, and it is possible they had specific experiences that may not reflect views of the national population of therapists, limiting generalizability. Future research with a diverse sample and increased heterogeneity is needed. Doing so may result in less heteroscedastic data and extend our understanding of how aspects of the therapist, client, and practice contexts intersect.

**Conclusion**

Public health concerns and health safety underscored the shift to teletherapy [33], rather than a structured or clinically sound plan to increase access with trained practitioners. As we emerge from pandemic-related restrictions, it is likely that teletherapy will continue [17]. However, few studies have examined mental health providers’ perspective on potential inequities of shifting to teletherapy [34] and the resultant disproportionate experiences of those living in underresourced communities [35]. Although access and convenience drive teletherapy use [36], our study suggests that after the pandemic, licensed professionals are less likely to continue teletherapy for clients in lower socioeconomic groups as well as for many couples and families. We contend that training clinicians and addressing structural barriers to teletherapy access may decrease deepening disparities in teletherapy provision.
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Abstract

Background: Cigarette smoking and alcohol use are well known to be concomitant behaviors, but there is a lack of studies related to recruitment of smokers for mobile cessation services at places where alcohol is consumed, such as bars and clubs. Adapting recruitment strategies to expand the reach of cessation programs to where tobacco users are located may help decrease the health-equity gap in tobacco control by improving reach and enrollment of underserved smokers residing in low-income and rural areas who are not reached by traditional cessation services.

Objective: The purpose of this exploratory study was to assess the feasibility of direct outreach in bars, clubs, and other venues frequented by young smokers in urban San Antonio and nearby rural areas.

Methods: We collaborated with an advertising agency to conduct in-person recruitment of young adult smokers aged 18-29 years, focusing on urban and rural Spanish-speaking Latino participants, as well as English-speaking rural White and African American participants. Street team members were recruited and trained in a 4-hour session, including a brief introduction to the public health impacts of cigarette smoking and the aims of the project. The street teams made direct, face-to-face contact with smokers in and near smoking areas at 25 bars, clubs, and other venues frequented by young smokers in urban San Antonio and nearby rural areas.

Results: The 3923 interactions by the street teams produced 335 (8.5%) program enrollments. Most participants were English speakers with a mean age of 29.2 (SD 10.6) years and smoked a mean of 8.5 (SD 6.2) cigarettes per day. Among users who responded to questions on gender and ethnicity, 66% (70/106) were women and 56% (60/107) were Hispanic/Latino. Among users ready to make a quit attempt, 22% (17/77) reported 1 tobacco-free day and 16% (10/62) reported maintaining cessation to achieve 1 week without smoking. The response rate to later follow-up questions was low.

Conclusions: Direct outreach in bars and clubs is a useful method for connecting young adult cigarette smokers with mobile cessation services. However, further research is needed to learn more about how mobile services can influence long-term smoking cessation among those recruited through direct outreach, as well as to test the use of incentives in obtaining more useful response rates.

(JMIR Form Res 2022;6(6):e28059) doi:10.2196/28059
Introduction

Quitxt (Institute for Health Promotion Research) is a mobile service for smoking cessation designed to guide users through the process of quitting and maintaining abstinence from tobacco use. Quitxt is available via SMS text messaging and Facebook messaging, in both English and Spanish, with enrollment promoted mainly through social media advertising. The program does not offer incentives for responding to assessment questions. Prior studies have demonstrated that Quitxt can be effective in helping up to 1 in 5 users to stop smoking for up to 6 months [1,2]. In this study, we sought to recruit users directly at locations where smokers are frequently encountered: in bars and clubs where alcohol is consumed.

Previous research has found that social media can reach young adults wherever they are, at any time of the day [3]. With the potential for private interactions and public peer outreach, Facebook is a useful, cost-effective recruitment source for young adult smokers [1,4,5]. Mobile devices also have great potential to provide personalized smoking cessation support services, as a Cochrane Review [6] has concluded that text message–based interventions can significantly increase odds of successful cessation of smoking. Many programs have demonstrated that an outreach program using workshops to deliver smoking cessation treatment is effective and easily adoptable by existing public health organizations [7]. Adapting recruitment strategies to expand the program by reaching tobacco users where they are located may help decrease the health–equity gap in tobacco control by improving reach and enrollment of underserved smokers residing in low-income and rural areas who are not reached by traditional cessation services [8].

Despite much research on innovation in cessation services, there were comparatively few reports on methods other than media promotion and advertising for recruiting participants into such services. In a widely cited study, Lando et al [9] reported success from telephone outreach to numbers listed in defined populations for recruiting smokers into telephone counseling. McClure et al [10] found that proactive invitation letters to newsletter-recruited smokers could enhance enrollment in an internet-based service. “Targeting” potential enrollees via direct face-to-face outreach was recommended, but not reported, by Chevalking et al [11] for recruitment to mobile apps similar to the one used in this study. In fact, direct outreach to tobacco users where they can most easily be found is increasingly recognized as an important way to recruit them to cessation services [12-15]. Although internet communication is easy to organize and may be highly cost-effective, person-to-person recruitment to directly reach potential participants in person may be the best way to reach those with lower incomes, lower education levels, and difficulties accessing the internet [13]. Recently published reports described the deployment of “street teams” to reach teens and young adults through peer-to-peer outreach strategies at community venues and events [16]. Outreach at places of employment has been reported for underserved Latino communities at urban construction sites [12]. A very promising approach has been reported from Hong Kong, in which tobacco users are found and recruited directly at outdoor “smoking hotspots” [16-18]. Other very recent research described positive results from the distribution of free nicotine replacement products as a part of direct outreach at smoking hotspots [19-23]. Cigarette smoking and alcohol use are well known to be concomitant behaviors. Most smokers drink alcohol, smokers are more likely to drink than nonsmokers, and those who use both may use them together in the same situations [24,25]. In addition, alcohol consumption is associated with smoking persistence, smoking relapse, and lower odds of quitting success [26-28]. However, there is a lack of research on smokers’ recruitment for mobile cessation services at places where alcohol is consumed, such as bars and clubs. This represents an approach that clearly deserves exploration of feasibility, and thus is the subject of this study.

To explore the feasibility of direct recruitment at venues where alcohol is consumed, we collaborated with an advertising agency (Foundry512) that deployed street teams of outreach workers to recruit smokers to join our Quitxt program at bars, clubs, and other venues in and near San Antonio, Texas. Direct recruitment was done during a brief interval before the COVID-19 pandemic, which made such face-to-face work in bars and clubs unfeasible.

Methods

Ethics Consideration

This study did not require Institutional Review Board approval because it is not a regulated research as defined by the Department of Health and Human Sciences (DHHS) regulations at 45 Code of Federal Regulations (CFR) 46 and FDA regulations at 21 CFR 56 [29].

The proposed program is not funded as research and is not a systematic investigation to test a hypothesis and permit conclusions to be drawn. Further, the purpose is not to investigate the safety or effectiveness of a drug, medical device or biologic.

Target Audience and Recruitment

The target audience for this work was individuals aged 18-29 years, and we focused on urban and rural Spanish-speaking Latino smokers, as well as English-speaking rural White and African American smokers. The face-to-face recruitment was carried out by Foundry512, a full-service advertising agency with extensive experience in the promotion of alcohol products in places where alcohol is consumed.

Selecting and Training Street Team Members

Foundry512 hired and trained 9 part-time workers to form “street teams.” To help ensure street team members could establish a positive relationship with smokers, selection was done to ensure that the team mirrored the culture and demographics of our target audiences. Of the team members, most were bilingual, all had previous experience in outreach marketing, and they...
were either former smokers or had smokers in their social circles.

Street teams were trained to use a direct-interaction approach to engage users who were observed using tobacco. The main training objectives were to raise awareness and empathy for the subject and to prepare the teams to follow the program’s methodology. The training was conducted in 2 sessions that lasted 2 and 4 hours, respectively. During the first session, street team members received information about smoking, risk factors, side effects, and how the advertising industry has influenced smoking. In addition, the elements that contribute to successful in-person interactions with someone who tries to quit or is thinking about quitting were explained. The second session included a brief introduction to the public health impacts of cigarette smoking and the aims of the Quitxt program and its mobile platforms. Lastly, the training focused on preparing the teams for questions or doubts that smokers may have during the interaction, using empathetic approaches and responses that reflect the challenge of quitting, and learning ways to handle difficult situations or extremely negative responses. Both modeling demonstrations and role playing were used to help the street teams learn the guidelines for interaction, feel more comfortable with the questions to be asked, and make their interactions flow naturally and empathetically.

Approaching Potential Participants

Foundry512 identified and selected 25 bars, clubs, and other venues and events frequented by young adult smokers in urban San Antonio and nearby rural areas. They developed a daily schedule and assigned street team members to different venues and events. When smokers were encountered, street team members guided the interaction using three short questions designed to obtain information about the intention or motivation that smokers had to quit smoking: (1) How important is it to you to quit smoking? (2) How confident are you in your ability to quit smoking? and (3) How ready do you feel to quit smoking? Response options used a rating scale of 1-10 to assess the smokers’ level of motivation and readiness to quit smoking. This schema was designed by Foundry512 to be used as a guide to create fluid conversation and to manage complicated interactions with smokers who are apathetic or conversations that would exceed time limits.

The street teams made face-to-face contact with smokers at selected locations and conducted interactions that had an average duration of 4.5 minutes each. In the interactions, street teams first established rapport with the smokers and then toward the end of the engagement introduced the Quitxt mobile cessation program, explained its functions and benefits, and invited them to join the program.

The Quitxt Mobile Cessation Program

Quitxt is a bilingual, evidence-based mobile cessation service that is free to use and culturally appropriate. It turns the participants’ phones into a personal coach to help young adults quit smoking. To enroll in the program, participants should be 18 years of age or older, current smokers, and willing to set a quit date within 14 days and provide baseline data [2]. The Quitxt SMS text messaging and Facebook Messenger platforms each contain a complex sequence of interactive messaging, beginning with collection of baseline data that include basic demographics (ie, age, ethnicity, gender), number of cigarettes smoked per day, and e-cigarette use. Participants are then prompted to either choose “quit tomorrow” or set a “quit date” within 2 weeks. Based on the selection, a specific sequence of messages follows. The program provides motivational messages, tips to manage cravings and difficult situations, and 24/7 support. After their quit date, enrollees are also encouraged to text “help” if they are having difficulty avoiding cigarettes. When they text “help,” the system texts to ask if the help needed is due to “stress” or “mood”; depending on their text reply, they are then sent either a link to breathing exercises (for stress) or a message with links to diverting, humorous videos (for mood) [2].

Data Analysis

To describe the characteristics of participants referred by the street teams and enrolled in the program, categorical and continuous variables were summarized with frequency distribution, cross-tabulation, mean, and standard deviation as appropriate. Cessation rates were calculated as the proportion of users who reported abstinence among the total active users at the time of the assessment, which were completed at 1, 7, 28, and 72 days from the quit date set by each smoker [30].

Results

The street teams reported 3923 interactions and 353 enrollments of smokers who fit the target group. According to street team members, the most useful question they asked was “How important is it to you to quit smoking?” The least useful was “How ready do you feel to quit smoking?” Street team members stated that this question generated negative reactions and refusals. Therefore, based on the team members’ assessments, Foundry512 decided to take out this question with the purpose of maximizing positive reactions from smokers. Interestingly, street team members reported that Latino smokers did not use Spanish as their primary language in these types of social settings. It is also notable that suspicion of the street teams’ legitimacy and lack of receptivity were overcome by designing and providing a badge and lanyard for the street teams to look like a cohesive unit with a unified purpose.

Although 353 enrollments were reported by the street teams, data were obtained from 335 users who formally enrolled in the Quitxt SMS (n=317) and Quitxt Facebook Messenger (n=18) services (Table 1).

All but 5 participants preferred the protocol in English. Only 114 participants provided their age (mean 29.2, SD 10.6 years). Of the 106 participants who reported their gender, 66% (n=70) were female. Ethnicity was reported by 107 enrollees and 56% (n=60) identified themselves as Hispanic/Latino. Among the 80 who reported their current tobacco use rate, the mean consumption was 8.5 (SD 6.2) cigarettes per day.

Among these 335 formally enrolled participants, 77 (23%) reported that they were ready to make a quit attempt within 2 weeks. The protocol included questions about smoking cessation during the process of quitting. Among users who were ready to
make a quit attempt, 22% (17/77) reported abstinence at quit day 1, and 16% (10/62) reported maintaining cessation to achieve 1 week without tobacco use. Response rates to later follow-up queries were very low. Only 2 responded to the query about tobacco use 28 days after their quit attempt, and 1 of those reported maintained cessation. There were 3 participants who responded to a similar question 72 days after their quit attempt, and all 3 of these reported that cessation had been maintained for that interval.

Table 1. Characteristics of participants (N=335) recruited by street teams.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preferred language (N=335), n (%)</td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>330 (98)</td>
</tr>
<tr>
<td>Spanish</td>
<td>5 (2)</td>
</tr>
<tr>
<td>Age (years; n=114), mean (SD)</td>
<td>29.2 (11)</td>
</tr>
<tr>
<td>Gender (n=106), n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>36 (34)</td>
</tr>
<tr>
<td>Female</td>
<td>70 (66)</td>
</tr>
<tr>
<td>Ethnicity (n=107), n (%)</td>
<td></td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>60 (56)</td>
</tr>
<tr>
<td>Non-Hispanic/Latino</td>
<td>47 (44)</td>
</tr>
<tr>
<td>Cigarettes smoked/day (n=80), mean (SD)</td>
<td>8.5 (6)</td>
</tr>
<tr>
<td>Ready to make a quit attempt (N=335), n (%)</td>
<td></td>
</tr>
<tr>
<td>Cessation at quit day 1 (n=77)</td>
<td>17 (22)</td>
</tr>
<tr>
<td>Cessation at quit day 7 (n=62)</td>
<td>10 (16)</td>
</tr>
</tbody>
</table>

aPercentages were calculated based on responses received, as some participants did not respond to or skipped over questions.

Discussion

Principal Findings

Our results suggested that face-to-face recruitment of young adult smokers at venues where alcohol is served (ie, clubs, bars, restaurants) was a feasible strategy to enroll both English- and Spanish-speaking young adults into a mobile cessation service. As in the studies conducted by Asfar et al [12], Chan et al [15], and Saw et al [16], the Quitxt street teams directly recruited participants at places that are frequented by young adult smokers; however, none of their studies involved a mobile phone cessation program. Given that young adults are less likely to seek or use traditional cessation services, such as quittings [2], direct outreach to young adult smokers by street teams of peers may improve reach and enrollment to smoking cessation services, particularly if the program is tailored to the participants’ culture, language, and media use.

There are some limitations to consider. This was not a randomized controlled study and we were unable to assess the effectiveness of the street teams’ approach compared with social media advertising, which is the most common strategy used by Quitxt to promote and recruit participants into the program. The fidelity of the intervention was not assessed, and the street team members’ adherence to its methodology was unclear. As has happened to many programs across the country, the COVID-19 pandemic impacted our program activities. Face-to-face recruitment by Foundry512 had to be canceled 2 weeks before completing the scheduled activities due to shutdown of bars, restaurants, clubs, and public events to protect the public and avoid the spread of the virus. Even though COVID-19 cut short the face-to-face recruitment efforts, the street teams’ approach showed promising results regarding its feasibility in recruiting for a mobile cessation service.

There were lessons learned and challenges experienced during the implementation. First, selecting street team members who share similar demographic characteristics as the target groups is important and facilitates interaction and engagement. Second, implementing hands-on training that incorporates role play is essential to building team confidence. Third, having formal badges, business cards, or other forms of formal identification for street teams provides legitimacy, generates trust, and facilitates interactions with potential participants. The initial lack of standardized identification during the first activation caused people to be less receptive to the street teams, which led potential participants to question the legitimacy of the activity. Foundry512 resolved this issue by designing and providing a badge and lanyard that included the team member’s name and the Quitxt and University of Texas Health Science Center at San Antonio logos. In this way, the street team members looked like a formal cohesive unit with a unified purpose. Fourth, having a contingency plan is important, as well as verifying representation of the target groups in the venues selected during planning. During the first activation, the target audiences were not found at the scheduled locations. Additional research was carried out by Foundry512 as part of a contingency plan and new venues were successfully identified by the team. Lastly, maintaining close communication and creating opportunities for additional training is crucial for adapting the intervention.
to unexpected situations. The main challenge faced during implementation was the COVID-19 outbreak, which caused both the participants and the street teams to express feelings of concern and vulnerability. As the situation developed day by day, Foundry512 adapted the street team methodology to meet rising concerns and implement safety measures recommended by the local, state, and federal governments. Team members were trained on safety protocols to keep interactions with participants safe (ie, social distancing, wearing masks). Starting with the second activation, street team members were provided with bilingual enrollment cards that included a QR code and 3-step instructions on how to enroll in Quitxt. This provided a safe way to give instructions to interested young smokers, while avoiding close contact with the person or their cell phones.

Conclusion

Findings from this exploratory study showed that direct outreach in bars and clubs is a feasible method and has great potential for enrolling participants into a mobile smoking cessation program. Nearly 4000 tobacco users were approached and 335 (8.5%) formally registered as enrollees in the program. Among these individuals, approximately 1 in 5 were ready to make a quit attempt and approximately 1 in 7 achieved 1 week of nonsmoking. However, subsequent response rates to assessment questions were too low to draw any conclusions about long-term impact on the users’ smoking status. We concluded that direct outreach in bars and clubs is a useful method for connecting young adult cigarette smokers with mobile cessation services and the use of incentives could help obtain more useful response rates. However, further research is needed to learn more about how mobile services can influence long-term smoking cessation for users recruited through face-to-face interactions.
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Abstract

Background: Intervention development is a critical stage. However, evidence indicates that the substandard reporting of intervention details is widespread.

Objective: This study aimed to provide an overview of the guiding frameworks, methodology, and stages for the design and construction of a new complex intervention—the Phone Pal.

Methods: The intervention development process followed the Medical Research Council framework for developing complex interventions as well as the person-based approach. The intervention was developed following the evidence synthesis of a literature review, a focus group study, and a survey after consultation and input from advisory groups with a range of stakeholders, including patients, volunteers, clinicians, and academics.

Results: The developed logic model outlines the contextual factors, intervention, mechanisms of change, and short- and long-term outcomes. The operationalized intervention required matching 1 patient with 1 volunteer to communicate with each other through a smartphone via SMS text messages, WhatsApp messages or email, and audio or video calls. Each participant was encouraged to communicate with their match at least once per week for a 12-week period using informal conversation.

Conclusions: The systematic process and theoretically sound strategy through which this intervention was developed can provide insights to future researchers on the reality of developing and preparing the operationalization of a digital intervention using multiple components.

(JMIR Form Res 2022;6(6):e35086) doi:10.2196/35086
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Introduction

Complex Interventions

The distinctive notion of a complex intervention has emerged since 2000 [1] through debate focused on the definitions of complex interventions and their components [2]. In particular, there is a need to identify the active ingredients [3], especially in multicomponent psychosocial interventions. It has been emphasized that the description of complex interventions is not enough [4]. In fact, the process of decision-making during research and whether relevant stakeholders are involved and how is often not described.

The 2010 CONSORT (Consolidated Standards of Reporting Trials) statement recommends that authors report interventions with “sufficient details to allow replication” [5]. However, evidence indicates that substandard reporting of intervention
details is widespread [6,7], which may be due to the complexity of many nonpharmacological interventions carried out within a social context [4,8].

It has been recommended that complex interventions should be defined as being formed of parts; these may be material, human, theoretical, social, or procedural in nature and may themselves have subdivisions. These can be further stratified into higher and lower realms that exercise power individually, in combination, or as emergent properties [9]. The intervention whole refers to the intervention as a single complete entity distinct from the parts that comprise it; its existence depends on its parts. However, some approaches view the whole as being more than the component parts; thus, the parts are insufficient to explain changes in the intervention’s outcomes [10]. Intervention developers routinely elicit the views of target users in a variety of ways [11,12]. However, there is still controversy surrounding how best to do this [13].

**The Phone Pal as a Case Study**

Volunteering programs appear beneficial and can be encouraged as a means of integrating patients with severe mental illness (SMI) into their communities and promoting their recovery [14]. SMI typically refers to someone with a diagnosis of psychosis of >2 years, duration which impairs their functionality [15].

Social relationships constitute a complex and multidimensional construct with both structural and functional components. With respect to patients with psychosis, there is a body of literature describing their social isolation, low quality of life, low self-esteem, sedentary lifestyle, and nonexistent attachments [16-20]. Regarding volunteers, studies have suggested improvements in their quality of life and changes in their attitudes toward people with mental illness [21].

In the current era of innovation, new models of volunteering may arise using technology. These may encourage the recruitment of new kinds of volunteers and also open the possibility of remote volunteering across large distances [22]. Thus, there is an additional need for remote models that enable volunteer support using technology to connect people with mental illness to others [23].

In an empowerment model in which volunteers take an *active* role as proactive citizens (eg, by supporting either a neighbor or someone remotely), digital volunteering could be an invaluable public health resource for society [24]. Having a Phone Pal as an intervention establishing informal communication about daily life could provide a distinctive form of mental and social support to people with mental illness, improving their mental and physical health [25].

**Objectives**

The aim of this study was to report the process of development of a complex intervention (ie, the development of a logic model and the planning of its operationalization) as well as to report on the resultant intervention that was ultimately developed—the Phone Pal.

**Methods**

**Overview**

The process of developing the multicomponent behavioral intervention was performed systematically in different stages. It involved three aspects: (1) developing the logic model, (2) outlining the intervention components, and (3) operationalizing the intervention.

A logic model is a diagrammatic representation of an intervention describing anticipated delivery mechanisms (ie, how resources will be applied to ensure implementation), intervention components (ie, what is to be implemented), hypothesized mechanisms of impact (ie, how an intervention will work), and intended outcomes [26]. Logic models are commonly used to represent the causal processes through which interventions produce outcomes [27].

The development of the Phone Pal logic model followed the recommendations of the 2 guiding frameworks for this study: the UK Medical Research Council (MRC) framework for developing and evaluating complex interventions [28] and the person-based approach [29]. Both frameworks specify the importance of illustrating the theoretical processes that are expected within an intervention and its context. Figure 1 illustrates the various stages of the development pathway followed in this study.

---

**Figure 1.** Framework of methods and stages for the intervention development and testing.

---
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Guiding Frameworks
The MRC framework [28] is the most widely used framework for intervention development with multiple components. The MRC framework has four interlinked stages: (1) development, (2) feasibility and piloting, (3) evaluation, and (4) implementation.

This study focuses on the first stage (ie, development), which entails the assessment of the existing evidence base followed by the identification and construction of the theory relating to an intervention. This was relevant to this study, as the mechanisms of volunteering remain unclear.

The person-based approach was selected as a supplementary framework for intervention development [29]. This approach recognizes the specific contextual challenges related to engaging users with digital interventions designed for independent use. This framework argues that interventions must be appealing, easy to use, and relevant to the participants’ needs; otherwise, people will not use them.

The person-based approach also advocates that the conceptual modeling described in the MRC framework should consider specific contextual behavioral issues and challenges identified during intervention development. The creation of guiding principles is advised to address contextual challenges and inform an intervention logic model. There are two elements: (1) intervention objectives and (2) core components of the intervention that operationalize the objectives. This approach puts emphasis on component design to improve digital health intervention acceptance and engagement and suggests that all interventions should aim to promote a positive emotional experience [29].

Stages of the Intervention Development
The 4 stages of intervention development used in this study were based on the MRC framework and the person-based approach [28,29] (Multimedia Appendix 1).

Methods Involved in the Intervention Development
Overview
Different methods were used in the intervention development. Some of these activities took place concurrently (eg, the focus group study and survey) and were followed by several iterations of consultations with the advisory groups. The review was conducted between October 2015 and December 2015, the focus groups were conducted between January 2016 and September 2017, the survey was conducted between August 2016 and August 2017, and the advisory groups were consulted from February 2017 to February 2020.

Review of the Literature
A rapid narrative literature review was conducted to enable efficient mapping of the main results related to the specified field. It constitutes a useful technique for intervention development where a broad perspective of the literature is required within a limited timetable [30,31]. Key papers and theories for developing interventions and digital interventions were subsequently searched [32].

Focus Group Study
Stakeholders potentially linked to the provision of volunteering (ie, mental health professionals and volunteers) were interviewed in a focus group format to explore their views regarding the relationship formats between patients and volunteers [32]. A total of 24 focus groups were conducted with 119 participants. The process and findings of the focus groups have been described elsewhere [33,34].

Survey
Patients’ preferences with respect to contact with a volunteer were assessed through a survey that evaluated potential relationship formats between patients and volunteers and the patients’ preferred volunteer characteristics [22]. A total of 151 patients with psychosis followed in outpatient services in London were interviewed. The findings of this study have been published elsewhere [22].

Volunteer and Patient Advisory Groups
In this research, both patients and volunteers were also included as patient and public involvement advisors [35]. The lead author (MPdC) worked with organizations of volunteers and patients consulting them regarding intervention development [36,37].

The lead author collaborated with a national volunteering association, Befriending Networks [38], which is the umbrella charity for befriending services operating across the United Kingdom and beyond. In September 2017, the lead author organized an event in London that brought several volunteer organizations and volunteers together. The event raised awareness of research on volunteering in mental health and was attended by volunteers involved in charities of mental health. Many of these volunteers contributed to the focus groups conducted during this event. Following the meeting, 2 volunteers also worked with the lead author through the advisory group offering their input for the intervention development process.

To establish patient views, the lead author worked with the Service User and Carer Group Advising on Research at City University of London [39]. This group comprised 14 mental health service users who had personal experience with a variety of mental health conditions, including psychosis.

These groups were consulted throughout the intervention development phase; the meetings involved discussions based on written materials or presentations. The opinions of potential users (ie, both patients and volunteers) were sought concerning which components they thought should be included in an intervention that was aimed toward the provision of opportunities for volunteering in mental health.

The Phone Pal logic model was then developed in consultation with the advisory groups, and it explored a set of person-based intervention components and the potential outcomes that the intervention could affect aligned with the participants’ opinions on what to achieve. The groups advised on the suitability of different components and provided recommendations on the role and characteristics of patients and volunteers in this intervention.
These potential users offered important insights to establish the guiding principles of the intervention. They also discussed and specified the key components and objectives that would improve acceptability and engagement with a digital intervention.

**Expert Advisory and Consultation Group**

Regular meetings with a multidisciplinary team of 30 people comprising principal investigators, postdoctoral researchers, PhD students, researchers, public health experts, anthropologists, psychologists, and psychiatrists at the Unit for Social and Community Psychiatry were used to discuss the intervention development process. The lead author presented the guiding principles, and the team advised on the Phone Pal logic model development.

**Evidence Synthesis**

The findings emerging from the aforementioned methods were synthesized and presented to the advisory groups. Although there were divergent views on occasions, these group discussions frequently allowed one view to emerge as preferred or, on some matters, there was even consensus from the advisory group members. Further to the consultation with the advisory groups, actions were agreed upon to guide the design of key components of the intervention, the development of the logic model, and the intervention operationalization. The decisions that addressed the identified challenges were acceptable to patients and volunteers, were informed by theory, could be achieved pragmatically within this research, and were endorsed by the expert group.

**Ethics Approval**

The initial intervention developed was assessed, and changes were requested by the Research Ethics Committee (REC). The final intervention was approved by the REC and the Health Research Authority in the United Kingdom (REC reference 18/EE/0196; protocol 012393).

**Results**

**The Development of the Phone Pal Logic Model**

**Process for Selecting the Intervention Core Components and Objectives**

The process for selecting the intervention core components and objectives was guided by the intervention guiding principles. The guiding principles of the intervention communicate how the objectives and components of the intervention address the particular contextual challenges identified during the process. After an extensive process of gathering the existing evidence, three core intervention components were outlined: (1) a match (ie, patient-volunteer), (2) remote communication, and (3) a smartphone, as depicted in Figure 2.

The objectives established were (1) to provide one-to-one access to a match, (2) to provide this access to a person remotely, and (3) to allow the communication to occur digitally. Table 1 presents the core components, intervention objectives, and contextual factors.

The following section describes the process of logic model development, portraying the decision-making for the selection of suitable intervention components—namely, the volunteers’ characteristics and role, the patients’ characteristics and role, and being connected remotely and through a smartphone—using the methods that informed them (Table 2).

---

**Figure 2.** Core components of the intervention.

![Figure 2. Core components of the intervention.](image)

**Table 1.** Core components, intervention objectives, and contextual factors.

<table>
<thead>
<tr>
<th>Core components</th>
<th>Intervention objectives</th>
<th>Contextual factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>A “match”</td>
<td>Provide one-to-one access to another person—a match</td>
<td>Patients might be socially isolated</td>
</tr>
<tr>
<td>Remote communication</td>
<td>Enable the communication to occur remotely</td>
<td>Patients might face barriers to in-person meetings</td>
</tr>
<tr>
<td>A smartphone</td>
<td>Provide access to a person digitally</td>
<td>Technology is integrated into people’s lives</td>
</tr>
</tbody>
</table>

---

https://formative.jmir.org/2022/6/e35086

JMIR Form Res 2022 | vol. 6 | iss. 6 | e35086 | p.27
(page number not for citation purposes)
Volunteers have varied profiles. It was concluded from systematic reviews [40,41] that there is no typical volunteer. These variations [42] encouraged the adoption of a definition of diverse volunteers for the inclusion criteria of this study that enabled volunteer recruitment from a variety of backgrounds.

The volunteer inclusion criteria were widened, recruiting volunteers without experience of mental illness. Although peer support is a theoretical intervention that has been used in web-based psychological interventions to promote co-operation and expertise and reduce loneliness [43], it excludes volunteers who do not possess a shared characteristic.

Volunteers with personal experience of mental illness were also included in this study. Several articles document volunteers who disclose a personal psychiatric history themselves [44-46]. Such volunteers can act as role models and be an inspiration to those with a current mental illness as they are able to demonstrate that life does go on and that it is possible to cope with an SMI [44].

In addition, the patient survey demonstrated that most patients (83/148, 56.1%) were interested in a volunteer who had personal experience as a patient in mental health care [22]; these findings added weight to the decision to broaden the inclusion criteria. The focus group study also presented a range of qualities and characteristics related to volunteers. However, it did not advocate for any specific profile of volunteer; views ranged from anyone can be a volunteer to those who considered that individuals with a supporting profile and skills should be the ones providing volunteering support.

For the new intervention, the literature reinforced the decision to have broad inclusion criteria for volunteers, which could encompass a wide range of individuals with or without a possible history of mental issues. The patient and volunteer advisory groups endorsed this choice.

### Components

#### Volunteer Characteristics

Volunteers have varied profiles. It was concluded from systematic reviews [40,41] that there is no typical volunteer. These variations [42] encouraged the adoption of a definition of diverse volunteers for the inclusion criteria of this study that enabled volunteer recruitment from a variety of backgrounds.

The volunteer inclusion criteria were widened, recruiting volunteers without experience of mental illness. Although peer support is a theoretical intervention that has been used in web-based psychological interventions to promote co-operation and expertise and reduce loneliness [43], it excludes volunteers who do not possess a shared characteristic.

Volunteers with personal experience of mental illness were also included in this study. Several articles document volunteers who disclose a personal psychiatric history themselves [44-46]. Such volunteers can act as role models and be an inspiration to those with a current mental illness as they are able to demonstrate that life does go on and that it is possible to cope with an SMI [44].

In addition, the patient survey demonstrated that most patients (83/148, 56.1%) were interested in a volunteer who had personal experience as a patient in mental health care [22]; these findings added weight to the decision to broaden the inclusion criteria. The focus group study also presented a range of qualities and characteristics related to volunteers. However, it did not advocate for any specific profile of volunteer; views ranged from anyone can be a volunteer to those who considered that individuals with a supporting profile and skills should be the ones providing volunteering support.

For the new intervention, the literature reinforced the decision to have broad inclusion criteria for volunteers, which could encompass a wide range of individuals with or without a possible history of mental issues. The patient and volunteer advisory groups endorsed this choice.

### Role of the Volunteer

There are several variations in the potential role of volunteers described in the literature. Although overall these are referred to as social support [47], such an approach may comprise emotional, informational, appraisal, and instrumental aspects [48]. Social support has been described as a reciprocal process, where its provision may be as important as its receipt [49].

In the focus group study, stakeholders expressed strong views that the intervention should aim to overcome isolation by connecting patients to additional social contacts, thus using volunteers as instruments for modeling (ie, as a transition figure). Of the surveyed patients interested in technology, most (32/56, 57%) thought that the aim of digital volunteering was to make a new friend and had less to do with increasing their activities. They appeared to view technology as a means of establishing contacts with other people and forming friendships. The fact that most of these patients wanted someone as a volunteer with personal experience of mental illness implied a desire to have a more symmetrical relationship.

Some of the members of the expert advisory group initially advised that the volunteers should maintain an asymmetrical role of patient support. However, in view of the feedback collected from the focus group study and the survey, most of the expert group members subsequently supported the pursuit of a new model in which a more symmetrical relationship was recommended between the 2 matched participants (ie, one that followed the guiding principles of social facilitation, social learning, social role, social comparison, and self-determination).

Encouraging relationship symmetry was a significant decision, distinguishing the current model from more traditional frameworks of befriending or peer support, which exclude...
people with or without mental illness, respectively. In this intervention, both were accepted as volunteers. In addition, it was deemed important to incorporate the assessment of social contacts as one of the study outcomes before and after the intervention.

With the endorsement of the patient and volunteer advisory groups, it was decided that the primary role of the volunteer in this intervention would be to offer remote human contact to patients, establishing informal communication between each other about daily life. The volunteer could be a potential role model for the patient, establishing a more symmetrical relationship. Therefore, the focus of this intervention is the patient’s and volunteer’s social interactions with each other via smartphone as opposed to being centered on being together and engaging in social activities.

**Patient Characteristics and Role**

The literature describes that, in people with SMI, social isolation has been linked to higher levels of delusions [50], lack of insight [51], and high hospital use [52]. Importantly, previous studies have found a significant association between loneliness and psychosis [53]. The significance of social isolation in patients with psychosis led to the decision to focus this intervention on these individuals.

The focus group study provided insights into the role of patients when outlining the character of the relationships between patients and volunteers.

The survey revealed that younger patients and those with a more recent diagnosis of psychosis were more likely to prefer digital volunteering [22]. However, another study reported that older patients with psychosis were actually more likely to engage with digital interventions [54]. In light of these data, it was opted to include adult patients of all ages in the study. This would also enable the comparison of intervention use according to age. The advisory groups endorsed these proposals for the patients’ characteristics and their role in this intervention.

**Connected Remotely Through a Smartphone**

The concept of volunteers and patients interacting through technology is reinforced in the literature. Technology can help connect people, especially those usually hard to reach [55]. It facilitates more frequent and flexible communication, which is the central element in a relationship. In particular, smartphones are highly portable and in widespread use, presenting new opportunities to deliver interventions, monitor behavior changes, and make communication easier between people who are far away from each other [36-38].

It has been documented that patients with psychosis value technology [59]; are interested in using smartphones [60]; and have been found to engage, adhere, and be satisfied with their use [61-63]. In fact, people with SMI were able to use and adhere to digital interventions [64] even when experiencing negative symptoms [65] and generally found such technology helpful and easy to use. A study evaluating a digital intervention in people with schizophrenia reported that noncompleters were more likely to have severe negative symptoms than completers but found no difference in the incidence of positive or depressive symptoms [66].

People have long established contact with strangers even before technology was in place. This is illustrated by the popularity of pen pal letters abroad [67]. This concept supported the decision to design a fully digital intervention and not encourage each match to meet in person during the study.

Among the array of digital tools currently available, smartphones were favored rather than alternatives such as a website or tablet. For the former option, the participants would need constant internet access; with respect to the latter, tablets are commonly larger and less portable than smartphones. The plethora of evidence relating to smartphone use, ownership, and interest in people with psychosis also influenced the decision to deliver the intervention via this modality [59-65]. It was also the most affordable option to enable remote communication between patients and volunteers.

The results from the patient survey revealed that several patients (56/151, 37.1%) were interested in receiving digital volunteering; only a few patients (20/151, 13.2%) did not use technology.

A further important consideration in relation to smartphone use was the advice from the focus group study that veered away from the idea of a separate app. An app designed specifically for people with mental illness to communicate with healthy volunteers could potentially risk a further increase in stigma. Instead, a strong recommendation was made to use the normal modalities of communication typically offered by every smartphone (eg, audio calls, video calls, written messages, and emails).

The expert advisory group endorsed the use of this totally remote style of communication to differentiate from face-to-face interactions (Multimedia Appendix 2).

**Process for Selecting the Guiding Principles for the Phone Pal Logic Model**

**Overview**

The guiding principles aim to address the contextual challenges that are likely to affect intervention delivery. They consist of 2 aspects (ie, the intervention objectives and the core components used to operationalize them), which were developed to ensure that the intervention met the volunteers’ and patients’ expectations [68].

This logic model was assembled with the contextual factors and anticipated outcomes following a process of collating existing evidence, varying theories, and conceptualizations. Table 3 illustrates the guiding principles of the intervention, hypothesized mechanisms of change, and outcomes that may be affected by intervention use. The intervention components were selected after feedback to theoretically promote engagement via role modeling and self-efficacy, as further explained.
Guiding Principles

Different guiding principles were then grouped as drivers of the 3 distinct mechanisms of change [68].

A total of 3 guiding principles were linked with engagement as a mechanism of change (ie, personalization, tailoring, and real-world feel). Personalization entails the offer of personalized content; tailoring encompasses the adaptation of the content to potential needs, interests, personality, context, or other individual factors; and the real-world feel emphasizes the need to increase the intervention credibility.

In total, 5 guiding principles under the auspice of role model form the second grouping (ie, social facilitation, social learning, social role, social comparison, and normative influence). Social facilitation postulates that participants are more likely to perform a target behavior if they are aware that another person is performing the behavior along with them. Social learning describes that a participant will be more motivated to perform a target behavior if they are able to observe others performing the behavior. Social role suggests that participants will be more likely to perform a target behavior if an intervention adopts a social role. Social comparison describes that participants will have a greater motivation to perform a target behavior if they can compare their performance with that of others. Normative influence describes that an intervention can provide peer pressure to increase the likelihood that a participant will adopt a target behavior.

The 3 remaining guiding principles were linked with the mechanism of change of self-efficacy: self-monitoring, co-operation, and recognition. Self-monitoring postulates that an intervention that allows a participant to keep track of their own performance or status supports the participant to achieve their goals. Co-operation describes that an intervention can motivate participants to adopt a target behavior by leveraging humans’ natural drive to co-cooperate. Recognition indicates that, by offering public recognition for a participant, an intervention can increase the likelihood that the participant will adopt the target behavior.

Mechanisms of Change

The 3 mechanisms of change hypothesized in this model were engagement, role model, and self-efficacy; these are described in the following sections.

Engagement

There are different types of engagement (eg, active or passive), which are accompanied by a heterogeneity of overarching definitions and measurements [69]. The challenge of engagement has been described as one of the main issues with digital interventions [70]. Typically, initial levels of enthusiasm are only maintained for a period after which diminution of use ensues, especially when interventions are used in the real world [71]. This may be a problem given that most interventions are designed to become effective over a specific duration. In health care, motivations for compliance can be driven by perceived usefulness and achieving goals; these can facilitate the creation of habits [72].

The behavioral activation theory states that, without specific training, activation consists primarily of the scheduling of pleasant activities [73]. This was key for this intervention. An important objective was that participants were motivated by the intervention and considered it relevant to improving their condition and social context. This study aimed to have the patients engaged with the intervention, interacting with a real person—a community volunteer—who would be available to communicate with them and support them.

Role Model

A key underlying theory for this intervention is the weak ties theory, which postulates the importance of less strong ties such as acquaintances to have access to new information outside the core network [74]. A series of principles related to social support have been proposed in the Oinas-Kukkonen and Harjumaa [68] framework (ie, social learning, social comparison, and social facilitation, which involve some form of connection with others through the technology). The principles of social learning and social comparison require that the person be aware of what the other person is doing and their progress, potentially achieved by mutual sharing of achievements or witnessing them.

The intervention aimed to provide patients with access to another person (ie, a volunteer) who, through communication, could act as a role model. Theories on role model use have advocated that it can be a way of motivating people to perform novel behaviors and inspire them to set ambitious goals [75].

Although the role of volunteers has been described as to be there or do things, this view may overlap with the conceptualizations of taking a more passive or active role [14]. In this intervention, it was envisioned that a volunteer would take a somewhat active role realized through being available to communicate with the patient; participating in mutual encouragement to engage in social and physical activities; and aiming to improve their self-esteem, social contacts, and physical activity. The rationale was to motivate participants to choose and communicate through methods that suited them while remaining in contact with their usual friends, thus linking the intervention to their social world.
Self-efficacy

Typically, users of digital interventions must feel motivated and confident to independently use them. Therefore, self-determination theory \([76,77]\) is particularly relevant to understanding how users respond to this intervention and how it differs for patients and volunteers.

Therefore, the intervention components were organized under 3 objectives relevant to the constructs of self-determination theory. This postulates that intrinsic motivation to engage in health behavior change will be enhanced by (1) supporting users’ need for autonomy and feeling self-directed; (2) increasing users’ sense of competence, control, and confidence; and (3) enhancing users’ perceived relatedness or support from the intervention.

Having a chronic mental illness (eg, psychosis) presents several challenges that create a barrier to self-efficacy and affect life quality. Self-esteem has been linked to an intrapersonal influence on self-efficacy, suggesting that increasing self-esteem may subsequently increase self-efficacy \([78]\).

In this study, there were several decisions made to design the intervention with the objective of improving self-efficacy. This entailed the provision of 1 volunteer for each patient with whom they were matched and with whom they could communicate remotely. This allowed them to help their match and to be helped, thus improving their self-esteem and quality of life. Having an attachment to their match could enable a normative influence, co-operation, and recognition. Furthermore, to raise awareness of their physical activity, participants were also encouraged by the researchers to use an app, Accupedo, to check their step count, a further means to enhance their self-efficacy \([79,80]\).

Phone Pal Logic Model With Intervention Contextual Factors and Outcomes

Overview

Figure 3 depicts the Phone Pal logic model together with the contextual factors and anticipated outcomes. The model embraces the different components that were selected, the guiding principles promoted, the hypothesized mechanisms of change, and how these concepts are linked to outcomes. This logic model describes the main theoretical pathways connecting the components, principles, mechanisms, and outcomes of this intervention. In reality, the various intervention components may operate on multiple principles and, therefore, multiple mechanisms. An explanation follows for the rationale of why particular components and objectives were included in this intervention.

Figure 3. Logic model with the intervention contextual factors, processes, and outcomes.

Contextual Factors

The Phone Pal logic model encompasses the contextual factors on which the intervention has been based: (1) patients’ social isolation, low self-esteem, low quality of life, sedentary lifestyle, and nonsecure attachments; (2) smartphone features (ie, wide availability, portability, and ability to offer digital and remote modes of communication); and (3) community volunteers who provide human contact with others, establishing informal communication about daily life, and offer support, being a role model to patients.

Short-term and Long-term Outcomes

In total, 2 types of outcomes were hypothesized for both patients and volunteers. These were classified according to the time frame (ie, short-term and long-term outcomes).

For patients, potential short-term outcomes were to improve their self-esteem, social contacts, and physical activity. In the longer term, it was felt that additional outcomes could be attained (ie, improving their quality of life, attachment, social comparison, and symptom alleviation).

For volunteers, the short-term outcome goals were to witness a change in their attitudes, with a decrease in their social stigma toward people with mental illness, and to increase their physical activity. Further outcomes could be achieved over a longer
timescale (eg, improvement in quality of life and social comparison).

For both patients and volunteers, it was hypothesized that, through a higher level of engagement, they would become more activated and possibly increase their physical activity.

**Phone Pal Intervention**

The logic model of the planned intervention conceptualized the matching of 1 patient with 1 volunteer to communicate with each other over a smartphone. The core elements were (1) the remote medium for delivery of the intervention, (2) being in contact with another person, and (3) the use of a smartphone.

### Developing and Operationalizing the Phone Pal Intervention

**Overview**

Core components are intrinsically linked with the intervention basis; on a higher level are components that, although less fundamental than the core ones, are still part of the operationalized and envisioned intervention.

The main components describing how the intervention should be and the methods that informed them are summarized in Table 4. The methods and decisions made to operationalize the intervention are summarized in Table 5.

**Table 4. Components of the intervention and the methods that informed them.**

<table>
<thead>
<tr>
<th>Component</th>
<th>Brief description</th>
<th>Literature review</th>
<th>Qualitative study</th>
<th>Survey</th>
<th>Patient and volunteer advisory groups</th>
<th>Expert advisory group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication duration</td>
<td>To encourage participants to communicate with each other for 12 weeks</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communication frequency</td>
<td>To encourage participants to communicate with each other at least once per week</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communication methods</td>
<td>To encourage participants to communicate through the different methods that a smartphone provides (ie, sending messages or emails or making audio or video calls)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Communication content</td>
<td>To encourage participants to have informal communication about daily life</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

**Table 5. Subcomponents of the intervention and the methods that informed them.**

<table>
<thead>
<tr>
<th>Component</th>
<th>Brief description</th>
<th>Literature review</th>
<th>Qualitative study</th>
<th>Survey</th>
<th>Patient and volunteer advisory groups</th>
<th>Expert advisory group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matching</td>
<td>To match 1 patient with 1 volunteer to communicate with each other during the study</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volunteer training</td>
<td>To provide training on communication, the boundaries of the relationship, and safeguarding</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Patient training</td>
<td>To provide training on communication and the boundaries of the relationship</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study coordinator</td>
<td>To have a study coordinator available to participants throughout the study offering access to support and supervision</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Monitor communication</td>
<td>To monitor the communication of the participants through the offered smartphone</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monitor physical activity</td>
<td>To monitor the step count of the participants through an app on the offered smartphone</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Duration, Frequency, and Methods of Communication**

For pragmatic reasons, a period of 3 months was chosen in line with several publications reporting interventions with a duration of 12 weeks [54,81-86]. A review identified that the level of commitment should be for a minimum of 4 hours per month [44].

The idea of the communication being tailored by each participant is deemed important to create a persuasive system [68]. Therefore, in this intervention, it was decided to leave it up to each pair to decide which communication modalities they would like to use.

In young adults with a first psychotic episode, it was noted that they preferred a combination of technologies through which to receive mental health care (eg, SMS text message, video, and audio). Among these options, SMS text messages were preferred [87].

Surveyed patients [22] proposed that contacts should be open-ended and weekly and favored SMS text messages followed by email, Skype, Facebook, and audio calls. The
modality audio calls, which was not given as a separate option in the survey, was named by different patients when selecting the choice other. The methods of communication initially selected for this intervention (ie, audio calls, video calls, SMS text messages, Facebook messages, WhatsApp messages, and emails) were determined according to the results of this survey and the literature. However, Facebook messages were removed following the instructions of the REC.

It was decided to encourage participants to communicate with each other at least once per week. The participants were informed that one of the study aims was to assess how much or how little each pairing decided to communicate. The focus group study findings indicated that people varied in their attitudes toward specific communication methods. In line with the person-based approach, it was decided not to be prescriptive in this regard.

A pragmatic decision was made to give the participants full access to and choice of all possible intervention components (ie, they could choose from sending SMS text messages, WhatsApp messages, or emails or making audio and video calls). The participants could opt to interact with their match through a particular tool, and their paired match could then choose to reciprocate through the same tool or select another modality. Relinquishing control of communication modality use has been supported by previous research [88]. The lead author encouraged volunteers to take the initiative to call patients in the first instance.

The expert advisory group supported the choice of communication method as all the tools were commonly accessible on any smartphone.

While developing the intervention, the lead author was prescriptive in the duration and frequency of the communication but not in the communication modalities. In the process of operationalizing the intervention, the lead author embraced the challenge of how much or how little guidance to provide when researching a psychosocial intervention. In terms of guidance for intervention adherence and use, there can be tension between supporting autonomy while still providing clear guidance on how participants can best change their behavior. Some studies reported concerns that offering too many options can be overwhelming [89]. Bestowing complete control can result in lower intervention use than tunnelling core intervention content [90]. Some researchers suggest that tunneling is less overwhelming than allowing patients free choice [68], and it is often used in mental health interventions [91]. However, a tunnelling approach [68] in which participants are led sequentially through intervention content, usually in a predefined order or based on a needs assessment, might not always be suitable and was deemed as too imposing. In fact, the person-based approach recommends that, in general, digital interventions should aim to promote user autonomy and offer choices where possible [29].

**Communication Content**

In this study, communication was between 2 humans and mediated through technology—the smartphone.

The focus groups provided insights into possible suggested conversation content for this intervention. The participants were instructed to establish informal communication about daily life.

**Matching Patients and Volunteers**

**Overview**

With respect to matching, previous research on telephone peer support has matched dyads randomly [49]; it was not possible to predict which dyad members would become friends based on interviewer impressions or similarity of individual characteristics. In the Volunteering in Mental Health befriending face-to-face trial, each patient-volunteer pairing was matched based on the instincts of the volunteer coordinator [92]. In the Phone Pal study intervention, it was decided to match on a first-come, first-served basis; the patient and volunteer advisory groups agreed. Specifically, personal characteristics or preferred communication methods were not used to influence this process.

**Training Volunteers**

The literature reports that volunteer training is compulsory in most programs [44,46,93-96], although some volunteers receive no training [97]. What this potentially means for volunteers varies, from not sharing personal contact details or information to, alternatively, sharing personal information and introducing the patient to friends or family members [96]. Examples of topics covered include expectations and responsibilities of a volunteer, preparation for managing initial meetings, general listening skills, boundaries and guidelines, mental illness, stigma, major diagnoses and symptoms, and conflict management [44,46]. The training offered to volunteers was primarily focused on communication and managing boundaries rather than presenting surplus information about the illness or treatment. The latter was important to avoid the concerns of medicalizing or providing unnecessary clinical information, which could jeopardize the establishment of a friendly relationship.

The focus group study provided a variety of views on the advantages and disadvantages of training. Although it was deemed important that training should be provided, there was no clear consensus; some thought it unnecessary. Concerns were also expressed about potentially high expectations, overinvolvement or risk of professionalizing volunteers, and breaching confidentiality. It was advised that these issues should be addressed with adequate training and also by asking volunteers to sign a confidentiality agreement, a common practice in many volunteer programs and research studies. This covered the requirement of volunteers not to disclose information about their matched patient to third-party agencies, friends or family, or anyone outside the research team without consent from the matched patient. In addition, they were requested not to disclose unnecessary information about their volunteer role to family, friends, or colleagues. Breaching confidentiality would only be permitted if there was a risk of serious harm (eg, if a patient expressed planned criminal intent against any individual or intent with a plan to commit suicide or self-harm; if a patient was judged to be at risk of sexual, emotional, or physical abuse; or where not acting on information would increase physical or emotional risk).
Training Patients

Upon the request of the REC, customized training materials were developed for patients; these were adapted from the materials developed for volunteers. The lead author followed existing best practices to maximize the accessibility, usability, and credibility of the intervention for a wide range of people, including those with lower levels of literacy or cognitive impairments [98]. Short sentences, lists, and visual formats were used, and the training interaction was tailored to each patient where appropriate.

Role of the Study Coordinator

The literature indicated that this study had the potential to generate negative feelings in the participants. The sources could be the wait, delay or expectation that their match would make contact, or difficulties encountered in dealing with the end of the study or the end of the relationship. Some organizations provide support throughout to volunteers face to face or by using technology while covering users from a wide age range [99]. Offered volunteer supervision has been described in the form of monthly multidisciplinary meetings, one-to-one supervision sessions, or telephone support [46,95-97,100]. In a previous study, when an intervention was remote, web-based support from a staff member and occasional telephone calls were found to be essential for participants to remain in the study and continue to use the digital intervention [101].

Therefore, it was decided that a study coordinator would be available for the participants, providing one-to-one access to support and supervision whenever the participants felt it was required in addition to proactively contacting all participants once per month. This would enable the provision of constant support to volunteers, who are community laypeople who could end up facing potentially unfamiliar situations that they may not know how to deal with (eg, managing patients’ behavior or difficulties with the relationship ending). Patients equally require support, although negative symptoms could make them less proactive in contacting the study coordinator. Therefore, the lead author carried an additional work phone. The number was given to all participants, and she could be reached at any time (ie, 24 hours a day and 7 days a week). The monthly contact would routinely be through an audio call; if the participants did not respond, a message would be sent asking for their availability. Although evidence suggests that reminders can improve engagement with digital interventions, there is as yet insufficient data to indicate what types of messages are most likely to promote adherence [102-104]. It also remains unclear how people will respond to these motivational messages. What one person sees as encouraging might demotivate another [105,106].

Monitoring Communication

To improve the understanding of the interactions between patients and volunteers, a practical decision was made to monitor the communication between each pair.

Although various members of the expert advisory group initially raised ethical questions about privacy, most subsequently concurred with this choice given that it offered an additional way to ensure that the content was appropriate and did not raise any safeguarding concerns.

The option of creating a technical app for communication monitoring was initially explored. After seeking quotations from different companies, it was established that a purpose-built app would be too costly. An existing app was identified that monitored the content of written communication (SMS text messages, WhatsApp messages, and emails) and the frequency and duration of audio and video calls. Through discussions with the expert advisory group, this app was purchased and used.

Monitoring Physical Activity Through Step Count

In line with the overall aim of the intervention to facilitate improvements in the participants’ mental and physical health by establishing informal communication about daily life and encouraging healthy lifestyles [107], physical activity changes were assessed in 2 ways. First, an existing app to monitor step count was installed on the smartphones. Using this, the participants could check their step count and gain awareness of their physical activity. In addition, to address potential issues of participants not always carrying the smartphone, the International Physical Activity Questionnaire [108] was administered both at the beginning and end of the study.

Discussion

Principal Findings

This study reports an innovative model of intervention development using a combined approach with the MRC framework and the person-based approach, which might be followed by other researchers developing interventions.

The Phone Pal logic model was rooted in the weak ties, behavioral activation, and self-determination theories and based on 11 guiding principles and 3 mechanisms of change (ie, engagement, role model, and self-efficacy).

The three core components linked to the logic model are (1) having a match, (2) communicating remotely, and (3) using a smartphone. Each of these components consists of parts and requires characteristics to shape its existence. The characterization of the intervention components is made up of components as well and comprises (1) volunteer characteristics, (2) patient characteristics, (3) role of the volunteer, (4) role of the patient, and (5) remote connection only through a smartphone.

For the intervention development, additional components of duration, frequency, methods, and content of communication were chosen. Finally, for the operationalization of the intervention, the following components were added: matching, training, providing a study coordinator, and monitoring the participants’ communication and physical activity.

Strengths and Limitations

A main strength of this intervention development was its systematic process and consultation involving multiple methods and experts. This addresses the literature requirement for a greater focus on the developmental stage of interventions, allowing them to adapt on implementation [109,110]. It was
also informed by relevant frameworks; that is, the MRC framework [28] and the person-based approach [29]. Both endorse the rigorous execution of intervention development and recommend the use of both quantitative and qualitative approaches, encouraging the lead author to combine existing evidence and use the most appropriate methods. This is of particular importance, given the increased awareness and encouragement of the publication of the development phase of interventions [111-114]. There is a notable gap in the literature relating to the systematic design of volunteer interventions despite the research conducted in this area.

Another advantage of this approach is that the intervention development involved participant perspectives throughout in the form of advisors to the research process and as study participants. This adheres to the literature recommendations that suggest that this process ensures the success of digital interventions [115,116]. Furthermore, both frameworks also emphasize the importance of collaborating with experts and clarifying how this involvement influenced the development process [117]. This logic model has been shaped following an extensive process of evidence collation and consultation with numerous stakeholders. It is also simple enough to capture the core elements necessary for this feasibility stage.

Although this approach has several strengths, it also has limitations.

The first limitation relates to the relatively linear process of intervention development in which one process informed the next (ie, a series of studies provided information for the logic model, which subsequently influenced the intervention development and operationalization).

A further potential problem with using the volunteer and patient advisory groups is that they may try to anticipate the needs of others, which they may not do well, rather than simply reporting their own experiences and views [29].

There are also potential challenges that may be faced when developing an intervention that targets different users simultaneously albeit with patients as the primary focus. Patients and volunteers vary in their characteristics. The inclusion criteria are necessarily dissimilar, and the opinions of the 2 parties may disagree on their vision of the intervention and, therefore, influence the other’s role or adherence. They may also have different beliefs about their own and others’ mental health condition or how they feel about being in contact with others. Not only may these views vary according to their role in the intervention but they may also reflect their individual characteristics (ie, age, cultural background, health condition, digital literacy, or previous experiences). To address this, the lead author spoke with a diverse range of potential users to ensure that she had insight into as many different and relevant perspectives as possible, thus enabling the intervention to be customized for all individuals.

Although the MRC framework is the most widely used approach to intervention development, it only provides a guideline for the relevant elements and the research questions to consider. It does not provide a prescriptive approach to development methodologies related to the varying contexts in which interventions can be used. In addition, there are challenges in incorporating the user perspective. The person-based approach is not intended to replace but to complement the well-known theory-based and evidence-based approaches that incorporate behavioral science into intervention development [28,118].

A potential limitation can be rooted in the intervention complexity (ie, there are numerous different types of interactions between components, a range of behaviors required by those delivering and receiving the intervention, varied targeted levels, a variety of outcomes, and a high level of flexibility and customization of the intervention [119]). It is challenging for a logic model to accurately capture this complexity. Logic models can be used to model complex interventions that adapt to context. However, it has been suggested that more flexible and dynamic models are required [27].

In addition, for clarity, the logic model portrays the main hypothesized pathways between the components, principles, mechanisms, and outcomes of the intervention. In reality, as previously acknowledged, it is likely that the intervention components operate on multiple principles and, therefore, multiple mechanisms.

Finally, as in other psychosocial interventions, the researchers had little control on how the intervention was delivered and would rely on the participants’ descriptions to assess its implementation.

Implications for Future Research

The systematic process and theoretically sound strategy through which the intervention was developed enables other researchers to see clearly how the intervention was designed and why the components were selected in line with the contextual factors that were hypothesized as influential on the necessity and acceptability of the intervention. The logic model developed in this research is relevant to the particular contextual issues present in an intervention for people with psychosis based in London. However, this could provide future researchers with a platform for adapting this to translate to other populations and settings.

The Phone Pal logic model is hypothetical and depicts how core intervention components relate to the intervention principles and hypothesized mechanisms of change. It may not be possible to determine the exact components necessary or those that might have the most impact on the outcomes. Similarly, the mechanisms of change are not fully defined. This model might be built in future research to elucidate how and why any changes might be achieved. Future research should investigate which components contribute most or are essential to a successful intervention (eg, the remote contribution with the volunteer or having a smartphone), which components are superfluous, and how the components interact to influence outcomes [28]. Although this model recognizes the potential contextual factors affecting the acceptability and necessity of this intervention, it may be that in other contexts, different challenges may emerge, requiring the adaptation of this model and modification or substitution of the current components. Future research should explore how these components operate, which principles they promote, and the associated mechanisms. It may be plausible...
that other components could usefully contribute. Studies rarely specify whether the factors related to the delivery context affect which components are delivered, but the factors themselves are not always easy to capture. Whether these principles are useful targets for interventions for people with other conditions or in other settings is another topic for further investigation.

Previous logic models on volunteering [120,121] have hypothesized how volunteering may operate, focusing on the organization and requirements such as the acquisition of skills and retention of volunteers. In contrast, the logic model proposed in this study is the first to outline and place a focus on the hypothesized relationships between the patient and volunteer engaging in digital and remote communication. This may be helpful for the wider conceptualization of volunteering, distancing itself from the principle of the organization and focusing on person-to-person interactions. Previously, no specific model has been conceptualized that hypothesizes the relationships between patients and volunteers either face to face or digitally. This may inspire future research to potentially construct a model that focuses on face-to-face interactions.

The operationalization of this intervention could inform future research as it provides a clear map of the processes and outcomes of the development of a digital intervention using different components.

The main implication of this intervention development is allowing for further testing in a feasibility study before the final stages of the MRC framework—evaluation and implementation.

Conclusions
The intervention development followed the MRC framework for developing complex interventions as well as the person-based approach. The intervention was developed following the evidence synthesis of a literature review, a focus group study, and a survey after consultation with advisory groups and input from a range of stakeholders, including patients, volunteers, clinicians, and academics. The developed logic model outlines the contextual factors, intervention, and short- and long-term outcomes. The operationalized intervention required matching 1 patient with 1 volunteer to communicate with each other through a smartphone via SMS text messages, WhatsApp messages, emails, and audio or video calls. All participants were encouraged to carry the smartphone throughout the day, engage in social and physical activities, and keep in contact with their usual friends. Each participant was encouraged to communicate with their match at least once per week for a 12-week period using informal conversation. The intervention provides guidance for the duration and frequency of communication (ie, once per week) but does not provide any recommendation regarding the different communication methods (ie, SMS text messages, WhatsApp messages, emails, and audio and video calls), leaving this decision completely to each patient-volunteer pair.

The findings of this study can inform future research. It presents the initial development phases of the intervention, the map of processes and outcomes from the logic model, and the actual operationalization. Practical issues faced could provide useful insights into the reality of preparing the operationalization of a digital intervention using multiple components.
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Abstract

Background: Besides anti-inflammatory medication, physical exercise represents a cornerstone of modern treatment for patients with axial spondyloarthritis (AS). Digital health apps (DHAs) such as the yoga app YogITherapy could remotely empower patients to autonomously and correctly perform exercises.

Objective: This study aimed to design and develop a smartphone-based app, YogITherapy, for patients with AS. To gain additional insights into the usability of the graphical user interface (GUI) for further development of the app, this study focused exclusively on evaluating users’ interaction with the GUI.

Methods: The development of the app and the user experience study took place between October 2020 and March 2021. The DHA was designed by engineering students, rheumatologists, and patients with AS. After the initial development process, a pilot version of the app was evaluated by 5 patients and 5 rheumatologists. The participants had to interact with the app’s GUI and complete 5 navigation tasks within the app. Subsequently, the completion rate and experience questionnaire (attractiveness, perspicuity, efficiency, dependability, stimulation, and novelty) were completed by the patients.

Results: The results of the posttest questionnaires showed that most patients were already familiar with digital apps (4/5, 80%). The task completion rates of the usability test were 100% (5/5) for the tasks T1 and T2, which included selecting and starting a yoga lesson and navigating to an information page. Rheumatologists indicated that they were even more experienced with digital devices (2/5, 40% experts; 3/5, 60% intermediates). In this case, they scored task completion rates of 100% (5/5) for all 5 usability tasks T1 to T5. The mean results from the User Experience Questionnaire range from −3 (most negative) to +3 (most positive). According to rheumatologists’ evaluations, attractiveness (mean 2.267, SD 0.401) and stimulation (mean 2.250, SD 0.354) achieved the best mean results compared with dependability (mean 2.000, SD 0.395). Patients rated attractiveness at a mean of 2.167 (SD 0.565) and stimulation at a mean of 1.950 (SD 0.873). The lowest mean score was reported for perspicuity (mean 1.250, SD 1.425).

Conclusions: The newly developed and tested DHA YogITherapy demonstrated moderate usability among rheumatologists and patients with rheumatic diseases. The app can be used by patients with AS as a complementary treatment. The initial evaluation of the GUI identified significant usability problems that need to be addressed before the start of a clinical evaluation. Prospective trials are also needed in the second step to prove the clinical benefits of the app.
Introduction

Background

Axial spondylarthritis (AS) is a systemic rheumatic disease that causes chronic inflammation that affects the spinal column and adjacent joints. Affected individuals may experience pain in the back and decreased spinal mobility because of spinal stiffening. The symptoms are related to pain and decreased function and quality of life. If inflammation progresses, deformities and ossification of the spine may occur. To mitigate the progression of the disease, it is not sufficient to only follow pharmacological and nonpharmacological treatments. Drug options are limited; although with the approval of biologics for the disease, there has been a marked improvement in the treatment of AS. Nevertheless, nonpharmacological therapy, such as physical therapy and self-directed physical exercises, is a complementary part of treatment and can be easily performed by the patients if they are motivated for physical exercise on the part of the patients [1,2]. Therefore, it is essential to foster active patient participation through self-management interventions, which give patients the ability to actively manage their symptoms and treatment. Active engagement has a positive impact on clinical patient outcomes [3]. Digital health apps (DHAs) focusing on exercise can be one way to easily motivate patients in their daily lives [4]. In a survey on the usefulness and willingness to use and pay for a rheumatic self-management app, many patients had a positive attitude toward it. However, the success of the interventions in real life is limited by poor patient-physician coordination and reduced access to self-management programs for patients [5]. These circumstances have particularly worsened since the outbreak of the COVID-19 pandemic.

Objectives

Health insurance companies in Germany offer various preventive services such as web-based coaching and physical exercise courses [6]. The courses provide a variety of services, ranging from stress management to back and self-management training, and take place at a specific location. Web-based coaching programs are web-based courses and fitness apps that help patients track their diet, improve their physical condition, and provide exercises and information resources on specific topics, such as their back health [7,8]. These services are widely accepted by patients. However, they generally target patients with various musculoskeletal conditions who need support to overcome the challenges of physical inactivity, sedentary behavior, and unhealthy diets. As these offerings tend to be aimed at a broad community, they often overlook the needs of patients with AS or specific information that is important to them. There is a lack of solutions that are aimed exclusively at patients with AS and meet the demands mentioned earlier [9]. The possible solutions are presented below.

Mobile devices, such as smartphones and tablet computers, are widely used by patients with rheumatic diseases and can assist the user in daily living without special training. Mobile health apps installed on mobile devices offer great potential to improve patients’ self-management capabilities [5,10]. No therapeutic DHA for patients with rheumatic diseases could be identified in a recent analysis, although patients clearly stated this need [11].

In a survey about the use [12], preferences, and perceptions of DHAs in the era of COVID-19, the attitudes of patients and rheumatologists changed positively toward the implementation of DHAs (38%) in clinical care. DHA use had increased because of COVID-19 (29%). Most patients (74%) and rheumatologists (76%) believed that DHAs are useful in the management of rheumatic and musculoskeletal diseases and felt confident in using these DHAs (90% and 86%, respectively) [12]. In light of this, it is a problem that currently there are no approved DHAs for rheumatological diseases except for individual apps [11,13].

For instance, one existing app on the market calculates the level of AS in a given patient to measure the severity of the disease [14]. This app additionally provides information on the classification, diagnosis, progression, and treatment of the disease [15]. In addition, there are web solutions that focus on displaying exercises suitable for patients with AS [16] or providing educational information about the disease [17]. Another interesting solution helps people with rheumatoid arthritis to monitor their condition by tracking personal facts (eg, inability to work, morning stiffness, and times of infections) [18]. If we focus on DHAs that mainly cover the fitness sector or are specifically designed for AS, we find 3 competitors. The first is the app Assessment of SpondyloArthritis (ASAS) [19]. In this paper, patients can calculate the Ankylosing Spondylitis Disease Activity Score and Bath Ankylosing Spondylitis Disease Activity Index (BASDAI). In addition, there are informative parts about the disease and questionnaires. The second competitor is the fitness app Gymondo [20]. It focuses on fitness and nutrition. Exercises lasting approximately 50 minutes are designed to prevent back pain. A fitness test can be performed as a bonus. However, there is a lack of special exercises for patients with rheumatic diseases. Another app is Kaia Health, which is specifically aimed at back pain [21] and focuses on pain therapy. Participants receive feedback via pose estimation.

Notwithstanding these, a solution specifically for patients with AS, ideally combining the benefits of fitness exercise, education, and progress tracking, is not yet available.

Nonpharmacological therapy for AS should focus on muscle building and stretching. Yoga combines these 2 aspects and can be adapted for different levels of difficulty. Some studies on patients with rheumatic diseases have shown improvements in function and disease activity. Experience of pain and sleep behavior can also be positively influenced by yoga [22,23].

https://formative.jmir.org/2022/6/e34566
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Moreover, there already exist individual studies investigating the influence of yoga on patients with AS (ClinicalTrials.gov identifier: NCT04281238; DRKS-ID: DRKS00025215 [24]). This motivated us to develop the app *YogiTherapy* to improve current rheumatology care. The aim of the app is to promote flexible exercising in a home-based environment and to improve the quality of coordination of care between patients and physicians through self-monitoring.

This study is the first step in DHA development and mainly focuses on the technical aspects and the evaluation of the graphical user interface (GUI).

To ensure that the developed app is appropriately tailored to patients’ needs and thus can later be successfully implemented as digital health care technology, it is important to already evaluate its user experience in an early development stage. Schrepp et al [25] define user experience as a holistic concept that combines classical usability criteria with hedonic quality criteria. Therefore, this pilot study aimed to identify usability issues of *YogiTherapy*’s GUI and to evaluate its user experience using the User Experience Questionnaire (UEQ). Clinical feasibility and evaluation were not examined in this study.

**Methods**

**Overview**

This section highlights the development process and provides an overview of the basic structure of the apps under investigation. Furthermore, it presents the methods to evaluate the user experience as well as digital habits and use of smartphone-based apps.

**Development of the App YogiTherapy**

*YogiTherapy* was implemented as a DHA by engineering students from the Machine Learning and Data Analytics Lab at the University of Erlangen-Nuremberg (FAU) and physicians at the University Hospital in Erlangen. Feedback from patients with rheumatic diseases, participating in live yoga classes, was also considered during the conceptual design process. This enabled us to adapt all yoga positions to patients’ movement limitations.

We wanted to create a cross-platform mobile app to target users of the most popular and widely available mobile platforms, iOS and Android [26]. Thus, we chose the open-source cross-platform mobile app framework *React Native*.

We structured the app into 5 sections: training, pose estimation, assessment tests, progress tracker, and information.

The home screen of the app provides easy access to the poses, training, progress, and information sections (Figure 1A). The following paragraphs present the functionalities of the app.

The purpose of the training section of the app was to provide users with different exercise resources targeted specifically for patients with AS. Compared with other available exercising apps, the yoga poses and instructions were provided by a certified yoga instructor with a professional background in rheumatology to ensure that they are adequately adapted to patients’ needs.

**Methods**

**Overview**

This section highlights the development process and provides an overview of the basic structure of the apps under investigation. Furthermore, it presents the methods to evaluate the user experience as well as digital habits and use of smartphone-based apps.

**Development of the App YogiTherapy**

*YogiTherapy* was implemented as a DHA by engineering students from the Machine Learning and Data Analytics Lab at the University of Erlangen-Nuremberg (FAU) and physicians at the University Hospital in Erlangen. Feedback from patients with rheumatic diseases, participating in live yoga classes, was also considered during the conceptual design process. This enabled us to adapt all yoga positions to patients’ movement limitations.

We wanted to create a cross-platform mobile app to target users of the most popular and widely available mobile platforms, iOS and Android [26]. Thus, we chose the open-source cross-platform mobile app framework *React Native*.

We structured the app into 5 sections: training, pose estimation, assessment tests, progress tracker, and information.

The home screen of the app provides easy access to the poses, training, progress, and information sections (Figure 1A). The following paragraphs present the functionalities of the app.

The purpose of the training section of the app was to provide users with different exercise resources targeted specifically for patients with AS. Compared with other available exercising apps, the yoga poses and instructions were provided by a certified yoga instructor with a professional background in rheumatology to ensure that they are adequately adapted to patients’ needs.

![Figure 1. Home screen (A) and training section (B and C) in the app. (B) Video tutorial and its corresponding static yoga poses. (C) Instruction page of a selected yoga pose.](https://formative.jmir.org/2022/6/e34566)
the users to learn and perform each pose in advance without sustaining injuries. With the introduction of pose estimation (computer vision techniques that estimate the spatial location of joints from image or video data), we were able to provide users with real-time feedback during the performance of single static yoga poses. The feedback pipeline consisted of 2 steps: pose estimation and pose assessment. The pose estimation relied on a pretrained open-source PoseNet model (version 2.2.1; MobileNet version 2.0.4) that was fed with a live stream of the camera view to detect 17 key points (e.g., left ankle) and output spatial information. This spatial information of the detected key points was then compared with the extracted key points of a reference image of the yoga pose using cosine similarity and Euclidean distance. As soon as the cosine similarity between both key point data sets exceeds a defined threshold, the detected skeleton in the camera view turns green to indicate good accordance with the reference pose image. In the case of low similarity, a red-colored skeleton signals the user to keep adjusting the pose.

We incorporated a progress tracker to give users the possibility to self-monitor their symptoms and disease status and track their own progress over time (Figure 2). This allows users to take different assessment tests (a detailed explanation of the chosen assessment tests is provided in Multimedia Appendix 1 [27-29]) and then review their health progress over time.

**Figure 2.** Progress tracker section in the app. (A) Overview screen of assessment tests. (B) Overview screen for test results. (C) Visual depiction of the annual test result of the Bath Ankylosing Spondylitis Functional Index test.

We included 3 subjective test instruments, the Bath Ankylosing Spondylitis Functional Index (BASFI), the BASDAI, and the Ankylosing Spondylitis quality of life, and 2 objective test instruments, the Bath Ankylosing Spondylitis Metrology Index (BASMI) and the Ankylosing Spondylitis Performance Index. Exactly how often these tests need to be administered to collect sufficient reliable data over a long treatment period will be the subject of a prospective clinical evaluation. The test results were stored locally on a mobile device to comply with high data privacy standards. This personal medical record can be shared with consulting rheumatologists at follow-up appointments if desired. Patients can access and view their entire medical history on a progress tracker dashboard. The dashboard was structured according to the type of test (Figure 2B), so that it was possible to display the monthly means for each test in the form of an annual line or bar chart (Figure 2C).

For this study, we only worked with the Android version of the system and delivered it in the package file format Android Package (APK).

**Ethics Approval**

All participants provided consent, and the study was approved by the ethics committee of the Medical Faculty of the University of Erlangen-Nuremberg, Germany (Antrag 8_21 B).

**Study Design**

For this pilot user experience evaluation study, we used a mixed methods design and collected qualitative and quantitative data. Participants performed a formative usability test immediately followed by a posttest questionnaire to quantify the user experience.
experience of *YogiTherapy*’s GUI. This pilot study was conducted in March 2021, and 10 subjects were recruited within 2 weeks through the Department of Rheumatology and Immunology at the University Hospital Erlangen. Participation was voluntary, and there was no preselection in the form of screening. To be included in the study, participants had to be diagnosed with a rheumatic disease or be a rheumatologist. We chose to not limit patient recruitment to only patients with AS because this study did not aim to investigate the clinical feasibility or benefits of the app as a DHA for patients with AS but to evaluate the GUI during the continuing development process. Moreover, we aimed to evaluate the app design from all target users’ perspectives. This includes not only patients but also rheumatologists, who have a special mediating role and can take advantage of the continuous health data provided by the app to adjust the treatment. Therefore, we deliberately recruited 5 patients and 5 rheumatologists to explore the differences in the measured user experience between the 2 main target user groups. The general exclusion criterion was lack of basic English skills, as it is the main language of the first app prototype.

This pilot study was part of the first development cycle and served as a first insight into the app’s user experience. Previous research estimates that approximately 7 to 8 participants in a usability study can uncover approximately 80% of the existing usability issues when each individual participant uncovers an average of 20% of the issues. Usability studies in later development iterations require a larger sample size because it is becoming increasingly difficult to detect issues [30].

Owing to the COVID-19 restrictions and time limitations, one half of the study was conducted in person and the other half of the study was conducted remotely. The patients’ group participated in this study, which was conducted at the outpatient department of the Rheumatology and Immunology of the University Hospital Erlangen, whereas the rheumatologists’ group exclusively followed the remote study procedure.

In the beginning, each subject was informed about the purpose and process of the study and was asked to provide written consent. The participants were provided with a test smartphone (Google Pixel 3a, Google Inc) on which the app *YogiTherapy* was preinstalled. In the case of the remote study, the procedure participants could either borrow the test smartphone or install the app on their private Android device.

The study procedure was divided into 2 phases. In phase 1, patients with a rheumatological disease and a rheumatologist were given some time (approximately 3 minutes) to explore the app of *YogiTherapy* and its specifications. After exploration, the patients were instructed to complete 5 navigation task scenarios in the app, which were derived from a prospective user context. The task scenarios were as follows:

- **T1.** Select a yoga video and start the video.
- **T2.** Go to the information page about nutrition.
- **T3.** You have been given a Metrology Index (BASMI) of 7.5 by your doctor. Enter the result in the app and save the result.
- **T4.** Visualize the Metrology Index (BASMI) over time in the form of a graph.

- **T5.** Take a test to find out your Disease Activity Index (BASDAI) and save your result.

Patients and rheumatologists could skip each task if they experienced difficulties. For each task, the binary outcome (success or fail) was self-reported using a web-based posttest survey. The task completion rate (TCR), which is the percentage of participants who completed the task, was derived from this [22].

Throughout the interaction with the app, the participants were asked to follow the think-aloud protocol and communicate their thoughts, actions, expectations, and observations. The study conductor collected qualitative data by taking field notes on the subject’s verbal reflections. The think-aloud protocol for rheumatologists could not be produced within the framework of the remote study.

In posttest phase 2, each test person was administered a web-based UEQ to assess the user experience of the tested product. In addition, the questionnaire contained questions regarding task completion, aspects of the app they liked or disliked, demographics (sex, age, and patient or rheumatologist), and smartphone experience and habits.

The UEQ allows a quick and reliable measurement of the user experience of interactive products. The questionnaire consists of 6 scales with 26 items in total that measure the distinct quality criteria of user experience. It provides answers to the following questions:

- **Attractiveness:** Do users like or dislike *YogiTherapy*?
- **Perspicuity:** Is it easy to get familiar with *YogiTherapy*? Is it easy to understand how to use *YogiTherapy*?
- **Efficiency:** Can users solve their tasks quickly and efficiently? Does the user interface of *YogiTherapy* look organized?
- **Dependability:** Does the user feel in control of the interaction? Is the interaction with *YogiTherapy* secure and predictable?
- **Stimulation:** Is it exciting and motivating to use *YogiTherapy*? Does the user feel motivated for the further use of *YogiTherapy*?
- **Novelty:** Is the design of the product innovative and creative? Does *YogiTherapy* catch the user’s attention?

The attractiveness scale captures the user’s general impression of the app and is influenced by the remaining 5 scales. The scales perspicuity, efficiency, and dependability provide information about pragmatic (goal-directed) quality aspects, whereas stimulation and novelty describe hedonic (nongoal-directed) quality criteria [25]. The items have the form of a semantic differential, that is, each item is a pair of opposites where stimulation and novelty describe hedonic (nongoal-directed) quality criteria [25]. The items have the form of a semantic differential, that is, each item is a pair or opposites with a 7-point Likert scale [31,32].

**Analysis**

The quantitative participant feedback obtained from the UEQ was processed and analyzed using the Excel Data Analysis Tool [33] provided by the authors of the questionnaire. Independent samples 2-tailed *t* tests (assuming unequal variance, \(\alpha=0.05\)) were used to compare the user group differences for mean values of each scale. To determine the relative strengths and
weaknesses of YogiTherapy, the combined UEQ results of both participant and user groups were compared with a benchmark data set containing 246 user experience evaluations of established products [31]. The TCR of the usability test, demographic characteristics, and smartphone use characteristics were examined using a descriptive analysis. Qualitative data obtained from the think-aloud protocol were clustered in terms of the usability problems encountered.

**Results**

**Descriptive Information**

In total, 10 participants completed the study procedure and were included in the final analysis. The participant group *Patient* consisted of 5 patients (3 females and 2 males) with a mean age of 59.4 (SD 6.2) years. Furthermore, the patients were diagnosed with axial spondylarthritis, psoriatic arthritis, and rheumatoid arthritis. In the participant group *Rheumatologist*, 5 rheumatologists were recruited with a mean age of 38.8 (SD 10.7) years.

**Results of Group Analysis**

The TCR values obtained from the formative usability tests for both groups are presented in Table 1. All rheumatologists stated that they had successfully completed all tasks, whereas the patient group particularly struggled with tasks related to the Progress Tracker screen in the app. Of the 5 patients, 2 (40%) were unable to complete tasks T3 and T4. Table 2 presents the issues identified using the think-aloud protocol during the patients’ interaction with the app. The identified problems were in accordance with the low completion rates for tasks T3 to T5.

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Task completion rate, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Patients (n=5)</td>
</tr>
<tr>
<td><strong>T1</strong></td>
<td>5 (100)</td>
</tr>
<tr>
<td><strong>T2</strong></td>
<td>5 (100)</td>
</tr>
<tr>
<td><strong>T3</strong></td>
<td>3 (60)</td>
</tr>
<tr>
<td><strong>T4</strong></td>
<td>3 (60)</td>
</tr>
<tr>
<td><strong>T5</strong></td>
<td>4 (80)</td>
</tr>
</tbody>
</table>

Table 2. Usability issues identified by patients’ think-aloud protocols.

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Usability issue</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overall</strong></td>
<td>• German version would be easier to handle</td>
</tr>
<tr>
<td></td>
<td>• App crashes sometimes</td>
</tr>
<tr>
<td></td>
<td>• Information pages are too text-heavy</td>
</tr>
<tr>
<td></td>
<td>• Filter list function should support automatic filtering</td>
</tr>
<tr>
<td></td>
<td>• Asana list under video was mistaken for an automatic playlist because of design</td>
</tr>
<tr>
<td></td>
<td>• A smartphone is impractical for exercising, and a tablet would be more appropriate, especially for the videos</td>
</tr>
<tr>
<td><strong>Progress tracker</strong></td>
<td>• Top tab navigation (My Progress—Tests-FAQ) was overlooked</td>
</tr>
<tr>
<td></td>
<td>• Difficulties finding the tab Tests because the default landing page of the Progress Tracker is My Progress and both the tabs look identical (compare Figure 2A and Figure 2B)</td>
</tr>
</tbody>
</table>

*aMy Progress-Test-FAQ is the tab where patients can see the disease progress as it was requested in T4. The Metrology Index (BASMI) is visualized over time in the form of a graph.

In the posttest phase, we asked about their experiences and habits using digital apps and smartphones. Overall, 80% (4/5) of the patients considered themselves to be experienced in using these technologies, compared with 20% (1/5) of the beginners. Majority (4/5, 80%) of the patients reported a regular habit of using smartphones and tablets for 4 to 7 days per week. In the rheumatologist group, 100% (5/5) rheumatologists used their smartphone and tablets for 4 to 7 days per week. Moreover, 40% (2/5) of them claimed to be experts in using these technologies, and 60% (3/5) of them self-reported intermediate skills. The participants’ feedback was measured using the UEQ, as shown in Figure 3.

Table 3 provides the UEQ results at the 95% CIs. The scale ranges from −3 (most negative evaluation) to +3 (most positive evaluation) [25]. The mean score of both groups was >0.8, indicating a positive evaluation. Rheumatologists rated YogiTherapy’s attractiveness, pragmatic, and hedonic qualities equally high, whereas patients found the app very attractive but reported much lower pragmatic and hedonic qualities. The lowest mean score was for the scale perspicuity (mean 1.250, SD 1.425) in the patient group. The most striking observation to emerge from the data comparison was that, on average, the rheumatologists group rated each user experience scale higher than the patient group. The mean score of rheumatologists was 2.0, indicating a very positive evaluation. However, the differences in the means for each UEQ scale between the groups were not statistically significant.
Figure 3. User Experience Questionnaire scale means depending on the participant group. The error bars represent the 95% CIs of the scale mean.

Table 3. User Experience Questionnaire scales of both participant groups: patients and rheumatologists.

<table>
<thead>
<tr>
<th>Scale</th>
<th>CI (P=0.05) per scale</th>
<th>Patients (n=5)</th>
<th>Rheumatologists (n=5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value, mean (SD)</td>
<td>Confidence</td>
<td>95% CI</td>
</tr>
<tr>
<td>Attractiveness</td>
<td>2.167 (0.565)</td>
<td>0.495</td>
<td>1.671-2.662</td>
</tr>
<tr>
<td>Perspicuity</td>
<td>1.250 (1.425)</td>
<td>1.249</td>
<td>0.001-2.499</td>
</tr>
<tr>
<td>Efficiency</td>
<td>1.650 (0.802)</td>
<td>0.703</td>
<td>0.947-2.353</td>
</tr>
<tr>
<td>Dependability</td>
<td>1.500 (0.791)</td>
<td>0.693</td>
<td>0.807-2.193</td>
</tr>
<tr>
<td>Stimulation</td>
<td>1.950 (0.873)</td>
<td>0.765</td>
<td>1.185-2.715</td>
</tr>
<tr>
<td>Novelty</td>
<td>1.350 (1.098)</td>
<td>0.963</td>
<td>0.387-2.313</td>
</tr>
</tbody>
</table>

The results of benchmarking are shown in Figure 4. In comparison with established interactive products, YogiTherapy’s overall attractiveness, stimulation, novelty, and dependability were classified as excellent. In terms of efficiency, the app achieved the category good. The worst results were achieved for the scale perspicuity (mean 1.725, SD 1.193). Here, YogiTherapy was above average compared with the benchmark data set.
Discussion

Principal Findings

Overall, the findings of this pilot study were encouraging. YogiTherapy’s general attractiveness and hedonic qualities scored high compared with the products in the benchmark data set, suggesting that the app fulfilled users’ general expectations in terms of attractiveness, stimulation, and novelty. Furthermore, the benchmark identified pragmatic qualities as the weaknesses of GUI. Compared with established interactive products, it only achieved the category Good and Above Average for the scales efficiency and perspicuity. As general user experience has grown over time, new products should reach the category Good on all scales [31]. The poor efficiency and perspicuity scores can be attributed to patient evaluation.

Their lower ratings for pragmatic qualities may be related to the assigned usability tasks. The associated TCR indicated that the patient group struggled with all tasks related to the Progress Tracker section in the app (Table 1). This is also evident from their think-aloud protocols; the poorer success on the tasks might be explained by inadequate English skills and a confusing user interface in the Progress Tracker section. Participants under observation felt very insecure about their English and stated that using the app would be much more pleasant and easier if it were in their native language, German. Furthermore, the 3-part tab navigation structure of the Progress Tracker screen and the identical design of the tabs My Progress and Tests led to confusion. All these points might have influenced the participants’ views of the app’s perspicuity and efficiency. The better performance of rheumatologists on the usability tasks may be attributed to their lower mean age and familiarity with digital apps, as they reported using mobile devices on a daily basis. This might also have a positive impact on their English proficiency, which, in turn, would enable self-confident navigation in the app. As perspicuity and efficiency, alongside attractiveness and stimulation, play a key role in successful adherence to DHAs, the goal should be to reach the Excellent category on all these user experience scales. The benchmark and qualitative data clarified that pragmatic qualities must be improved to achieve this objective. We see the results as concrete starting points for optimizing the app in further development iterations. This could be achieved by offering a multilingual app that supports the user’s native language and a more illustrated GUI. Icons easily capture the user’s attention, are generally comprehensible, and provide essential information on the first sight. In addition, the user interface elements used for navigation in the Progress Tracker section require significant revision, so that the tab navigation is more predominant. The revised app should then be evaluated again in a usability test with a larger sample size and additional task scenarios.

Comparison With Prior Work

As stated in the Introduction section, currently there are 3 competitors in the category of back pain and digital apps for physical activity. In ASAS app, patients can calculate their disease activity; however, exercises that can be performed at home were missing in this app. To date, no clinical trial has evaluated the ASAS app along with physical exercise. Gymondo provides the option to perform exercises for back pain; however, there is a lack of focus on rheumatologic conditions, specifically AS. In addition, Gymondo is a fitness app that has no option for controlling or managing diseases. Therefore, no clinical studies have been conducted using this app. Similar to Gymondo, there is no way to collect and track disease
progression through questionnaires in the Kaia Health app. The exercises are also designed for back pain, but they have no relation to rheumatological diseases. As this app focuses primarily on pain, it has already been evaluated in a number of studies. Similar to YogiTherapy, patients were asked for feedback, which is very important for the further development of the app [34]. A clinical trial of 180 participants with nonspecific lower back pain demonstrated that the use of the app over 12 weeks resulted in a significant reduction in pain [35].

Strength and Limitations
This pilot study had several limitations. First, it only included a small sample size, which affected the CIs of the UEQ scale means. Therefore, all results from the UEQ need to be interpreted with caution. Second, because of limitations resulting from the COVID-19 pandemic (time, staff, and restrictions), it was not possible to create the same experimental environment and conditions for both participant groups. Rheumatologists followed the remote procedure and self-managed the usability test on either their private smartphone or the borrowed test device. No direct observation was possible, and it remains unclear whether the participants conducted the navigation tasks seriously. Therefore, there was no think-aloud data for the rheumatologist group. Third, in this study, the conductor took field notes instead of audio recordings for the think-aloud protocol. Therefore, it was not possible to perform a comprehensive analysis of the transcribed data. Fourth, this pilot user experience study with a clear focus on the technical aspects of the app included patients with various rheumatic diseases as participants instead of exclusively recruiting patients with AS for the patient group. For use in clinical trials, the app must be directed to patients with AS. Finally, the patients were not native English speakers, which could have affected their ratings. The German version is currently being developed.

Conclusions and Future Directions
The newly developed and evaluated DHA YogiTherapy can be used as a complementary treatment for patients with rheumatological diseases, particularly AS. In contrast to digital apps targeting back pain or physical activity, the designed app is specifically tailored to the needs of rheumatic patients, as it combines physical yoga exercises to improve mobility and continuous self-monitoring of disease progression. The results of the user experience evaluation suggested that YogiTherapy’s GUI convinced patients as well as rheumatologists with its innovation, attractiveness, novelty, and dependability. However, it also revealed major usability issues related to the efficiency and perspicuity of the user interface. These will need special attention during revision and reevaluation. Prospective longitudinal clinical trials with a large cohort of patients with AS are needed to assess the actual benefits, safety, and acceptance of the app as well as to evaluate the remote delivery mode of physical exercises compared with face-to-face courses.
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Abstract

Background: In Myanmar, the use of a mobile app for tuberculosis (TB) screening and its operational effect on seeking TB health care have not been evaluated yet.

Objective: This study aims to report the usability of a simple mobile app to screen TB and comply with chest X-ray (CXR) examination of presumptive cases detected by the app.

Methods: A new “TB-screen” app was developed from a Google Sheet based on a previously published algorithm. The app calculates a TB risk propensity score from an individual’s sociodemographic characteristics and TB clinical history and suggests whether the individual should undergo a CXR. The screening program was launched in urban slum areas soon after the COVID-19 outbreak subsided. A standard questionnaire was used to assess the app’s usability rated by presumptive cases. Compliance to undergo CXR was confirmed by scanning the referral quick response (QR) code via the app.

Results: Raters were 453 presumptive cases detected by the app. The mean usability rating score was 4.1 out of 5. Compliance to undergo CXR examination was 71.1% (n=322). Active TB case detection among CXR compliances was 7.5% (n=24). One standard deviation (SD) increase in the app usability score was significantly associated with a 59% increase in the odds to comply with CXR ($\beta=0.464$) after adjusting for other variables ($P<0.001$).

Conclusions: This simple mobile app got a high usability score rated by 453 users. The mobile app usability score successfully predicted compliance to undergo CXR examination. Eventually, 24 (7.5%) of 322 users who were suspected of having TB by the mobile app were detected as active TB cases by CXR. The system should be upscaled for a large trial.

(JMIR Form Res 2022;6(6):e37779) doi:10.2196/37779
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Introduction

In global practice, tuberculosis (TB) screening based on signs and symptoms is the first step in a case-finding strategy. Those having positive results should proceed to have their diagnosis confirmed with a chest X-ray (CXR) and sputum examination [1]. Previous analysis of TB screening data revealed that a TB risk propensity score calculated from sociodemographic and TB clinical variables could produce a better prediction of active TB than that based on TB signs and symptoms alone (80.6% vs 59.8% in sensitivity, 63.5% vs 67.2% in specificity, and 80.5% vs 63.7% in the area under the curve of a receiver operating characteristic curve) [2].

Based on these findings, a simple mobile health (mHealth) app was created and applied in an area close to where the score was developed. The app uses the statistics from Htet et al [2] to identify high-risk people who have a ≥0.5% probability to develop TB. They were then suggested to undergo CXR examination free of charge.

Standard mHealth app usability questionnaires have been developed and well tested [3]. For continuous improvement of the screening program, usability of the app needs to be assessed. In addition, to assess the operational effect of the app, it is important to follow up on the compliance of presumptive TB cases detected by the app and whether they would proceed to TB health center services for CXR examination as early as possible. In Myanmar, the use of a mobile app for TB screening and its effect on TB health services have not been assessed yet.

The aims of this study were (1) to assess the usability of our mHealth app perceived by presumptive TB cases, (2) to assess their compliance to proceed to undergo CXR examination, and (3) to determine the association between the usability of the app and compliance to undergo CXR examination.

Methods

Study Setting

This study was carried out in a low-income urban area of Mandalay City, which is densely populated and located in the central part of Myanmar [4-6]. Mandalay City has 7 township health departments providing TB services. Free medical services for TB diagnosis, including CXR and treatment, are available at TB health centers of the township health departments [7]. Routine TB care services are provided with precautions of COVID-19 prevention and control measures. For this study, 1 urban slum area was randomly selected from the list from each of 3 randomly selected townships by township medical officers and the regional TB coordinator.

Developing a Mobile Health App

The “TB-screen” app was developed by AppSheet’s no-code app (Seattle, WA, USA) [8]. It was a collaborative effort between the Department of Medical Research, National TB Control Programme, Myanmar, and the Department of Epidemiology, Prince of Songkla University, Hat Yai, Thailand.

The app was built on the principal investigator’s computer directly from Google Sheet. It was designed to be used offline on a mobile device running an Android operating system (Google, Inc., Mountain View, CA, USA). The app was installed in the mobile phones of health care providers who are responsible for TB screening. They were carefully trained on how to use the mHealth app. They invited a family household with their neighbors to join TB screening. After entering sociodemographic and TB clinical variables of an individual via the app, the TB risk propensity score is computed using the following formula [9]:

\[
\text{TB risk propensity score} = \frac{\exp(BX)}{1 + \exp(BX)},
\]

where \(B\) is a vector of regression coefficients and \(X\) is the matrix of sociodemographic and TB clinical covariates of the subject. Details of the variables and their related coefficients are shown in Multimedia Appendix 1. It was noted that the coefficient of the elderly age groups and male groups were higher than all other variables. The oldest age group (55+ years) had an \(e^{2.4}=11.0\) times higher risk of developing TB than younger ones. The male group had an \(e^{1.0}=2.07\) times higher risk of developing TB than the female group. These groups had high potential to be identified as presumptive TB cases via the mobile app. The TB risk propensity score is the value that measures the risk of developing TB [2].

With a selected propensity score cut-off level at ≥0.0052 (≥0.5% probability to develop TB), the test was taken as positive. The sensitivity is 80.6%, and the specificity is 63.5% [2]. A person with a positive test result, the presumptive TB case, is recommended to visit a TB health center for CXR examination. If they agree to go to the CXR center, a specific quick response (QR) code with a CXR referral form is scanned to the mHealth app (Figure 1). The presumptive TB case is given the CXR examination free of charge.
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Screening Procedures

The screening process was carried out during November 2020-January 2021. This was after the COVID-19 outbreak substantially subsided and lockdowns and travel restrictions were eased. A trained local health care provider who is responsible for providing both TB and COVID-19 care in the assigned community performed TB screening via the app, following COVID-19 prevention and control measures. For each community, a family household with neighbors was approached for TB screening. Only 4 or 5 family households were approached, and at most 5-6 presumptive TB cases were referred for CXR examination per day to avoid overloading at the CXR center. The health care providers had been vaccinated with the complete dose of the COVID-19 vaccine. The presumptive TB cases were provided with face masks and face shields to be used during the interview and when they went to the CXR center. The presumptive TB cases with suspected COVID-19 were referred to the community fever clinic center at the respective township health department for COVID-19 investigation. Those who tested negative for COVID-19 proceeded to the CXR center for CXR examination.

At the CXR center, there was a separate waiting room for the presumptive TB cases from the same community, with the chairs arranged with social distancing measures. One CXR technician was assigned for the CXR examination during the project. After CXR examination was performed, the presumptive TB cases returned home without waiting for CXR results. They were informed about the CXR results by the health care provider who performed TB screening. The presumptive TB cases needed a single visit for CXR examination, and their remaining diagnostic and treatment procedures were aided by the health care provider and local health volunteers. The presumptive TB cases with abnormal suggestion of TB on CXR were confirmed as active TB cases by performing Gene Xpert *Mycobacterium tuberculosis* complex and resistance to rifampin (MTB/RIF) examination.

Data Collection

During screening, informed consent for those >18 years old or guardian’s assent for those 15-18 years old was obtained for each participant. The screened participants were informed about survey processes using the app, and they were interviewed about their background, sociodemographic, and TB clinical characteristics; perceived susceptibility to developing TB; perceived benefits of TB screening; and perceived harms of TB screening. After collecting the variables related to the TB risk propensity score via the app, information about usability of the mHealth app was collected. Point coordinate data for location of participants were taken by the app for further use to calculate the distance between their residences and the TB health center for CXR. Accessibility methods to the CXR center were also recorded.

Statistical Analysis

Proposed Model of the Analysis

Figure 2 illustrates the proposed major relationships among the variables and their components. The usability of the app was an intermediary latent variable influenced by background, sociodemographic, and clinical variables, which also influenced 3 latent variables, namely perceived susceptibility to developing TB, perceived benefits of TB screening, and perceived harms of TB screening. All these variables, including usability of the
app, influenced compliance to CXR examination. Finally, compliance to CXR examination was also influenced by accessibility methods to a CXR center.

**Figure 2.** Baseline model to determine the association between usability of the app and compliance to undergo CXR examination and their influencing factors. Small boxes with U, S, B, and R denote items measured for the respective latent variable. CXR: chest X-ray; TB: tuberculosis.

**Outcome Variable**
The primary outcome was compliance of presumptive TB cases detected by the app to undergo CXR examination within 1-7 days of TB screening.

**Intermediary Variable**
The main intermediary variable was the usability of the mHealth app, which was a latent variable. It was measured by using the standard mHealth app usability questionnaire (U1-U7 items, Cronbach \(\alpha = .9\)) [3].

**Independent Variables**
The sociodemographic and TB-related variables included marital status, education, family income per month (US $), the TB risk propensity score, TB signs and symptoms, and knowledge of TB.

The TB risk propensity score was derived from age, gender, occupation, religion, area of residence, administrative division, contact with a known TB case, previous history of TB, and BMI (kg/m²) [2].

TB signs and symptoms included cough, hemoptysis, recent loss of weight, chest pain, and fever within the previous 1 month. There were 5 TB knowledge questions adopted from the World Health Organization (WHO) TB survey, which asked about TB signs and symptoms, persons who are at high risk of developing TB, transmission, diagnosis methods, and cure [10]. A correct answer was assigned a score of 1, and 0 otherwise.

Items related to perceived susceptibility to developing TB, perceived benefits of TB screening, and perceived harms of TB screening via the app were constructed using Champion and Skinner’s variable definitions [11]. The perceived susceptibility to developing TB was assessed by 3 items (S1-S3); for example, “You are at high risk of TB infection.” The perceived benefits of TB screening were constructed by 3 items (B1-B3); for example, “TB screening is good for your health.” The perceived harms of TB screening were identified by 4 items (R1-R4); for example, “You are afraid of developing TB.”

The variables of accessibility methods to accessing a CXR center were availability to go to the center during clinic opening hours, having one’s own vehicle to go to the CXR center, and traveling distance (km) to the CXR center.
Confirmatory Factor Analysis

Confirmatory factor analysis (CFA) was performed to verify the fit of the observed items, internal consistency, and discriminant validity to each latent variable [12-15].

Structural Analysis of the Causal Pathway in Structural Equation Modeling

The proposed model was analyzed by structural equation modeling (SEM). Based on the construction illustrated in Figure 2, the structural analysis of SEM was used to examine whether our baseline proposed model was acceptable and a good fit [16]. The independent variables having a \( P \) value \( \geq 0.05 \) were dropped each time until the goodness-of-fit was acceptable. The model is acceptable when the Tucker-Lewis fit index (TLI) \( \geq 0.95 \), the ratio of the chi-square statistic to its degrees of freedom is close to 1, cumulative fit index (CFI) \( \geq 0.95 \), root-mean-square error of approximation (RMSEA) \( \leq 0.05 \), and standardized root-mean-square residual (SRMR) \( \leq 0.08 \) [12-14].

In the final fitted SEM model, the standardized estimate (\( \beta \)), regression coefficient, and standard error (SE) of observed variables and latent variables associated with usability of the app and compliance to undergo CXR examination were calculated. The data were analyzed using R version 4.0.0 (R Foundation for Statistical Computing) [17].

Results

Subject Classification

Figure 3 summarizes the overall results of subject classification based on the TB risk propensity score among the screened participants and compliance to undergo CXR examination among the presumptive TB cases. Of 694 participants approached, 631 (90.9%) agreed to be screened via the app. Among those screened, 453 (71.8%) were identified as presumptive TB cases by the app and were suggested to visit a TB health center for a CXR appointment.

Compliance to Undergo CXR Examination

As shown in Figure 3, of 453 presumptive TB cases, 322 (71.1%) complied to undergo CXR examination within 1-7 days of TB screening.

Characteristics of Presumptive TB Cases Detected by the App (N=453)

Table 1 shows the background characteristics of the 453 presumptive TB cases. Males and the elderly had a high proportion, accounting for 251 (55.4%) and 150 (33.1%) participants, respectively. The mean (SD) age was 46.1 (15.0) years. The median TB risk propensity score was 0.01 (IQR 0.0058-0.022). A high risk score indicated an increase in the risk of developing TB. Over half (n=258, 57.0%) had no TB signs or symptoms. Knowledge of TB was high, with a mean (SD) score of 5.9 (1.4) out of 8. The cases had less perceived susceptibility to developing TB, with a mean (SD) score of 2.7 (1.0) out of 5, but more perceived harms of TB screening, with a mean (SD) score of 3.0 (1.1) out of 5.
Table 1. Characteristics of the presumptive TB cases (N=453).

<table>
<thead>
<tr>
<th>Variables and their description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>403 (89.0)</td>
</tr>
<tr>
<td>Single</td>
<td>50 (11.0)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>25 (5.5)</td>
</tr>
<tr>
<td>Primary school</td>
<td>220 (48.6)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>101 (22.3)</td>
</tr>
<tr>
<td>Middle school</td>
<td>71 (15.7)</td>
</tr>
<tr>
<td>High school and above</td>
<td>36 (7.9)</td>
</tr>
<tr>
<td><strong>Family income per month (US $), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>≤80</td>
<td>112 (24.7)</td>
</tr>
<tr>
<td>81-240</td>
<td>320 (70.6)</td>
</tr>
<tr>
<td>241-400</td>
<td>17 (3.8)</td>
</tr>
<tr>
<td>&gt;400</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>202 (44.6)</td>
</tr>
<tr>
<td>Male</td>
<td>251 (55.4)</td>
</tr>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>15-24</td>
<td>29 (6.4)</td>
</tr>
<tr>
<td>25-34</td>
<td>82 (18.1)</td>
</tr>
<tr>
<td>35-44</td>
<td>106 (23.4)</td>
</tr>
<tr>
<td>45-54</td>
<td>86 (19.0)</td>
</tr>
<tr>
<td>+55</td>
<td>150 (33.1)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>46.1 (15.0)</td>
</tr>
<tr>
<td><strong>Religion, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Buddhist</td>
<td>438 (96.7)</td>
</tr>
<tr>
<td>Others</td>
<td>15 (3.3)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Dependent</td>
<td>218 (48.1)</td>
</tr>
<tr>
<td>Farmer</td>
<td>21 (4.7)</td>
</tr>
<tr>
<td>Nonfarmer</td>
<td>214 (47.2)</td>
</tr>
<tr>
<td><strong>Contact with a known TB case, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>291 (64.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>162 (35.8)</td>
</tr>
<tr>
<td><strong>Previous history of TB, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>353 (77.9)</td>
</tr>
<tr>
<td>Yes</td>
<td>100 (22.1)</td>
</tr>
<tr>
<td><strong>TB signs and symptoms, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>195 (43.0)</td>
</tr>
<tr>
<td>No</td>
<td>258 (57.0)</td>
</tr>
<tr>
<td><strong>BMI (kg/m^2), mean (SD)</strong></td>
<td>19.8 (3.3)</td>
</tr>
</tbody>
</table>
Variables and their description | Value
---|---
TB risk propensity score, median (IQR) | 0.01 (0.0058-0.022)
Knowledge of TB (range 0-8), mean (SD) | 5.9 (1.4)
Perceived susceptibility to developing TB\textsuperscript{b}, mean (SD) | 2.7 (1.0)
Perceived benefits of TB screening\textsuperscript{b}, mean (SD) | 4.4 (0.6)
Perceived harms of TB screening\textsuperscript{b}, mean (SD) | 3.0 (1.1)

Available to go to CXR\textsuperscript{c} center during clinic opening hours, n (%) | |
| Yes | 289 (63.8)
| No | 164 (36.2)

Have an own vehicle to go to the CXR center, n (%) | |
| Yes | 93 (20.5)
| No | 360 (79.5)

Distance to CXR center (km), n (%) | |
| \leq 10 | 211 (46.6)
| >10 | 242 (53.4)

\textsuperscript{a}TB: tuberculosis.
\textsuperscript{b}Latent variables.
\textsuperscript{c}CXR: chest X-ray.

**Usability of the Mobile Health App**

Table 2 shows the usability scores of the mHealth app rated by the presumptive TB cases. All items had an average rating score of >3. The overall rating on the usability of the mHealth app was favorable, with a mean (SD) score of 4.1 (1.1) out of 5, indicating a high level of usability rated by the users.

<table>
<thead>
<tr>
<th>Item</th>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly agree</th>
<th>Mean (SD)</th>
<th>Cronbach (\alpha) (=.941)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U1: The mobile app improves your access to TB health care services.</td>
<td>0</td>
<td>61</td>
<td>31</td>
<td>181</td>
<td>180</td>
<td>4.0 (1.0)</td>
<td>N/A\textsuperscript{c}</td>
</tr>
<tr>
<td>U2: The mobile app makes it convenient for you to communicate with your health care provider.</td>
<td>0</td>
<td>79</td>
<td>14</td>
<td>145</td>
<td>215</td>
<td>4.1 (1.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>U3: By using the mobile app in TB screening, you have many more opportunities to interact with the health care provider.</td>
<td>0</td>
<td>80</td>
<td>13</td>
<td>130</td>
<td>230</td>
<td>4.2 (1.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>U4: You feel confident that any information you received from the mobile app.</td>
<td>0</td>
<td>51</td>
<td>44</td>
<td>145</td>
<td>213</td>
<td>4.0 (1.0)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\textsuperscript{a}mHealth: mobile health.
\textsuperscript{b}TB: tuberculosis.
\textsuperscript{c}N/A: not applicable.

**Confirmatory Factor Analysis**

In Table 3, the final CFA showed a good fit after removing 3 items from the usability of the app (U5, U6, and U7) and 2 items from the perceived harms of TB screening (R3 and R4) with factor loadings of <0.3 in the baseline CFA. Each latent variable was rated using a 5-point Likert scale ranging from 1 for “totally disagree” to 5 for “totally agree.”

Table 4 shows that the composite reliability was higher than the average variance extracted and the average variance extracted was >0.5. In addition, the square root of the average variance extracted was higher than the correlations of the latent variables under analysis. Thus, the latent variables had both good consistency and discriminant validity.
Table 3. CFA\(^a\) of latent variables.

<table>
<thead>
<tr>
<th>Items</th>
<th>Baseline</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Factor loading</td>
<td>CFA</td>
</tr>
<tr>
<td></td>
<td>α</td>
<td>Model fit (χ(^2)(113) = 1078.3, P&lt;.001, CFI=0.797, TLI=0.756, RMSEA(^d)=0.137, SRMR(^e)=0.099)</td>
</tr>
<tr>
<td>Usability of the mHealth(^f) app</td>
<td>N/A(^g)</td>
<td>.7919 N/A</td>
</tr>
<tr>
<td>U1: The mobile app improves your access to TB(^b) health care services.</td>
<td>0.872 N/A</td>
<td>N/A N/A</td>
</tr>
<tr>
<td>U2: The mobile app makes it convenient for you to communicate with your health care provider.</td>
<td>0.764 N/A</td>
<td>N/A N/A</td>
</tr>
<tr>
<td>U3: By using the mobile app in TB screening, you have many more opportunities to interact with the health care provider.</td>
<td>0.953 N/A</td>
<td>N/A N/A</td>
</tr>
<tr>
<td>U4: You feel confident that any information you received from the mobile app.</td>
<td>0.961 N/A</td>
<td>N/A N/A</td>
</tr>
<tr>
<td>U5: The app is useful for improving your health and well-being.</td>
<td>0.096 N/A</td>
<td>N/A N/A</td>
</tr>
<tr>
<td>U6: You feel comfortable communicating with your health care provider using the app.</td>
<td>0.018 N/A</td>
<td>N/A N/A</td>
</tr>
<tr>
<td>U7: The app helps you manage your health effectively.</td>
<td>0.058 N/A</td>
<td>N/A N/A</td>
</tr>
<tr>
<td>Perceived susceptibility to developing TB</td>
<td>N/A (^j)</td>
<td>.921 N/A</td>
</tr>
<tr>
<td>S1: You are at high risk of TB infection.</td>
<td>0.936 N/A</td>
<td>N/A N/A</td>
</tr>
<tr>
<td>S2: You are probably infected with TB with or without having TB signs or symptoms.</td>
<td>0.850 N/A</td>
<td>N/A N/A</td>
</tr>
<tr>
<td>S3: You are the most possible person to be infected with TB among all family members.</td>
<td>0.894 N/A</td>
<td>N/A N/A</td>
</tr>
<tr>
<td>Perceived benefits of TB screening</td>
<td>N/A (^k)</td>
<td>.730 N/A</td>
</tr>
<tr>
<td>B1: This screening tool is convenient to identify TB early.</td>
<td>0.712 N/A</td>
<td>N/A N/A</td>
</tr>
<tr>
<td>B2: If results of the screening are positive, you can access a TB health center for early TB diagnosis.</td>
<td>0.877 N/A</td>
<td>N/A N/A</td>
</tr>
<tr>
<td>B3: TB screening is good for your health.</td>
<td>0.502 N/A</td>
<td>N/A N/A</td>
</tr>
<tr>
<td>Perceived harms of TB screening</td>
<td>N/A (^m)</td>
<td>.608 N/A</td>
</tr>
<tr>
<td>R1: You are afraid of developing TB.</td>
<td>0.953 N/A</td>
<td>N/A N/A</td>
</tr>
<tr>
<td>R2: You are afraid of suffering social stigma due to TB.</td>
<td>0.905 N/A</td>
<td>N/A N/A</td>
</tr>
<tr>
<td>R3: Screening by using the mobile app protects your privacy.</td>
<td>0.159 N/A</td>
<td>N/A N/A</td>
</tr>
<tr>
<td>R4: Screening by using the mobile app keeps your personal information confidential.</td>
<td>(-0.033) N/A</td>
<td>N/A N/A</td>
</tr>
</tbody>
</table>

\(^a\)CFA: confirmatory factor analysis.  
\(^b\)CFI: comparative fit index.  
\(^c\)CF: comparative fit index.  
\(^d\)RMSEA: root-mean-square error of approximation.  
\(^e\)TLI: Tucker-Lewis index.  
\(^f\)N/A: Not applicable.  
\(^g\)N/A: Not applicable.
The usability of the mHealth app was significantly associated with compliance to undergo CXR examination. As $\beta=0.464$, 1 standard deviation increase in the usability score of the app would be associated with $e^{0.464}=1.59$-fold odds or 59% increase to comply to undergo CXR examination.

The other significant factors associated with compliance were a high TB risk propensity score and high TB knowledge. In contrast, those with a lack of TB signs and symptoms and with perceived harms of TB screening were less likely to comply to undergo CXR examination.

Similarly, having high TB knowledge favored the usability of the app, while a lack of TB signs and symptoms and having perceived harms of TB screening predisposed individuals to be less favorable toward the usability of the app.

### Table 4. Internal consistency and discriminant validity of latent variables in the fitted CFA$^a$.

<table>
<thead>
<tr>
<th>Latent variables</th>
<th>Items</th>
<th>Composite reliability</th>
<th>Average variance extracted</th>
<th>Correlation coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Usability of the mHealth$^b$ app</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Perceived susceptibility to developing TB$^d$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Perceived benefits of TB screening</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Perceived harms of TB screening</td>
</tr>
<tr>
<td>Usability of the mHealth app</td>
<td>4</td>
<td>0.896</td>
<td>0.764</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A$^d$</td>
</tr>
<tr>
<td>Perceived susceptibility to developing TB</td>
<td>3</td>
<td>0.922</td>
<td>0.797</td>
<td>(–0.042)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Perceived benefits of TB screening</td>
<td>3</td>
<td>0.754</td>
<td>0.521</td>
<td>(0.058)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.001)</td>
</tr>
<tr>
<td>Perceived harms of TB screening</td>
<td>2</td>
<td>0.929</td>
<td>0.867</td>
<td>(–0.24)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(–0.088)</td>
</tr>
</tbody>
</table>

$^a$CFA: confirmatory factor analysis.

$^b$mHealth: mobile health.

$^c$TB: tuberculosis.

$^d$N/A: not applicable.

### Structural Analysis of the Causal Pathway in SEM

As shown in Table 5, the final SEM model was acceptable (TLI>0.95) and showed a better fit than the baseline proposed model (CFI=0.955 vs 0.922).

Figure 4 shows the standardized coefficients ($\hat{\beta}$) of variables in the structural analysis of the causal pathway in the final SEM.

In the final SEM, the usability of the mHealth app and compliance to undergo CXR examination were not associated with marital status, education, perceived susceptibility to developing TB, perceived benefits of TB screening, and variables of accessibility methods to the CXR center. For clarity, these variables are not shown in Figure 4.

### Table 5. Comparison of baseline and final SEM$^a$ models.

<table>
<thead>
<tr>
<th>SEM comparison</th>
<th>$\chi^2$ ($df$)</th>
<th>$P$ value</th>
<th>CFI$^b$</th>
<th>TLI$^c$</th>
<th>RMSEA$^d$ (90% CI)</th>
<th>SRMR$^e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>255.6 (143)</td>
<td>&lt;.001</td>
<td>0.922</td>
<td>0.957</td>
<td>0.042 (0.033-0.05)</td>
<td>0.04</td>
</tr>
<tr>
<td>Final</td>
<td>52.9 (34)</td>
<td>.02</td>
<td>0.955</td>
<td>0.972</td>
<td>0.035 (0.014-0.053)</td>
<td>0.025</td>
</tr>
</tbody>
</table>

$^a$SEM: structural equation modeling.

$^b$CFI: comparative fit index.

$^c$TLI: Tucker-Lewis index.

$^d$RMSEA: root-mean-square error of approximation.

$^e$SRMR: standardized root-mean-square residual.
Active TB Case Detection Among Presumptive TB Cases Who Complied to Undergo CXR Examination

Of 453 presumptive TB cases detected by the app, 322 (71.1%) complied to undergo CXR examination. Of them, 56 (17.4%) were identified as showing an abnormal suggestion of TB in the CXR and continued for Gene Xpert MTB/RIF examination. The total active TB case detection was 24 (7.5%) of 322 presumptive TB cases.

Discussion

Principal Findings

This is the first study in Myanmar using a mobile app for screening for TB and assessing its impact on seeking TB health care services. This mHealth app was rated by community members to have a good usability score. A significant proportion of the presumptive TB cases were identified via the app. Nearly three-quarters of the presumptive TB cases identified by the app proceeded to undergo CXR examination, and 7.5% showing CXR compliance were diagnosed as active TB cases. The usability of the mHealth app was the strongest predictor associated with the compliance to undergo CXR examination. Low predicting variables included TB signs and symptoms, perceived harms of TB screening, the TB risk propensity score, and knowledge of TB.

In this study, a high number of presumptive TB cases were identified via the mHealth app and TB health centers were notified. This could be explained by the high percentages (55.4% and 33.1%) of subjects under screening being male and elderly, respectively. The setting of the app gave a high score to these groups. In addition, nearly three-quarters of the presumptive TB cases identified by the app complied to undergo CXR examination. It was relatively high compared to a previous study in Myanmar [18]. Eventually, 24 (7.5%) of 322 users who were suspected by the app as having TB were detected as active TB cases by CXR. This proportion was missing active TB cases in the community that were early detected by the mobile app. However, this achievement would not be possible without the compliance to undergo CXR examination by the presumptive
TB cases detected by the app. Completion of this step would lead to early detection of TB cases, achieving the WHO-recommended “universal access to test and treat process” [19].

During implementation of the app, the participants rated the usability of the mHealth app highly and a significant proportion of presumptive TB cases were detected via the app. Many studies have revealed patients’ acceptance of using mHealth apps in TB care to improve health outcomes [20,21]. In addition, the favorable rating for the usability of the mHealth app had a positive association with compliance to undergo CXR examination. In this study, the mobile app for TB screening was integrated into a pathway to TB diagnosis by notifying the CXR center of screened positive cases. This integration might be the reason for the high association of these two variables. A similar improvement in TB referrals by engaging the presumptive TB cases in the health sector via the app was shown in a study in India [22].

In this study, presumptive TB cases without TB signs or symptoms and those who had perceived harms of TB screening gave a less favorable rating to the usability of the app and had poor compliance to undergo CXR examination. A review of national TB prevalence surveys in Asia highlighted that those who screened negative for TB symptoms were less likely to seek TB care until symptoms worsened [23]. Many studies have revealed that having perceived harms of TB screening has a negative impact on TB screening and subsequent diagnostic procedures [24-26]. Having knowledge of TB can increase acceptance of patients with TB and encourage subsequent screening and diagnostic processes [27].

Strengths and Limitations

Compared to similar studies, this mHealth app calculated the TB risk propensity score instead of using TB signs and symptoms [22,28-30]. Although the TB risk propensity score has better TB prediction than TB signs and symptoms, there is a limitation in applying it in the real field, probably because of its complexity to calculate [31,32]. However, our mobile app overcomes this gap.

In addition, a review of a national TB prevalence survey in Asia (1990-2012) revealed that 40%-60% of active TB cases are missed by screening for routine TB signs and symptoms, because this proportion of patients are asymptomatic and not identified as presumptive TB cases [23]. In Myanmar, the TB case detection rate by screening for routine TB signs and symptoms was 69%-77% in 2017-2019 [33-35]. This highlighted that nearly one-fourth of active TB cases were missing, either not notified to the national TB program or not diagnosed and treated. Therefore, using a mobile app that calculates the TB risk score is a potential new approach to identifying missing presumptive TB and active TB cases that would not be detected by TB signs and symptoms only.

As strengths, the mobile app was used to calculate the TB risk propensity score so misclassification bias to identify the TB suspects was reduced. Real-time data entry was performed for the CXR examination date so that data error was less likely in assessing compliance. The app is simple to develop, provided that existing TB survey databases can be used to calculate the TB risk propensity score for the population under study. This idea can be adapted to many low-resource countries.

However, a high level of compliance to undergo CXR examination in this study was probably due to worry about long COVID among the population after a serious COVID-19 outbreak recently subsided [36]. In addition to TB detection, they might expect CXR to detect the residual effects of COVID-19 and thus they had high compliance. As a limitation, high compliance to undergo CXR examination may suggest that the TB screening program could be done better immediately after a COVID-19 outbreak or its generalizability should be confirmed when the COVID-19 situation is no more perceived as a serious threat.

Conclusion

The simple mobile app we developed got a high usability score by 453 users. The mobile app usability score successfully predicted compliance to undergo CXR examination. Eventually, 24 of 322 users who were suspected by the mobile app as having TB were detected as active TB cases by CXR. The system should be upscaled for a large trial.
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Abstract

Background: There has been an increase in personal health records with the increased use of wearable devices and smartphone apps to improve health. Traditional health promotion programs by human professionals have limitations in terms of cost and reach. Due to labor shortages and to save costs, there has been a growing emphasis in the medical field on building health guidance systems using artificial intelligence (AI). AI will replace advanced human tasks to some extent in the future. However, it is difficult to sustain behavioral change through technology alone at present.

Objective: This study investigates whether AI alone can effectively encourage healthy behaviors or whether human interventions are needed to achieve and sustain health-related behavioral change. We examined the effectiveness of AI and human interventions to encourage dietary management behaviors. In addition, we elucidated the conditions for maximizing the effect of AI on health improvement. We hypothesized that the combination of AI and human interventions will maximize their effectiveness.

Methods: We conducted a 3-month experiment by recruiting participants who were users of a smartphone diet management app. We recruited 102 participants and divided them into 3 groups. Treatment group I received text messages using the standard features of the app (AI-based text message intervention). Treatment group II received video messages from a companion, in addition to the text messages (combined text message and human video message intervention by AI). The control group used the app to keep a dietary record, but no feedback was provided (no intervention). We examine the participants’ continuity and the effects on physical indicators.

Results: Combined AI and video messaging (treatment group II) led to a lower dropout rate from the program compared to the control group, and the Cox proportional-hazards model estimate showed a hazard ratio (HR) of 0.078, which was statistically significant at the 5% level. Further, human intervention with AI and video messaging significantly reduced the body fat percentage (BFP) of participants after 3 months compared to the control group, and the rate of reduction was greater in the group with more individualized intervention. The AI-based text messages affected the BMI but had no significant effect on the BFP.

Conclusions: This experiment shows that it is challenging to sustain participants' healthy behavior with AI intervention alone. The results also suggest that even if the health information conveyed is the same, the information conveyed by humans and AI is more effective in improving health than the information sent by AI alone. The support received from the companion in the form of video messages may have promoted voluntary health behaviors. It is noteworthy that companions were competent, even though they were nonexperts. This means that person-to-person communication is crucial for health interventions.

(JMIR Form Res 2022;6(6):e30630) doi:10.2196/30630
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Introduction

Recent years have seen health promotion with the help of technological advancement, such as the use of wearable devices and smartphone apps that record an individual’s health information. However, people struggle to adopt and maintain healthy behaviors [1]. Since 2016, the Japanese government has been providing a large-scale subsidy for the development of artificial intelligence (AI) in the medical field, with emphasis on the use of AI-based personal health records and the creation of health guidance systems. However, as medical and health care AI is still a nascent field, these are yet to be applied in practice and concrete examples explaining their effective use have not been made public yet [2,3].

In this study, we examine the effect of AI intervention on dietary management and elucidate the conditions for maximizing its effectiveness. Focusing on the continuity of health promotion activities and changes in physical indicators, survival analysis, and ordinary least squares (OLS) regression are conducted. We find that for advanced technology to be fully effective, it is necessary to add human intervention and customized care to AI-based interventions. If the incorporation of human interventions significantly improves physical indicators, it suggests that effective AI intervention necessarily requires unique mechanisms with added customized care. Since the COVID-19 pandemic has restricted people to their homes, the value of remote services has increased [4-6]. Online coaching, which links AI and human intervention, encourages healthy behaviors. Similarly, AI intervention could be the initiation of a new business model in this field. It is also an excellent opportunity for people with rare diseases to connect with each other globally. In this study, we focus on the next stage of the challenge in the context of enhancing the outcomes derived from the use of developed technologies. Identifying services that could be more effective with AI intervention will help to drive further technological development and stimulate new demand [7].

Our contributions to this area of study are as follows. First, this study examines the potential effectiveness of AI intervention on health promotion. Previous studies on information and communications technology (ICT) and health interventions have mainly discussed the intervention effects based on text messages [8-10] and health disparities associated with information disparities [11-14]. The main focus of our study is to develop AI-based health intervention systems. The reason for focusing on ICT and health interventions is to examine whether AI alone is sufficient to replace human intervention in this field, and to analyze the elements that can be added to maximize its effectiveness. Specifically, we examine the effectiveness of adding human interventions. Second, we examine the effectiveness of interventions through video messages. Text messages sent through short messaging service (SMS) are useful for health behaviors in the short term [8,10] and result in an increased retention of health behaviors across age and nationality [9]. However, there are not many studies on video message interventions. It should be noted that individuals with lower levels of education might not read the entire text messages [15,16], and those who are less enthusiastic about behavioral change may be more interested in video messages [17]. In previous studies, at the time of the experiments, some participants may have felt uneasy about receiving a video in place of an SMS message or a voice call due to the high cost of roaming data, which can lead to high participant attrition rates that may result in research bias [18,19]. Currently, the introduction of fifth-generation mobile communication system services in developed countries has made video viewing faster and cheaper, which may contribute toward the removal of the bias. In this sense, the effectiveness of video message interventions will increase further in the future. Third, we find that it is relevant to identify the effectiveness of the delivery of video messages by a nonprofessional through customized professional interventions. However, challenges may arise in terms of cost and reach. Exploring the possibility of nonprofessional interventions is a critical perspective when considering measures to combat labor shortages occurring due to a declining population [20]. In epidemiology and clinical fields, these issues have not been extensively studied. Moreover, these issues have not been analyzed from an economic perspective. Computerized messages are costly during development; however, once developed, they are significantly less expensive than human intervention. Moreover, the product has an extensive reach due to its availability through the internet [10,21]. Additionally, health promotion interventions are effective when their content is perceived to be personally relevant [22]. Therefore, in this study, we examine the effectiveness of nonprofessional customized messages with low-cost interventions.

In summary, the purpose of our study is to examine the effectiveness of AI and human interventions to encourage dietary management behaviors. Our study investigates whether AI alone can effectively encourage healthy behaviors or whether human interventions are needed to achieve and sustain health-related behavioral change. We elucidate the conditions for maximizing the effect of AI on health improvement. We hypothesize that the combination of AI and human interventions will maximize their effectiveness.

Methods

Standard Specifications of the App

In this study, we used a diet management app for smartphones developed by asken Inc. The app functions in the following way: First, users take pictures of their meal on a smartphone. The app analyzes these pictures, registers the food automatically, and calculates the amount of nutrients and calories in the meal. More than 200,000 pieces of advice are developed from a proprietary algorithm based on a nutritionist’s recommendations and are selected and delivered through unidirectional text messages from the app to the user. The app collects data as it is being used via (1) menus and intake of calories and nutrients, (2) dietary evaluation scores by a nutritionist in the system, (3) weight and body fat percentage (BFP) voluntarily registered by survey participants, and (4)
profiles (age, gender, and height) of participants who undertake the survey.

**Interventions**

When we recruited the users of the app as the participants of our study with the cooperation of asken Inc, 102 app users voluntarily participated in our experiment. They committed to record their meals on weekdays. The reason for this was to reduce the burden on participants. However, to not interfere with the behavior of motivated participants who wanted to record their holidays, we made it possible to voluntarily record their holidays. However, these holiday data were not used in this study. We promised the participants at the beginning of the experiment that we would use the weekday data. We also considered that the meals on holidays might be different from those on weekdays, but this would be reflected in the data after Monday. We conducted the experiment over a period of 3 months from February to April 2020. As shown in Figure 1, we divided the 102 app users in our study into 3 groups using the following interventions:

**Figure 1.** Type of intervention.

- First, in treatment group I, the standard features of the app were used. In other words, the participants recorded the dietary details of what they consumed in the app. Depending on their diet, the AI provided advice on a balanced diet from a list of 200,000 suggestions created by a confidential algorithm. For example, if a participant eats only 1 bowl of soup and records the contents in the app, it provides the following text advice: “Your meal balance score is 50. Your calorie intake is insufficient. In terms of nutritional balance, you are particularly deficient in protein and carbohydrates. For your next meal, please increase your overall food intake, focusing on meat and fish. Be sure to include 1 serving of bread or rice.” The app also provides graphs of nutrient intake and target values. These are provided via text messages.

- Second, treatment group II was provided with the same intervention as treatment group I, with the addition of a video of a human reading a text message by the app. Participants recorded their dietary details, reviewed the text advice provided by the app, and then took a screenshot of the text advice on their smartphone. They were then required to send the screenshot to their companion using the LINE app. The specifications of the app did not allow the companion advance knowledge of the text advice that would be provided to the participant. The companion was required to confirm the content of the advice on the LINE app, create a video message with an oral and visual description of the advice, and send it back to the participant. This series of events was the intervention for treatment group II. The companion is a nonprofessional, and the message is not beyond the advice of a nutritionist. They act as a human intervention to the AI text message.

- Third, we used a control group that used the app to record their meals, but no advice was delivered to them during our experiment. Therefore, participants in the control group took care of their diet and health based on their records. Given the results of the first 2 months of the experiment, we introduced another intervention during the third month. Treatment group II was further divided into 2 subgroups: treatment group II-A received the same intervention as before, and treatment group II-B received customized care. In the former case, the companion read out a part of the text message through
AI intervention. However, in the case of the latter, the companion graphed the dietary evaluation scores and provided encouraging messages based on each person's efforts. Moreover, when participants sent us online messages expressing their impressions, the companion responded to them with a video message and delivered flexible and personalized messages.

Participants were allowed to choose which group they wanted to participate in. Treatment group I used the standard specifications of the app, meaning that there was no new burden for participants who were already using the app. Participants in treatment group II, however, were required to perform additional operations related to taking and sending screenshots, which was a new burden. We determined that it was necessary to let the participants decide for themselves whether to accept this burden.

Outcome
To understand the effects of the intervention, we analyzed 2 outcomes: (1) continuity of the program and (2) physical indicators. We used the BFP and BMI as physical indicators. In the questionnaire survey regarding the purpose of using the app, most participants responded with “to develop good eating habits” and “to lose weight.” Therefore, as outcomes, the effect of “good eating habits” was confirmed by continuity and the effect of weight loss was confirmed by the BFP and BMI [23].

We used the number of meals recorded by the participants as a measure of continuity. The experiment’s total duration was 13 weeks. We recorded their meals for more than 5 days consecutively, excluding holidays. If the participants did not record their meals for even 5 days, they were regarded as dropouts.

The BMI is a measure of nutritional status in adults. Although it is a simple indicator that can be calculated from the height and weight of an individual alone, it is not a complete physical status indicator, because it does not predict the composition of a body accurately [24,25]. However, the BFP is a more reliable health indicator than the BMI because it calculates fat as a percentage of body weight and represents its composition. The American College of Physicians has stated that the BFP is more important than the BMI in assessing a patient’s health and mortality risk [26]. Therefore, we have used the BFP as an essential health indicator in this study. Additionally, the BMI was used as a supplement to measure short-term effects. We used the average of the first week of our study as a reference point and focused on the rate of change after 3 months. As we changed the methods of treatment group II in the last month of our study, we also examined the rate of change in the average value, comparing the last week of March to the last week of April. The descriptive statistics for each variable are shown in Table S1 in Multimedia Appendix 1.

Analytical Approach
We analyzed the effects of the intervention on continuity and individuals’ health indicators. First, for continuity of health behaviors, we executed a survival analysis. We regarded dropouts in our experiment as deaths, as in the case of a general survival analysis. The number of dropouts is shown in Table 1. First, we used a nonparametric model (Kaplan-Meier analysis) that did not assume a specific distribution for survival time and did not examine the effects of the covariates. We also analyzed the data with a semiparametric model (Cox proportional-hazards model [27]) that did not assume a specific distribution on survival time but estimated the parameters of the covariates and examined an effect on survival time. We created dummy variables for each group and examined the effects of each intervention. The Cox proportional-hazards model is expressed as

$$h(t|T_{ij}, X_i) = H_0(t) \exp(\beta T_{ij} + \gamma_i X_i),$$

where $h_0(t)$ is the baseline hazard; “i” denotes the participant number; “j” denotes the treatment group number; $\beta$ and $\gamma$ are hazard ratios (HRs); $T$ is the treatment group dummy; and $X$ is the set of control variables (age, gender, height).

Second, we conducted OLS regressions for health indicators:

$$R_k = \alpha + \delta T_{ij} + \theta_i X_i + \epsilon_i$$

where $R_k$ is the rate of change in the BFP ($k=1$) or the BMI ($k=2$) in experimental periods; $\delta$ and $\theta$ are coefficients vectors; and $\epsilon$ is an error term. We focused on the changes after 3 months. Moreover, we examined the effects of changing the intervention method for treatment group II during the last month.
Table 1. Number of dropouts and test for equality of survivor functions. Results of the estimation using a nonparametric model (Kaplan-Meier model) were as follows: $Pr>\chi^2=0.012$ (log-rank test) and 0.011 (Wilcoxon test), where Pr refers to probability.

<table>
<thead>
<tr>
<th>Week</th>
<th>Control group (N=34)</th>
<th>Treatment group I (N=34)</th>
<th>Treatment group II (N=34)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 (3)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2</td>
<td>1 (3)</td>
<td>1 (3)</td>
<td>N/A</td>
</tr>
<tr>
<td>3</td>
<td>N/A</td>
<td>1 (3)</td>
<td>N/A</td>
</tr>
<tr>
<td>4</td>
<td>1 (3)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>5</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>6</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>7</td>
<td>1 (3)</td>
<td>2 (6)</td>
<td>N/A</td>
</tr>
<tr>
<td>8</td>
<td>1 (3)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>9</td>
<td>N/A</td>
<td>2 (6)</td>
<td>N/A</td>
</tr>
<tr>
<td>10</td>
<td>2 (6)</td>
<td>2 (6)</td>
<td>N/A</td>
</tr>
<tr>
<td>11</td>
<td>2 (6)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>12</td>
<td>N/A</td>
<td>2 (6)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>13</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Total dropouts, n (%)</td>
<td>9 (27)</td>
<td>10 (29)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Dropouts expected, n (%)</td>
<td>6.32 (19)</td>
<td>6.37 (19)</td>
<td>7.32 (22)</td>
</tr>
<tr>
<td>Sum of ranks</td>
<td>258</td>
<td>337</td>
<td>−595</td>
</tr>
</tbody>
</table>

The experiment’s total duration was 13 weeks (from February to April), and participants were considered to have dropped out of the program if they did not record their meals for more than 5 days consecutively, excluding holidays.

Ethical Approval

The research ethics committee of the Graduate school of Tohoku University approved this study (approval date: January 31, 2020). We experimented with a noncontact and noninvasive approach. Recruitment was conducted by asken Inc on our behalf, and we did not have any contact with the participants. This study sought to collect and analyze information registered on the app with the permission of the participants. Necessary and sufficient information was provided to the participants, and asken Inc obtained consent from them through the app before providing the data to us. The advice communicated by the companion did not exceed the scope of the textual advice independently generated by the app designed based on a nutritionist’s advice. There were no new risks inherent in this experiment, and the safety of the experiment was ensured.

Results

Effects on Continuity

Figure 2 shows the survival curve based on the Kaplan-Meier model. The vertical axis is the survival rate (here representing continuity), and the horizontal axis is the duration of the experiment (weeks). Treatment group II had the highest survival rate, followed by the control group and treatment group I. The survival curves of the 3 groups were examined for statistical significance. Results of the generalized Wilcoxon test and the log-rank test showed a significant difference between the 3 groups’ survival curves at the 5% level of significance (Table 1).

Additionally, we estimated a Cox proportional-hazards model to account for the effect of the covariates (Table 2). The number of observations was 102, the number of failures was 20, and the times at risk were 1223. The HR for treatment group II was statistically significant at 0.078, that is, the dropout rate was 0.078 times higher (92% reduction) compared to the control group. This means that treatment group II had 92% fewer dropouts compared to the control group. However, for treatment group I, the HR was <1 but not statistically significant. Thus, receiving only text messages (treatment group I) does not represent a significant difference in persistence compared to receiving no intervention (control group).
Figure 2. Kaplan-Meier survival estimates. Treatment group I received a text message intervention by AI, and treatment group II received a customized video message intervention along with the text message intervention. AI: artificial intelligence.

Table 2. Results of HRs\(^a\) from the Cox proportional-hazards model (Pr>\(\chi^2\)=.009).

<table>
<thead>
<tr>
<th></th>
<th>HR</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment group I(^b)</td>
<td>0.975</td>
<td>0.391</td>
<td>.96</td>
</tr>
<tr>
<td>Treatment group II(^c)</td>
<td>0.078</td>
<td>0.009</td>
<td>.02</td>
</tr>
<tr>
<td>Age (years)</td>
<td>0.970</td>
<td>0.930</td>
<td>.17</td>
</tr>
<tr>
<td>Male</td>
<td>2.423</td>
<td>0.643</td>
<td>.19</td>
</tr>
<tr>
<td>Height</td>
<td>0.941</td>
<td>0.863</td>
<td>.17</td>
</tr>
</tbody>
</table>

\(^a\)HR: hazard ratio.
\(^b\)Treatment group I received a text message intervention by artificial intelligence.
\(^c\)Treatment group II received a video message intervention along with the text message intervention.

Effects on Physical Indicators

After 3 months (Table 3), the BFP of treatment group II significantly decreased, but it was not statistically significant compared to treatment group I. However, the BMI was statistically significant for treatment group I but insignificant for treatment group II after 3 months. As there was no significant difference in human intervention during the first 2 months, we introduced another intervention during the third month. Treatment group II was further divided into 2 subgroups: treatment group II-A received the same intervention as before, and treatment group II-B received customized care. Observing the effects of the change in the intervention method in the last 1 month on treatment group II showed that both treatment groups II-A and II-B were statistically negatively significant for the BFP. The reduction was higher for treatment group II-B, which received a more customized intervention. However, the reduction for treatment group I was not statistically significant with AI intervention. For the BMI in the last 1 month, neither treatment group II-A nor treatment group II-B was statistically significant but treatment group I was statistically negatively significant. The number of observations during this period was as follows: BFP (3 months), 35; BMI (3 months), 64; BFP (last 1 month), 34; and BMI (last 1 month), 60. In addition, the adjusted \(R^2\) values were 0.009, 0.072, 0.170, and 0.057, respectively.

Indicators of the effect size can be derived by several methods of analysis, such as the \(t\) test, ANOVA, and multiple regression analysis. In this study, multiple regression analysis was used to include more information in the estimation, and we used adjusted \(R^2\) as an indicator of the effect size. Only the effect size of the last month’s BFP was medium, but all other effect sizes were small [28]. In addition, we controlled for age and gender as personal characteristics that could affect the outcome. The physical activity level could not be included. The data we were able to collect from the app were rough, and therefore, there was little difference between participants.
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Fifth, behavioral economics believes that humans are limitedly rational beings and tend to have base rate neglect [34]. For example, even if obesity is known to increase the risk of acquiring diseases in the future, it is difficult to continue healthy behaviors. This may be especially true for people with high

Table 3. Regression results of physical indicators (OLS estimation).

<table>
<thead>
<tr>
<th>Treatment Group</th>
<th>Last 1 month</th>
<th>After 3 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BFP</td>
<td>BMI</td>
</tr>
<tr>
<td>Treatment group I</td>
<td>-0.029 (0.056)</td>
<td>-0.026 (0.010)</td>
</tr>
<tr>
<td>Treatment group II</td>
<td>-0.102 (0.050)</td>
<td>0.05</td>
</tr>
<tr>
<td>Treatment group II-A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Treatment group II-B</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>0.031 (0.048)</td>
<td>0.52</td>
</tr>
<tr>
<td>Age (years)</td>
<td>-0.001 (0.002)</td>
<td>0.59</td>
</tr>
<tr>
<td>Constant</td>
<td>0.019 (0.110)</td>
<td>0.86</td>
</tr>
</tbody>
</table>

aOLS: ordinary least squares.
bBFP: body fat percentage.
cTreatment group I received a text message intervention by artificial intelligence.
dTreatment group II received a video message intervention along with the text message intervention. During the last month, treatment group II was divided into 2 subgroups.
eTreatment group II-A received a video intervention that only read out text messages as before.
fN/A: not applicable.
gTreatment group II-B received a more customized intervention.

Discussion

Principal Findings

A society in which individuals use a variety of new devices to engage in health promotion activities in their daily lives was envisioned in this study. To effectively implement advanced technologies in health promotion, it is important to know what interventions might encourage people to engage in autonomous health activities. We examined the effectiveness of interventions by AI and humans to encourage healthy behaviors. Our study compared continuity of the program and the effects on health indicators using an AI-based intervention, with text messages and customized (nonexpert) video messages added to the intervention for the users of a dietary management app. We found that combined AI and video messaging (treatment group II) led to a lower dropout rate from the program compared to the control group, and the Cox proportional-hazards model estimate showed an HR of 0.078, which was statistically significant at the 5% level. Further, human intervention with AI and video messaging significantly reduced the BFP of participants after 3 months compared to the control group, and the rate of reduction was greater in the group with more individualized intervention. The AI-based text messages affected the BMI but had no significant effect on the BFP.

Considerations and Future Directions

First, this study shows that it is challenging to sustain healthy behaviors with AI intervention alone. We also found that health improvement is the highest when the intervention is delivered with human video messages and AI text messages. Traditional economic theory assumes that people behave rationally after receiving accurate information. Behavioral economics, however, calls this rational world bias and considers that, in reality, it is challenging to take a rational action [29-31]. The results of this study suggest the existence of a rational world bias in ongoing healthy behavior and long-term health improvement; providing information through AI alone may only have short-term effects.

Second, adding human intervention to AI intervention by delivering videos of an individual reading AI-based text messages (treatment group II-A) had a significantly positive impact on persistence and health promotion effects. This means that even if the information conveyed is the same, differences in the delivery method produces differences in effectiveness. Here, human-communicated information was more effective in promoting healthy behavior.

Third, the effect was higher when the companion increased the level of customization, such as by mentioning the participants’ names in the videos while cheering them on and plotting the trends in a graph in their respective dietary evaluation scores (treatment group II-B). This can be considered a type of coaching effect. Highly individualized interventions are effective [32], and direct coaching is also effective [33]. Further, this study confirmed the effectiveness of remote coaching.

Fourth, it is also important to note that the companions were capable, even though they were not professionals in the field. This means that the process of human communication is as important as the content of the information. Due to the effectiveness of nonprofessional interventions, there is potential to address labor shortages due to a decline in the future population and human costs.

Fifth, behavioral economics believes that humans are limitedly rational beings and tend to have base rate neglect [34]. For example, even if obesity is known to increase the risk of acquiring diseases in the future, it is difficult to continue health behaviors. This may be especially true for people with high...
time preference, that is, individuals who prioritize present utility over future utility. In this experiment, nonexperts supporting users every day increased the continuity effect. For those with high time preference rates, the daily support received from their companions may have been a reward and an incentive to continue their long-term health behaviors. It may be useful to consider effective interventions for people with high time preference rates who have difficulty sustaining healthy behaviors.

Finally, we also infer that each intervention has different effects on the BFP and BMI. The BMI is calculated based on the height and weight of individuals only, and it cannot distinguish between fat and muscle. Therefore, it is an indicator that quantifies the apparent body size. The height of an adult does not change immediately, but the weight fluctuates with the content and frequency of meals per day, which can result in an increase or decrease in the BMI. However, the BFP is a measure of body composition; it cannot be reduced immediately and requires continuous effort. This difference is evident from the fact that the correlation between BMI and BFP is not always strong [35]. The AI text messages had a significant and negative effect on the BMI but no statistically significant effect on the BFP. This suggests that text messages may have effectively promoted weight loss in the short term, but this may not hold true in the long term. On the contrary, personalized video messages did not affect the BMI and had a significantly negative effect on the BFP, which implies that the video messages were effective in promoting ongoing health behaviors.

Limitations

There are several limitations to the interpretation of our results. First, there exists a sampling bias. We recruited app users as participants and also asked them to choose the intervention group they wanted to belong to. These aspects may have affected our results. Second, participants may have been highly conscious about their health; hence, the results of our study may be valid only for those who are already health conscious. The effect on people with low health consciousness requires further study. Owing to limitations in the data we collected, we were not able to include in our estimates many confounding variables that could affect outcomes, and the effect size was also small. Approximately 100 users participated in our study, which is not a sufficient size; hence, it may be difficult to generalize the results obtained.

Second, since weight and BFP data were obtained voluntarily, only highly voluntary and health-conscious individuals may have recorded the data. On the last day of the experiment, 60 (58.8%) of the 102 participants continued recording their weights and 34 (33.3%) continued recording their BFP. However, dietary records continued at 82 (80.4%) of the 102 participants in the last month. Therefore, bias may have occurred due to voluntary collection of data. AI and human interventions involved a procedure in which participants were required to send a screenshot of a text message to the companion. The procedure was carried out because our experiment was conducted without changing the specifications of the app. This may have increased the spontaneity of the participants.

Finally, we also infer that each intervention has different effects on the BFP and BMI. The BMI is calculated based on the height and weight of individuals only, and it cannot distinguish between fat and muscle. Therefore, it is an indicator that quantifies the apparent body size. The height of an adult does not change immediately, but the weight fluctuates with the content and frequency of meals per day, which can result in an increase or decrease in the BMI. However, the BFP is a measure of body composition; it cannot be reduced immediately and requires continuous effort. This difference is evident from the fact that the correlation between BMI and BFP is not always strong [35]. The AI text messages had a significant and negative effect on the BMI but no statistically significant effect on the BFP. This suggests that text messages may have effectively promoted weight loss in the short term, but this may not hold true in the long term. On the contrary, personalized video messages did not affect the BMI and had a significantly negative effect on the BFP, which implies that the video messages were effective in promoting ongoing health behaviors.

Third, we should note the validity of the outcome. The app used in the experiment and the advice provided were designed to shape a balanced diet. Therefore, it is plausible to use an indicator that is related to diet quality. The app delivers the dietary evaluation scores calculated by the proprietary algorithm of asken Inc via text messages. However, we were unable to confirm the objective validity of this score. The results of our survey showed that the participants were interested in healthy living in a broader sense and not merely being on a balanced diet. Therefore, we used objective health indicators as outcomes. The collection of adequate objective data on dietary quality is a challenge for future research.

Finally, the analysis did not include the costs of human interventions. In our study, the combination of AI and human interventions had the highest effect. However, human intervention is costly. No matter how significant the effect is, the behavioral change may not necessarily sustain if users and companions pay high costs (eg, in terms of money, time, human resources, and efforts) to take advantage of it. Therefore, it is necessary to examine human intervention in conjunction with the costs.

Conclusion

This experiment shows that it is challenging to sustain participants' healthy behavior with AI intervention alone. The results also suggest that even if the health information conveyed is the same, the information conveyed by humans is more effective in improving health than the information sent by AI. The support received from the companion in the form of video messages may have promoted voluntary health behaviors. It is noteworthy that the companions were competent, even though they were nonexperts. This means that the process of person-to-person communication is crucial for health interventions. The results of this experiment show both short- and long-term effects, which may help us consider effective intervention strategies that respond to these differences with respect to time preference.
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Abstract

Background: eHealth interventions have become a topic of interest in the field of mental health owing to their increased coordination and integration of different elements of care, in treating and preventing mental ill health in patients with somatic illnesses. However, poor usability, learnability, and user engagement might affect the effectiveness of an eHealth intervention. Identifying different sociodemographic characteristics that might be associated with higher perceived usability can help improve the usability of eHealth interventions.

Objective: This study aimed to identify the sociodemographic characteristics that might be associated with the perceived usability of the NEVERMIND (Neurobehavioural Predictive and Personalised Modelling of Depressive Symptoms During Primary Somatic Diseases) eHealth system, comprising a mobile app and a sensorized shirt, in reducing comorbid depressive symptoms in patients with breast or prostate cancer.

Methods: The study included a total of 129 patients diagnosed with breast (n=80, 62%) or prostate (n=49, 38%) cancer, who received a fully automated mobile app and sensorized shirt (NEVERMIND system). Sociodemographic data on age, sex, marital status, education level, and employment status were collected at baseline. Usability outcomes included the System Usability Scale (SUS), a subjective measure that covers different aspects of system usability; the user version of the Mobile App Rating Scale (uMARS), a user experience questionnaire; and a usage index, an indicator calculated from the number of days patients used the NEVERMIND system during the study period.

Results: The analysis was based on 108 patients (n=68, 63%, patients with breast cancer and n=40, 37%, patients with prostate cancer) who used the NEVERMIND system for an average of 12 weeks and completed the study. The overall mean SUS score at 12 weeks was 73.4 (SD 12.5), which indicates that the NEVERMIND system has good usability, with no statistical differences among different sociodemographic characteristics. The global uMARS score was 3.8 (SD 0.3), and women rated the app higher than men (β=.16; P=.03, 95% CI 0.02-0.3), after adjusting for other covariates. No other sociodemographic characteristics were
associated with higher uMARS scores. There was a statistical difference in the use of the NEVERMIND system between women and men. Women had significantly lower use ($\beta=-0.13; P=0.04$, 95% CI $-0.25$ to $-0.01$), after adjusting for other covariates.

**Conclusions:** The findings suggest that the NEVERMIND system has good usability according to the SUS and uMARS scores. There was a higher favorability of mobile apps among women than among men. However, men had significantly higher use of the NEVERMIND system. Despite the small sample size and low variability, there is an indication that the NEVERMIND system does not suffer from the digital divide, where certain sociodemographic characteristics are more associated with higher usability.

**Trial Registration:** German Clinical Trials Register RKS00013391; https://www.drks.de/drks_web/navigate.do?navigationId=trial.HTML&TRIAL_ID=DRKS00013391

(JMIR Form Res 2022;6(6):e33734) doi:10.2196/33734
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**Introduction**

**Background**

Physical illnesses such as cancer take a toll on a patient’s physical well-being and mental health [1]. The 1-year prevalence of depression is approximately 3% in the general population and between 8% and 24% in patients diagnosed with cancer [2]. Mental ill health, especially depressive symptoms, can affect the quality of life and response to treatment and prognosis in patients diagnosed with breast or prostate cancer, subsequently affecting the prognosis of the cancer outcome [3,4]. Consequently, eHealth and information and communication technology–based self-management tools are of interest to the field of mental health because of their increased engagement with patients, faster response times, and increased coordination and integration of different elements of care [5-7]. These eHealth interventions are designed to curb mental ill health–related consequences at the individual, societal, and health care levels [8-10]. Understanding different aspects of the usability of eHealth interventions could provide substantial clinical benefits [11]. For example, if the technology has poor usability and learnability and low user engagement, the overall effectiveness on patient outcomes may be low, even if the clinical content of the intervention is otherwise effective [12]. Identifying barriers to and facilitators of the implementation process has the potential to streamline eHealth interventions to deliver the intended clinical content optimally. The International Organization for Standardization, an organization that measures and certifies the quality, safety, and efficiency of products, services, and systems, defines usability as “the extent to which a system, product or service can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use” [13]. To determine the usability of any new eHealth technology, rigorously developed and appropriate measures must be chosen [12]. One method of determining usability is to identify the different sociodemographic variables associated with better or higher use of the eHealth intervention, measured using appropriate questionnaires and use data. A recent literature review showed that older age, lower income, lower education, living alone, and living in rural areas were associated with lower eHealth intervention use in patients diagnosed with chronic disorders [14]. It is advantageous to investigate the different sociodemographic characteristics that can specifically influence the use of newly developed eHealth interventions.

**Objectives**

The objective of this study was to determine the different sociodemographic characteristics that are associated with the perceived usability of the NEVERMIND (Neurobehavioural Predictive and Personalised Modelling of Depressive Symptoms During Primary Somatic Diseases) system, a newly developed eHealth system for helping patients diagnosed with kidney failure, myocardial infarction, leg amputation, and breast and prostate cancer to self-manage their mental health symptoms, including depressive symptoms. As the NEVERMIND system is a newly developed system, the usability and effectiveness of the system need to be investigated. The aim of our study was to identify different sociodemographic variables that might be associated with the perceived usability of the NEVERMIND system in patients with breast or prostate cancer.

**Methods**

**Overview**

This study used data from the European Union–funded Horizon 2020 project, NEVERMIND. NEVERMIND uses information and communication technology–enabled self-management procedures. The NEVERMIND system comprises a sensorized shirt to collect biomedical data (electrocardiogram, respiration dynamics, and body movement), and a user interface in the form of a mobile app to collect data on mental health symptoms (depressive and anxiety-related symptoms, stress, and sleep problems) using mood-assessing psychometric questionnaires (Figure 1). Data from the questionnaires and biomedical data are used to predict patients’ depressive symptoms, to provide effective feedback and recommendations (Figure 2). This feedback includes personalized lifestyle behavioral feedback on physical activity, sleep hygiene, dietary habits, mindfulness practice, and cognitive behavior therapy training.

The effectiveness of the NEVERMIND system was evaluated in a randomized controlled trial of 425 patients aged ≥18 years. Patients diagnosed with breast cancer, prostate cancer, myocardial infarction, kidney failure, or leg amputation were
recruited from clinical centers in Turin and Pisa, Italy, and Lisbon, Portugal, from November 2017 to December 2019. The results of the randomized controlled trial showed that the NEVERMIND system was superior to standard care in reducing depressive symptoms in patients diagnosed with severe somatic illnesses [15]. In the randomized controlled trial, patients were allocated to either receive the NEVERMIND system in addition to standard care or receive standard care only. Patients in the NEVERMIND intervention received a mobile phone with the NEVERMIND app on it and the sensorized shirt at the recruitment center. The mobile phone that the patients received was configured to use only the app. Patients also completed baseline sociodemographic and usability questionnaires. The usability, acceptability, and satisfaction questionnaires were administered at 2 time points in the study to evaluate specific aspects and assess the subjective quality of the NEVERMIND system. Patients in the NEVERMIND intervention group used the NEVERMIND system for 12 weeks; usability questionnaires were administered at 4 weeks and at the end of 12 weeks.

**Figure 1.** Welcome page of the NEVERMIND (Neurobehavioural Predictive and Personalised Modelling of Depressive Symptoms During Primary Somatic Diseases) mobile app.
Figure 2. An example of questions administered on the NEVERMIND (Neurobehavioural Predictive and Personalised Modelling of Depressive Symptoms During Primary Somatic Diseases) mobile app.

Recruitment

The inclusion and exclusion criteria for the NEVERMIND trial are included in the published protocol [10]. The following inclusion and exclusion criteria refer to the selection of patients for this study. In this study, patients with breast or prostate cancer were recruited from the Piedmont Oncological Network at San Luigi Gonzaga University Hospital, Turin, Italy, and the Breast Unit-Oncology Department and Urology Department at Città della Salute e della Scienza University Hospital, Turin, Italy.

Inclusion Criteria

Patients who were allocated to the NEVERMIND intervention group, had a diagnosis of either breast or prostate cancer, and completed the trial were included in the study.

Exclusion Criteria

Patients were excluded if they were allocated to the control group in the NEVERMIND study or if they were in the NEVERMIND intervention group but were diagnosed with other severe somatic conditions, such as kidney failure, leg amputation, and myocardial infarction, as the scope of the study was limited to patients diagnosed with cancer. Patients who belonged to the NEVERMIND intervention group but dropped out of the study before receiving the NEVERMIND system were also excluded.

Data Collection

Exposure Variables

Sociodemographic information, including age, sex, marital status, education level, employment status, and living arrangements, was recorded at baseline.

Outcome Overview

Three usability metrics were used as the outcome measures to evaluate the usability of the NEVERMIND system:

1. System Usability Scale (SUS): patients completed the SUS at 4 weeks (interim) and 12 weeks (final) after using the NEVERMIND system. The SUS is one of the most frequently used usability measurements that covers the attributes learnability and satisfaction of the usability dimensions [12,16,17]. The scale is a 10-item subjective measure that can quantify how well users have interacted with and used the product, covering the ease of use of different functionalities, and assessing any technical issues during use, the user’s impression and benefits of using the system. Each item’s score ranges from 0 to 4, and the sum of the items is multiplied by 2.5 to give a transformed composite scale that ranges from 0 to 100; a score of 68 is considered above average [17]. The scale has an interitem correlation of 0.34 to 0.69 and high reliability (Cronbach α= 0.91) [12]. The SUS is used to assess the usability of eHealth tools in different fields [18,19].
2. The user version of the Mobile App Rating Scale (uMARS): patients completed uMARS at 12 weeks after using the NEVERMIND system. uMARS is the adapted end-user version of the Mobile App Rating Scale, a scale for digital health experts that measures how good a mobile health app is in different dimensions. uMARS measures the app quality by measuring engagement, functionality, aesthetics, and information, to design and develop high-quality mobile apps [20]. The uMARS global score, as well as the 4 objective quality scales, ranges from 0 to 5, with 5 indicating the app to be of very high quality [20]. The uMARS has also been shown to have high internal consistency (Cronbach $\alpha=0.90$) and a good interrater reliability correlation coefficient (0.66-0.70) [20].

3. Use of the NEVERMIND system: the NEVERMIND system uses biomedical data and mental health symptoms gathered from the sensorized shirt and mobile app, respectively, to deliver personalized and timely lifestyle and behavioral feedback as well as mindfulness and cognitive behavioral therapy training in the form of different modules within the mobile app.

The 4 modules are described in the following sections.

Physical Activity
The physical activity module was designed to reinforce motivation and help the patient achieve goals established at enrollment, based on the patient’s physical functionality and capacity as evaluated by a clinician. Patients had access to a list of suggested exercises in a video format, a list of previously performed exercises, and tips and recommendations guiding them on how to perform the suggested exercises (Figure 3).

Figure 3. Physical exercise module of the NEVERMIND (Neurobehavioural Predictive and Personalised Modelling of Depressive Symptoms During Primary Somatic Diseases) mobile app.

**Dietary Recommendations**
Similar to the physical activity module, the dietary module was designed to reinforce motivation and help patients achieve incremental goals. A clinician set these goals by considering the type of diet the patient was following, as well as the dietary preferences of the patient. Patients were recommended types of breakfast they should have and how much protein, carbohydrate, and fat they should consume, among other things. These dietary recommendations were presented in recipe videos and educational reading content.

**Sleep Hygiene Practice**
Patients were instructed to use a sleep agenda and report on parameters related to sleep quality. Upon opening the sleep module, patients were asked about their sleep quality during the previous night (eg, hours in bed and time to fall asleep). Patients were then directed to 4 options: going to bed, daily recommendations on sleep practice, results, and tips. Sleep practice was delivered in video or audio format. Patients were also prompted to wear the sensorized shirt while performing the sleep practice.
Mindfulness Practice
The mindfulness module included different types of mindfulness practice of different lengths. The practices offered to patients were personalized according to their disease, preferences set during their enrollment, and mental health symptoms reported in their daily questionnaires. The module also had the option of wearing the sensorized shirt during any of the mindfulness practice sessions. When the user was wearing the shirt, the app received biofeedback consisting of the user’s respiratory and heart rates. This information was then displayed on the screen when the user performed the exercise. The daily recommended practice showed users one practice a day that they should try to complete.

Overall, all the modules were designed to reinforce motivation, help achieve the intended goal and in turn, improve the patient’s mental health, including depressive symptoms. Each module had use data recorded by distinct days of use (the number of days a patient has used the specific module), log data (when a patient opens the app but does not necessarily use the app or the modules or sends any data to the server), and the number of completed practices (the number of completed practices within each module). A remote server also collected data from the sensorized shirt, where use data were expressed in terms of distinct days of use and log data.

Our usage index was computed by adding the number of days patients used only the app or only the shirt and days that patients used both the app and the shirt. However, as patients had different study periods, we divided the index by the number of days patients were included in the study.

Statistical Analysis
The sample size was based on the number of patients with breast or prostate cancer in the NEVERMIND study who received the NEVERMIND system. All outcomes were measured on a continuous scale, and sociodemographic characteristics were dichotomized. The variable, living arrangement, was categorized as either living alone or being a cohabitant (living with a partner, other family members, or with other people), whereas education was dichotomized as low (no education and primary or secondary school) and high (college level and above). Marital status was also dichotomized as single (unattached, divorced, separated, and widowed) and living with someone (marriage or domestic partnership), whereas employment status was categorized as either unemployed (retired, unemployed, or not working owing to other reasons, including ill health) or employed. The normality of the outcomes was checked using the Skewness and Kurtosis tests. The association between sociodemographic characteristics and SUS, uMARS, and usage index was measured using multivariate regression. All analyses were performed using STATA/MP (version 15.1; StataCorp LLC).

Ethics Approval
Ethical approval for the NEVERMIND study was submitted and approved by each of the local research ethics committees in the centers where the intervention was implemented (Pisa Comitato Etico di Area Vasta Nord Ovest (Comitato Etico Sperimentazione Farmaco; 912/2015); Ethical Committee of Città della Salute e della Scienza di Torino University Hospital and Ethical Committee of San Luigi Gonzaga University Hospital, Orbassano (185/2015); Ethics Committee of the Medical Academic Centre of the University of Lisbon (223/16). Additional ethical approval for the analysis of the pseudoanonymized data was obtained by the Swedish Ethics Review Authority (Etikprövningsmyndigheten; Dnr 2020-04175).

Results
Overview
A total of 129 patients diagnosed with either breast or prostate cancer were included in the intervention group. Of the 129 patients, 108 (83.7%) completed the study and 21 (16.3%) dropped out after the baseline assessment. Of these 21 patients, 11 (52%) dropped out before receiving the NEVERMIND system because of nickel allergy (1/21, 5%), pacemaker (1/21, 5%), emergency surgery (2/21, 10%) and not coming back to get the system (7/21, 33%). Of the remaining 21 patients, 9 (43%) received the system but did not open the mobile app or use the shirt and 1 (1/21, 5%) completed the intervention without outcome data. There were no statistically significant baseline differences between patients who completed the study and those who dropped out. Of the 108 patients who completed the study, 40 (37%) patients were men, and 68 (63%) patients were women, with a mean age of 58.6 (SD 9.3; range 34-74) years (Table 1). Most patients lived with someone (93/108, 86.1%), were highly educated (87/108, 80.6%), and were in a partnership (78/108, 72.2%). Patients were instructed to use the NEVERMIND system for a total of 12 weeks. However, the average number of days of use in the NEVERMIND study was 44.9 days, which is approximately 6 weeks, and only 12 patients had used the NEVERMIND system for the recommended period of ≥12 weeks (data not shown).
Table 1. Multivariate regression of sociodemographic characteristics and the System Usability Scale (SUS) score at 4 weeks (interim) and 12 weeks (final).

<table>
<thead>
<tr>
<th>Participants, n (%)</th>
<th>SUS (interim)</th>
<th>SUS (final)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value, mean (SD)</td>
<td>β coefficient (95% CI)</td>
</tr>
<tr>
<td>Total</td>
<td>108 (100)</td>
<td>70.9 (12.3)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men (reference)</td>
<td>40 (37)</td>
<td>72.01 (11)</td>
</tr>
<tr>
<td>Women</td>
<td>68 (63)</td>
<td>70.4 (13)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>58.6 (9.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Living arrangement</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living alone (reference)</td>
<td>15 (13.8)</td>
<td>71.1 (14.2)</td>
</tr>
<tr>
<td>Cohabitant</td>
<td>93 (86.1)</td>
<td>70.9 (12.1)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low (reference)</td>
<td>21 (19.4)</td>
<td>67.8 (11.8)</td>
</tr>
<tr>
<td>High</td>
<td>87 (80.5)</td>
<td>71.7 (12.4)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single (reference)</td>
<td>30 (25.9)</td>
<td>72.1 (11.8)</td>
</tr>
<tr>
<td>Married</td>
<td>78 (72.2)</td>
<td>70.5 (12.5)</td>
</tr>
<tr>
<td>Employment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed (reference)</td>
<td>56 (51.9)</td>
<td>70.2 (11.9)</td>
</tr>
<tr>
<td>Employed</td>
<td>52 (44.4)</td>
<td>71.7 (12.7)</td>
</tr>
</tbody>
</table>

*a*n=104.  
**b**n=107.  
*c*N/A: not applicable.

**SUS Score**  
Table 1 shows how different sociodemographic characteristics are related to the SUS score described in a multivariate regression model using the coefficient and 95% CI. All patients except one (107/108, 99.1%) had data for the SUS at the final follow-up, and 3.7% (4/108) of the patients had missing SUS scores at the interim time point. The mean SUS score at the final time point (mean 73.4, SD 12.5) was higher than the mean SUS score at the interim time point (mean 70.9, SD 12.3; Table 1). However, there were 3 more patients when computing the SUS at the final time point than at the interim time point; the mean SUS score at the final time point, excluding the scores of the patients those who had missing SUS scores at the interim time point, was 73.3 (data not shown).

The mean SUS score at the final time point was normally distributed based on the Skewness and Kurtosis tests (P=.05), whereas the mean SUS score at the interim time point was not normally distributed (P=.001); thus, a nonparametric regression was appropriate. However, both parametric and nonparametric regressions yielded similar estimates, with slightly different CIs. Age was significantly associated with SUS score at the final time point in a univariate model (P=.04, data not shown), but it became insignificant in a multivariate model after adjusting for other covariates (P=.15, data not shown). No other sociodemographic characteristics were associated with a higher SUS score at either the interim or final time points.

**uMARS Score**  
At 12 weeks, 107 patients completed the uMARS. The global uMARS score was 3.8 (Table 2), which is above the average (3.0) for this scale. Each subscale scored above average, with engagement, functionality, aesthetics, and information scoring at 3.5, 3.9, 3.6, and 4.2, respectively (data not shown). Table 2 shows how different sociodemographic characteristics were related to uMARS scores. A Skewness and Kurtosis test showed that the uMARS was normally distributed (P=.54, data not shown).

The mean uMARS score was significantly higher for women (mean 3.9, SD 0.3) than that for men (mean 3.7, SD 0.3). No sociodemographic characteristics were associated, either in the univariate analyses or in the multivariate model, with different uMARS scales, except for women rating the app higher than men (P=.03; Table 2). A further investigation into the uMARS showed that the subscale engagement showed significant differences between women and men (β=0.26; P=.02, 95% CI 0.04-0.48). Women had a mean engagement score of 3.64 (SD 0.52; range 2.4-5), whereas men had a mean engagement score of 3.36 (SD 9.51; range 2.2-4.4; data not shown). There were no significant differences in the other subscales.
Table 2. Multivariate regression of sociodemographic characteristics and the user version of the Mobile App Rating Scale score at 12 weeks (final).

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>$\beta$ coefficient (SE; 95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>0.16 (0.07; 0.02 to 0.30)</td>
<td>.03$^a$</td>
</tr>
<tr>
<td>Age (years)</td>
<td>$-0.003$ (0.004; $-0.01$ to 0.005)</td>
<td>.43</td>
</tr>
<tr>
<td>Marital status</td>
<td>$-0.02$ (0.09; $-0.02$ to 0.17)</td>
<td>.83</td>
</tr>
<tr>
<td>Living arrangement</td>
<td>0.02 (0.13; $-0.23$ to 0.27)</td>
<td>.86</td>
</tr>
<tr>
<td>Education level</td>
<td>0.02 (0.08; $-0.14$ to 0.17)</td>
<td>.82</td>
</tr>
<tr>
<td>Employment status</td>
<td>$-0.07$ (0.07; $-0.21$ to 0.07)</td>
<td>.30</td>
</tr>
</tbody>
</table>

$^a$Statistically significant at $P<.05$.

Use of the NEVERMIND System

A total of 99.1% (107/108) of patients had log data for computing the usage index of the NEVERMIND system. The mean usage index was 0.48. The usage index was not normally distributed according to the Skewness and Kurtosis tests ($P<.001$); however, most patients (73/107, 68.2%) had a usage index higher than the mean. However, the distribution was because of a few outliers, and both parametric and non-parametric regressions yielded similar effect estimates. Table 3 shows the results of parametric regression.

No sociodemographic characteristics had statistically significant associations with higher or lower use of the system, except for women, showing a lower usage index than men. The mean usage index for women was 0.43 (SD 0.28; range 0.02-0.99), whereas that for men was 0.56 (SD 0.24; range 0.04-0.97; data not shown). Women had significantly lower use of the NEVERMIND system during the study period.

Table 3. Multivariate regression of sociodemographic characteristics and use of the NEVERMIND (Neurobehavioural Predictive and Personalised Modelling of Depressive Symptoms During Primary Somatic Diseases) system at 12 weeks (final).

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>$\beta$ coefficient (SE; 95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>$-0.13$ (0.06; $-0.25$ to $-0.01$)</td>
<td>.04$^a$</td>
</tr>
<tr>
<td>Age (years)</td>
<td>$-0.001$ (0.003; $-0.01$ to 0.01)</td>
<td>.82</td>
</tr>
<tr>
<td>Marital status</td>
<td>0.14 (0.08; $-0.02$ to 0.30)</td>
<td>.09</td>
</tr>
<tr>
<td>Living arrangement</td>
<td>$-0.11$ (0.10; $-0.32$ to 0.09)</td>
<td>.28</td>
</tr>
<tr>
<td>Education level</td>
<td>0.05 (0.07; $-0.09$ to 0.20)</td>
<td>.49</td>
</tr>
<tr>
<td>Employment status</td>
<td>$-0.05$ (0.06; $-0.17$ to 0.07)</td>
<td>.42</td>
</tr>
</tbody>
</table>

$^a$Statistically significant at $P<.05$.

Discussion

Principal Findings

This study aimed to investigate the different sociodemographic characteristics that can determine higher usability, as measured by 3 usability outcomes. We found that none of the sociodemographic characteristics investigated were associated with different types of usability outcomes except for women rating the mobile app higher on the uMARS and that men having used the system more than women. Several methods exist to measure the usability of systems [12,21]. In our study, we used subjective measurements in tandem with use metrics; this is considered to be a more reliable predictor of use frequency than using subjective scales or logging tasks alone [21].

The patients had a higher SUS score at the final than at the interim time point. The higher SUS score at the final time point could be an experience effect, that is, with more time and opportunity to navigate through the app, patients could have gained app-relevant experience and skills, thereby increasing the app usability. This especially aligns with the SUS, as it comprised 10 statements covering the need for support and training, and complexity of the system—aspects that improve over time.

The SUS enables us to compare our system with other comparable and highly thought of products that serve similar purposes and possibly cater to the same group of users, such as patients affected by other somatic illnesses. For example, Grossert et al [22] reported the usability of a web-based Stress Management Intervention (STREAM) in 11 patients diagnosed with cancer, of whom 4 (36%) were diagnosed with breast cancer and 1 (9%) with prostate cancer. They found the overall SUS score of STREAM to be 83.6, which was higher than the predefined cutoff for good usability and the NEVERMIND system. However, the NEVERMIND system was tested with more patients and was geared mainly toward reducing depressive symptoms. There is a paucity of research on the evaluation of eHealth systems using SUS in patients with cancer in the field of mental health.

uMARS was only administered at the final evaluation, and the global score was recorded as 3.8, with the subscale information scoring very high at 4.2. Being a woman was the only sociodemographic characteristic associated with a higher
uMARS score. Research shows that women have higher health care–seeking behavior, especially when it comes to mental health care [23], which can lead to higher engagement with the mobile app. The uMARS is also widely used to evaluate different mobile apps geared toward patients diagnosed with cancer. A recent systematic descriptive search conducted by Amor-García et al. [24] analyzed 46 apps available for patients diagnosed with different types of cancer, including prostate cancer. They found that the mean Mobile Appl Rating Scale score of these 46 apps was 2.98, with 13 apps scoring ≥3.5. In another evaluation of mobile apps designed for patients diagnosed with cancer, including patients with breast or prostate cancer, Böhme et al. [25] reported a significantly lower score (1.96). Interestingly, these previous studies also noted the engagement of patients to be the lowest scored subscale, similar to what we observed in our sample group. As one of the goals of self-management eHealth tools is to increase the engagement of patients in managing their health, more work is needed in this area.

The usage index metric was used as a quantitative usability measure by looking at how many patients used the sensorized shirt and mobile app until the end of the study. A usage index of 1 indicates that the patient has used either the mobile app or the sensorized shirt or both at least once a day for the duration of the study. Similar to the uMARS scale, this study showed that there was a difference of usage between women and men. Our results showed that women used the system less frequently during the study period. Although the system comprised a sensorized shirt and mobile app, patients were instructed to use the shirt twice a week, with the mobile app being intended for everyday use. Research has indicated that women interact with and use specific types of mobile health apps that are geared toward nutrition and self-care, whereas men interact more with physical activity–related mobile health apps [26]. Therefore, the higher use among men might be related to the contents of the NEVERMIND system, which might have a more engaging physical activity module than the dietary recommendation and mindfulness modules.

Limitations

This study had some limitations. First, the sample size used for the study was based on the initial sample size calculated to test the clinical effectiveness of the NEVERMIND system, which made it impossible to include more patients. Consequently, the generalizability of the results of this study is limited with respect to giving a definitive conclusion regarding the association between sociodemographic characteristics and usability. However, our results can provide an indication of how sociodemographic characteristics might be associated with usability, which has been documented in previous research. Furthermore, other variables, such as digital literacy and the ability to use these types of technologies, were not included, which can also influence the generalizability of the results to other populations who might have different starting digital literacy despite having similar sociodemographic characteristics. Our study found that sex was associated with differential uMARS scores and use of the system, which inadvertently fully aligns with the cancer diagnosis; that is, all patients diagnosed with breast cancer were women and all patients diagnosed with prostate cancer were men. However, there was no other information available to differentiate sex from cancer diagnosis. The length of use of the NEVERMIND system is another limitation. Ideally, all patients should have used the system for 12 weeks, which was the recommended time in the NEVERMIND study and might have influenced how patients rated the system. Owing to the small sample size, it was not possible to analyze only those who used the system for 12 weeks or more. Another limitation is the choice of outcome measures. For example, the usage index metric does not provide information about the number of tasks completed, time on a task, or error on a task, all of which are important predictors for usability evaluation in eHealth [27]. Thus, the use metric is only a partial indicator of usability. However, using subjective usability measures, such as the SUS and uMARS, coupled with use metrics, contributes to a better benchmark for usability evaluation.

Conclusions

Research demonstrates that different sociodemographic characteristics are associated with higher use and efficacy of eHealth interventions. Despite the limitations of the study, our initial findings suggest that the usability of the NEVERMIND system does not suffer from a large digital divide where certain sociodemographic characteristics are more associated with higher usability. There seems to be an indication that there is higher favorability of the mobile app among women but that men use the NEVERMIND system more. Future research will focus on examining specific modules separately in the NEVERMIND system to understand content-related differences in usability.
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Abstract

Background: Firefighters are often exposed to occupational stressors that can result in psychological distress (ie, anxiety and depression) and burnout. These occupational stressors have only intensified with the onset of the COVID-19 pandemic and will likely persist in the postpandemic world.

Objective: To address occupational stressors confronting firefighters, we pilot tested a novel, cost-effective, smartphone app–based meditation intervention created by Healthy Minds Innovations that focused on mindfulness (awareness) training along with practices designed to cultivate positive relationships (connection), insight into the nature of the self (insight), and a sense of purpose in the context of challenge (purpose) with a sample of professional firefighters from a large metropolitan area in southwestern United States.

Methods: A total of 35 participants were recruited from a closed online group listserv and completed the self-guided 10-unit meditation app over the course of 10 days, at 1 unit per day. We assessed anxiety symptoms, depression symptoms, burnout, and negative affect as well as saliva diurnal cortisol rhythm, an objective indicator of stress-related biology, before and after use of the meditation app.

Results: This study demonstrated the meditation app was both feasible and acceptable for use by the majority of firefighters. We also found significant reductions in firefighters’ anxiety ($P=.01$), burnout ($P=.05$), and negative affect ($P=.04$), as well as changes in cortisol diurnal rhythm, such as waking cortisol ($P=.02$), from before to after use of the meditation app.

Conclusions: Our study findings call for future research to demonstrate the efficacy of this meditation app to reduce psychological distress and burnout in firefighters.

(JMIR Form Res 2022;6(6):e34951) doi:10.2196/34951
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Introduction

Along with other first responders, firefighters are often exposed to occupational stressors such as interpersonal conflict and workplace fairness issues [1], as well as resuscitations and other clinical emergencies that can be psychologically traumatic. Exposure to these occupational stressors increases the risk that firefighters will develop stress-related chronic illnesses, such as anxiety and depression, posttraumatic stress disorder (PTSD), and chronic pain [2]. Throughout the COVID-19 pandemic, occupational stressors that drive the risk for stress-related illnesses in firefighters have only intensified [3,4] and will likely continue in the postpandemic world. To address psychological distress (ie, anxiety and depression) resulting from exposure to occupational stressors confronting firefighters, we pilot tested a novel, cost-effective, smartphone app–based meditation intervention that focused on mindfulness, connection with others, and compassion for the self and others.

The term “meditation” refers to contemplative practices that bring mental capacities and processes under greater voluntary control not just during but also between practice sessions [5,6]. Mindfulness is a popular style of meditation that is designed to cultivate the quality of nonjudgmental awareness in the present moment [6,7]. The benefits of structured mindfulness meditation interventions to reduce anxiety and depression, as well as to improve various stress-related biomarkers, have been demonstrated in several different populations, ranging from adolescents to cancer survivors to police officers [8-10]. A few published studies suggest that mindfulness meditation may also improve various aspects of health for firefighters [11-14], and 2 studies, both with the same intervention, tested an intervention delivered to firefighters virtually (ie, not in person) [13,15]. There has also been descriptive research on dispositional mindfulness in firefighters that supports the use of mindfulness meditation in this group. Specifically, dispositional mindfulness (or awareness) has been inversely associated with firefighters’ PTSD symptoms, features of anxiety and depression, perceived stress, and suicide risk [7,14,16,17]. Together, these findings suggest that interventions intended to cultivate mindfulness and awareness in firefighters, including by way of meditation, may be effective to reduce their anxiety and depression.

Besides mindfulness, available evidence suggests that other styles of meditation may be worthwhile for firefighters. One group of structured meditation interventions collectively called “compassion meditation” (eg, Cognitively-Based Compassion Training) are designed to promote compassion for the self and others. Previous research has demonstrated that compassion meditation interventions improve anxiety, depression, and perceived stress in different populations [18-20]. Although we are not aware of any studies to date that have explored the benefits of compassion meditation for firefighters, perceived social connection (ie, social support) has been found to buffer against the effects of trauma exposure and PTSD symptoms in firefighters [21]. This suggests that firefighters may benefit from a meditation intervention that actively cultivates the perception of the importance of connection to others in addition to nonjudgmental awareness in the present moment (ie, mindfulness). We therefore tested a meditation app intervention that included both mindfulness and compassion. Our selection of content for the app was guided by Lazarus and Folkman’s theory of stress and coping [22], which has been used previously to study health in firefighters [23], as well as research indicating the importance of mindfulness and perceived social connection for firefighter health [7,14,16,17,21].

We decided to study an asynchronous app-based approach instead of an in-person meditation intervention because conditions during the COVID-19 pandemic (when the study was conducted) prevented large gatherings of people. We also selected an app-based approach to reduce intervention costs. While in-person meditation interventions with trained interventionists can be relatively costly (ie, approximately US $60 per person per group session), asynchronous app-based interventions have fixed development costs that can be recouped over time.

Guided by the stress and coping theory as well as prior research on how stress affects the health of firefighters [1,7,14,16,17], we assessed self-reported anxiety symptoms, depression symptoms, burnout, and negative affect before and after the 10-day meditation intervention. We also included an objective biological outcome of stress, diurnal cortisol rhythm, which is the profile of the cortisol concentration in saliva over the course of the day that is normally high in the morning, peaks 30-60 minutes after waking (cortisol awakening response [CAR]), and is low at night, indicating healthy hypothalamic-pituitary adrenal (HPA) axis function [24]. Relative disruptions in diurnal cortisol rhythm (eg, high bedtime levels, a flatter diurnal slope from waking to bedtime, high overall concentration across the day) have been associated with self-reported stress and other negative psychological health outcomes (eg, depression) [24,25]. Meditation interventions have been found in prior research to improve or stabilize diurnal cortisol rhythm [26,27], especially in those at risk after exposure to stress [28]. Besides predicting that the meditation app would be feasible to implement with firefighters, we hypothesized that symptoms of anxiety, depression, burnout, and negative affect would decline from before to after use of the meditation app. We also hypothesized that changes in diurnal cortisol rhythm, suggestive of improved HPA axis function, would be evident after use of the meditation app.

Methods

Participants

Participants were career firefighters from a large metropolitan city in southwestern United States (N=35) who were recruited via flyers emailed to a firefighters’ union closed listserv. To be eligible for the study, participants had to (1) be actively working as a firefighter in the geographic region of interest; (2) work a...
typical 24 hours on/48 hours off schedule; (3) have a smartphone
with requisite knowledge to operate their device, including for
internet access; (4) have no vacation time scheduled for the
duration of the study; (5) report no current symptoms of
COVID-19; and (6) not be taking any corticosteroid medication
during the study period. Interested firefighters completed an
online survey to verify their eligibility and provided informed
consent before enrollment and after being informed about the
length and purpose of the study in real time by the study staff.

Ethics Approval
All procedures for this research were approved by the University
of Arizona Human Subjects Protection Program (Project
#2005659631).

Design and Procedures
This study used a 1-group pretest-posttest design. After giving
consent online, participants were contacted by study personnel
via telephone to discuss the study protocol and the study start
date. Participants were then sent a study packet via mail that
included an information sheet describing the daily activities,
saliva sampling protocol, instructions on downloading the
meditation app, and a “spit kit” to collect saliva samples, which
included 6 vials (with labels to record sample collection time),
straws, and prepaid postage to send samples back to the
laboratory.

The study protocol was conducted over the course of 16 days,
including preassessments, intervention, and postassessments.
To aid with compliance to the study protocol, study personnel
texted or called participants each day of the study to remind
them of the daily tasks and answer any concerns or questions.
Participants completed aspects of the study, including data
collection, from their workplace or at home from on
smartphones. On day 1, participants completed a closed online
baseline survey via Qualtrics software that assessed demographic
characteristics and psychosocial and behavioral constructs. On
days 2 and 3, participants completed a brief daily online survey
in the mornings that included self-report assessments (eg,
anxiety and depression), COVID-19-related stress, and sleep
quality (findings regarding the latter two are reported elsewhere).
They also provided saliva samples upon waking, 30 minutes
after waking, and at bedtime, with a total of 6 samples). On day 16, participants completed a final online
survey. Around this time, participants were also contacted by
study staff to gather comments about the meditation app and
the study procedures. Participants were then instructed to ship
their samples to the research team using the overnight return envelopes provided by the study team. Participants were
compensated US $200 if they completed over 60% of the daily
online surveys and US $160 if they completed less than 60%. Study information was stored on password-protected servers
that were only accessible by the research team.

Intervention
The smartphone app–based meditation intervention we tested
was created by Healthy Minds Innovations (HMI) [29]. The
app consists of 10 individual 10-minutes sessions, with 1 session
per day conducted over 10 consecutive days. Our selection of
content in the version of the app for this study with firefighters
was guided by Lazarus and Folkman’s theory of stress and
coping [22], which has been used previously to guide a
firefighter study [23], as well as research indicating the
importance of mindfulness and perceived social connection for
firefighter health [7,14,16,17,21]. Accordingly, the app provided
audio recordings on the constructs of awareness (or mindfulness)
and connection (with others/compassion). The app also included
sessions on insight (including compassion for the self and others)
and purpose (eg, finding meaning in challenges experienced by
the self and others), which collectively promoted lessons of
connection. The app remained frozen and unchanged during the
study period. Screenshots of the app homes screen and an app
session are shown in Figure 1.

After enrolling and completing the initial assessment, study
staff provided a link and unique access code to each participant
to download the meditation app created by HMI to their phone
(either iPhone or Android). After accessing the meditation app,
participants were presented with a welcome screen, followed
by a screen that presented them with the option to turn on a
notification allowing the app to remind them to practice at a
particular time of day, if desired. Participants then landed on a
“meditations” page, from which they were able to select the day
1 module. Including the first day, the app contained 10
individual modules that covered the overarching constructs of
awareness, connection, insight, and purpose. A description of
each module by day is presented in Table 1. Participants were
able to select a module only after they completed the prior
module. Participants were instructed to complete 1 module per
day over the course of the 10-day intervention period but were
allowed to catch up on units if they missed a day.
Figure 1. The Healthy Minds Innovations app home screen (A) and a session screen (B).
Table 1. The Healthy Minds Innovation app with construct focus and description by day.

<table>
<thead>
<tr>
<th>Day</th>
<th>Topic title</th>
<th>Construct focus</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Relaxing with the breath</td>
<td>Awareness</td>
<td>Attending to the breath while staying in the present moment with the body</td>
</tr>
<tr>
<td>2</td>
<td>Mindfulness of sensations</td>
<td>Awareness</td>
<td>Attending to sensations while in the present moment with the body</td>
</tr>
<tr>
<td>3</td>
<td>Mindfulness of sound</td>
<td>Awareness</td>
<td>Attending to sounds while staying in the present moment</td>
</tr>
<tr>
<td>4</td>
<td>Thoughts, emotions, and the breath</td>
<td>Awareness</td>
<td>Attending to thoughts, emotions, and breath while staying in the present moment with the body</td>
</tr>
<tr>
<td>5</td>
<td>Seeing the good in ourselves</td>
<td>Connection</td>
<td>Shifting awareness of the body to our natural talents and strengths</td>
</tr>
<tr>
<td>6</td>
<td>Gratitude</td>
<td>Connection</td>
<td>Realizing and giving thanks for our connections to others</td>
</tr>
<tr>
<td>7</td>
<td>Compassion in difficult situations</td>
<td>Connection</td>
<td>Realizing our innate wish to be happy and free from suffering and extending that wish to others</td>
</tr>
<tr>
<td>8</td>
<td>Question your assumptions</td>
<td>Insight</td>
<td>Examining our unconscious beliefs that influence how we see ourselves and how we view other people and situations around us</td>
</tr>
<tr>
<td>9</td>
<td>Values in difficult times</td>
<td>Purpose</td>
<td>Applying our values in the moment to help us stay grounded and resilient</td>
</tr>
<tr>
<td>10</td>
<td>The meaning of adversity</td>
<td>Purpose</td>
<td>Finding meaning in challenges experienced by us and others</td>
</tr>
</tbody>
</table>

Quantitative Outcomes

Self-report instruments containing 46 individual items were tested extensively by 2 members of the research team (authors NLM and EPW) for usability and technical functionality in Qualtrics before being administered to the participants. Qualtrics evaluated the responses to all items for completeness before participants were able to select the “finished” button at the bottom of the questionnaires screen. Participants were also able to review their responses before clicking “finished.” Each enrolled participant was allowed to respond to the set of items only once at each assessment time point, which was managed by Qualtrics using cookies. The university logo was displayed at the top of the Qualtrics screen.

Anxiety Symptoms

The Patient Reported Outcomes Measurement Information System (PROMIS) Short Form v1.0–Emotional Distress–Anxiety 8a was used at baseline and at the end of the intervention to assess firefighters’ experiences of emotions such as fear, stress, and anxiety within the past 7 days. This scale was developed with the Item Response Theory [30], and responses were rated on a 5-point Likert scale ranging from 1 (never) to 5 (always). The total raw score is obtained by summing the scores of all items ranging from 8 to 40 and converting them to t scores to compare to population norms, with higher scores indicating greater depressive symptoms. This scale demonstrated adequate reliability at the baseline (α=.91) and end (α=.88) assessments.

Depressive Symptoms

PROMIS Short Form v1.0–Emotional Distress–Depression–Short Form 8a was used at baseline and at the end of the intervention to assess the frequency of firefighters’ experiences of emotions such as worthlessness, hopelessness, and sadness. This scale was also developed with the Item Response Theory [30], and responses were rated on a 5-point Likert scale ranging from 1 (never) to 5 (always). The total raw score is obtained by summing the scores of all items ranging from 8 to 40 and converting them to t scores to compare to population norms, with higher scores indicating greater depressive symptoms. This scale demonstrated adequate reliability at the baseline (α=.91) and end (α=.88) assessments.

Burnout

The short version of the 10-item Burnout Measure was used to assess firefighters’ symptoms of burnout at baseline and at the end of the intervention [31]. The scale asks participants to rate their feelings about their work (eg, tired, disappointed with people, hopeless), and responses are rated on a 7-point Likert scale ranging from 1 (never) to 7 (always). A score of 0 to 2.4 indicates a very low level of burnout, a score between 2.5 and 3.4 indicates danger signs of burnout, and a score between 3.5 and 4.4 indicates burnout. The scale has been used with firefighters in prior work [32], and in this study, demonstrated adequate reliability at the baseline (α=.86) and end (α=.84) assessments.

Negative Affect

The Positive and Negative Affect Schedule (PANAS-SF) [33] was used assess firefighters’ negative affect on at baseline and at the end of the intervention. Participants were asked to respond to 10 items (eg, distressed, upset) using a 5-point Likert scale ranging from 1 (very slightly or not at all) to 5 (extremely). Scores range from 10 to 50, with higher scores reflecting higher levels of affect in either domain. For negative affect, the internal
consistency was shown to be adequately reliable for day 2 ($\alpha=.84$) and day 14 ($\alpha=.82$).

**Salivary Cortisol**

Saliva was gathered for 2 consecutive days before the intervention (days 2 and 3) and after the intervention (days 14 and 15); on each sampling day, participants provided samples upon waking, 30 minutes after waking, and at bedtime. Participants passively drooled through a straw into a 2 mL polypropylene tube and labeled each tube with the time and date. Participants were instructed not to eat, drink, or brush their teeth 30 minutes before each sample and to keep completed samples in the refrigerator throughout the study period. Participants shipped the saliva samples to the lab, which were then stored at $-20^\circ$C. Saliva samples were batch assayed in duplicate according to manufacturer instructions for cortisol concentrations using an enzyme immunoassay kit (Salimetrics). Inter- and intra-assay coefficients of variability were 8.16% and 7.74%, respectively. In line with prior work [34], the following cortisol parameters were assessed: waking level (sample 1), bedtime level (sample 3), CAR (the difference between sample 2 and sample 1), diurnal slope (the difference between sample 3 and sample 1), and area under the curve (AUC) to assess total cortisol output across the day. AUC was calculated using the trapezoidal method.

Given that diurnal cortisol patterns are impacted by sleep quality and night awakening [35], firefighters were scheduled to begin the study so that their first day of cortisol sampling occurred on their second day off from work, and their second day of sampling occurred on their first day on work. This eliminated firefighters having to take a waking sample following a shift (for which a waking sample would be hard to determine given that most firefighters are woken up multiple times in the night due to emergency calls).

**Determination of Feasibility and Statistical Analytic Plan**

Intervention feasibility was defined as 80% or more of the participants completing 9 or more of the 10 meditation app sessions over the 10-day intervention period. Acceptability was determined by comments about the app and study procedures derived from poststudy interviews. Feasibility to collect saliva samples and self-report data was defined as collection of 80% or more of saliva samples or self-report variables at appropriate time points, according to the study protocol. Pre- to postintervention changes in study outcomes were analyzed with pairwise comparison $t$ tests for self-reported (ie, burnout, anxiety symptoms, depressive symptoms, negative affect) and cortisol measures.

**Results**

**Participants**

The entire study protocol was conducted between June and July 2020. Majority of the firefighters identified as men (n=30, 86%) and were 37 years old on average (SD 8.04). Firefighters identified their racial/ethnic background as White (n=22, 63%); Hispanic or Latino (n=8, 23%); Black or African American (n=1, 3%); Native American, American Indian, or Alaskan native (n=1, 3%); and multiracial/ethnic (n=1, 3%). Two of the 35 firefighters identified their racial/ethnic background as other (ie, human, American). On average, the participants had been working as firefighters for 9.8 years (SD 7.58). In terms of education, the participants reported some college, vocational, or technical school (n=6, 17%); associate’s degree (n=11, 31%), bachelor’s degree (n=13, 37%), and some advanced work or a master’s degree (n=5, 14%). Most firefighters reported their relationship status as married (n=23, 66%), while 9% (n=3) were single, 9% (n=3) divorced, and 17% (n=6) in a relationship but not married (Table 2).
Table 2. Participants’ demographic information (N=35).

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>30 (86)</td>
</tr>
<tr>
<td>Women</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Ethnic/racial identification, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>22 (63)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>8 (23)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Native American, American Indian, or Alaskan Native</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Multiracial/ethnic</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>48</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>13 (37)</td>
</tr>
<tr>
<td>Advanced (eg, Master’s, PhD)</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>23 (66)</td>
</tr>
<tr>
<td>Single</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Divorced</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>36.7 (8.03)</td>
</tr>
<tr>
<td>Firefighting experience (years), mean (SD)</td>
<td>9.81 (7.57)</td>
</tr>
</tbody>
</table>

Feasibility and Acceptability

Study compliance was high; 33 (94%) of the 35 participants completed the postintervention self-report assessments. As for intervention engagement, 80% (n=28) of the participants completed either 9 or all 10 of the app segments; the remaining participants completed 8 segments (n=2), 5 segments (n=1), 2 segments (n=2), and 1 segment (n=2). Additionally, 94% (n=33) of the participants collected at least one home saliva sample at both the initial assessment and the end assessment. In poststudy interviews, multiple participants reported that they found use of the app worthwhile. No participants reported concerns with the app or other study procedures. No technical problems or privacy breaches occurred during the study.

Given the interest in preliminary intervention effects, we performed attrition analyses to determine if participants who completed 9 or 10 segments (n=28) differed from those who completed less than 9 (n=8) on relevant demographic characteristics and baseline indicators. No differences emerged for race/ethnicity, gender, relationships status, education level, or age; however, firefighters who completed 9 or 10 HMI segments had been working for more years (mean 10.92, SD 8) than those who completed fewer than 9 HMI segments (mean 5.36, SD 2.87; t_{28}=2.28, P=.006). No differences emerged on baseline measures of burnout, anxiety and depressive symptoms, negative affect, bedtime cortisol, cortisol awakening response, diurnal slope, or cortisol AUC. There were differences on waking cortisol (t_{31}=−2.67, P=.01); those who participated in most HMI segments had lower waking cortisol levels (mean 0.25, SD 0.10) than those who completed fewer HMI segments (mean 0.38, SD 0.14) at the preintervention assessment.

For the baseline and end in-home saliva sampling protocols, most participants aligned with the schedule (n_{baseline}=22; n_{end}=19). There were, however, firefighters whose schedules did not align with that of the study protocol. All firefighters’ schedules were on a 24-hour work/48-hour off rotation; however, it is common for firefighters to pick up additional overtime shifts, so they may only have 1 day off in between. If firefighters worked both cortisol sampling days (n_{baseline}=2) or if they misreported their work schedules (n_{baseline}=2), their cortisol data were not used. If firefighters worked the day prior to the first day of saliva sampling and worked during the second day of saliva sampling, only their second day of samples were used (n_{end}=2). Similarly, if firefighters worked the day prior to their first day of sampling but were off on the second day of sampling, only their second day of samples were used (n_{end}=2). If firefighters were off the day prior to the first day of saliva sampling but worked on both saliva sampling days, only the first day’s samples were used (n_{baseline}=1, n_{end}=1). Table 3 shows the final number of participants for each of the cortisol outcomes.
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Discussion

Principal Results

The goal of this study was to determine the feasibility and acceptability of a novel smartphone-based meditation app for use by firefighters. In addition, we hypothesized that symptoms of anxiety, depression, burnout, and negative affect would decline after use of the app. We also hypothesized that changes in diurnal cortisol rhythm, suggestive of improved HPA axis function, would result from before to after use of the meditation app. We found that use of the app was both feasible and acceptable by a sample of career firefighters. We were also able to collect reliable psychological self-report outcomes and saliva samples from most of our sample, despite the highly variable shift work schedule. In terms of pre- and postintervention outcomes, we found a reduction in self-reported anxiety and burnout symptoms, as well as negative affect. We also observed statistically meaningful (or strong trend) reductions in several measures related to diurnal cortisol rhythm, including waking saliva concentrations of cortisol and cortisol area under the curve, over the course of the day. Together, these findings suggest that use of the HMI smartphone-based meditation app may be associated with improvement in objective stress-related physiological indicators and self-reported psychological factors. We believe these findings, although preliminary, are noteworthy because they provide evidence of the utility and accessibility of a cost-effective app-based meditation intervention to reduce distress and burnout in firefighters.

Limitations

This study has several limitations. First, the sample was relatively small, although it was appropriately sized to investigate feasibility and acceptability, and the power was adequate for the outcomes assessed [36]. Second, the study only included a single arm, with no waitlist control or other comparison group, such as an active attention control. Future research with the meditation app for firefighters should include an appropriate active comparison group that controls for likely nonspecific intervention elements (eg, learning something new from a smartphone app over a period of 10 days) to further establish the efficacy of the meditation app for firefighters. Future studies may also work to determine whether daily text reminders to engage with the app have an impact on results. Third, participants were from the same large metropolitan area. Future studies should involve firefighters from both smaller and larger urban settings, as well as rural settings, to ensure generalizability of findings regarding meditation app efficacy in different regions. Finally, as this was an initial study, we did not control for multiple comparisons. Future studies with larger sample sizes and preregistered hypotheses can address this limitation.

Quantitative Outcomes

To examine pre- to postintervention change in outcomes, pairwise comparison t tests were performed on self-report (ie, burnout, anxiety symptoms, depressive symptoms, negative affect) and physiological measures (ie, waking cortisol, bedtime cortisol, CAR, diurnal slope, cortisol AUC; Table 3). Significant pre- to postintervention differences were found for burnout, anxiety symptoms, and negative affect (Table 3, Multimedia Appendix 1). In particular, firefighters reported lower burnout, lower anxiety symptoms, and lower negative affect postintervention. Pre- to postintervention differences were not found for depressive symptoms. Significant pre- and posttest differences were also found for measures of waking cortisol and cortisol AUC (Table 3, Multimedia Appendix 1), with firefighters exhibiting lower waking cortisol and lower cortisol AUC after the intervention. There were no pre- and postintervention differences in bedtime cortisol, CAR, or diurnal slope.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Sample size, n</th>
<th>Preintervention, mean (SD)</th>
<th>Postintervention, mean (SD)</th>
<th>Pairwise t test (P value)</th>
<th>Effect size (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Self-reported outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Burnout</td>
<td>33</td>
<td>2.48 (0.79)</td>
<td>2.29 (0.69)</td>
<td>$t_{32}=2.03 (P=.05)$</td>
<td>0.35</td>
</tr>
<tr>
<td>Anxiety symptoms</td>
<td>33</td>
<td>53.00 (7.99)</td>
<td>49.65 (7.27)</td>
<td>$t_{32}=2.70 (P=.01)$</td>
<td>0.47</td>
</tr>
<tr>
<td>Depressive symptoms</td>
<td>33</td>
<td>48.40 (7.65)</td>
<td>47.23 (7.23)</td>
<td>$t_{32}=1.35 (P=.19)$</td>
<td>0.24</td>
</tr>
<tr>
<td>Negative affect</td>
<td>26</td>
<td>13.88 (4.48)</td>
<td>12.65 (3.74)</td>
<td>$t_{25}=2.17 (P=.04)$</td>
<td>0.43</td>
</tr>
<tr>
<td><strong>Physiological outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waking cortisol (µg/dL)</td>
<td>19</td>
<td>0.288 (0.120)</td>
<td>0.221 (0.084)</td>
<td>$t_{18}=2.61 (P=.02)$</td>
<td>0.60</td>
</tr>
<tr>
<td>Bedtime cortisol (µg/dL)</td>
<td>19</td>
<td>0.049 (0.053)</td>
<td>0.042 (0.060)</td>
<td>$t_{18}=0.34 (P=.74)$</td>
<td>0.08</td>
</tr>
<tr>
<td>CARa</td>
<td>17</td>
<td>0.091 (0.143)</td>
<td>0.082 (0.101)</td>
<td>$t_{16}=0.32 (P=.75)$</td>
<td>0.08</td>
</tr>
<tr>
<td>Cortisol diurnal slope</td>
<td>16</td>
<td>−0.016 (0.010)</td>
<td>−0.012 (0.007)</td>
<td>$t_{15}=−1.31 (P=.21)$</td>
<td>0.33</td>
</tr>
<tr>
<td>Cortisol AUCb</td>
<td>16</td>
<td>2.60 (1.21)</td>
<td>2.11 (0.63)</td>
<td>$t_{15}=2.127 (P=.05)$</td>
<td>0.53</td>
</tr>
</tbody>
</table>

aCAR: cortisol awakening response.
bAUC: area under the curve.

Table 3. Pairwise comparison t tests from pre- to postintervention.

https://formative.jmir.org/2022/6/e34951
Comparison With Prior Work

Firefighters typically experience occupational stressors that include not only events related to fighting fires but also interpersonal conflict, workplace fairness issues, resuscitations, and other clinical emergencies [1]. Events involving emergency medical care are likely to be encountered more frequently by firefighters than fighting fires, and in some cases, these may be experienced together (eg, when working automobile accidents). Such events can be psychologically traumatic and, along with interpersonal stressors that generate occupational stress, can activate stress-related biological pathways. Repeated activation over time of these pathways by stressor exposure may increase the risk for stress-related chronic illnesses, including diseases that are leading causes of morbidity and mortality in firefighters (eg, cardiovascular disease) [37]. Indeed, a recent systematic review found that occupational stressors experienced by firefighters are associated with various illness states, including PTSD, hypertension, and musculoskeletal pain, as well as objective markers of stress-related biology (ie, heart rate variability) [1]. In this study, we found that use of the meditation app was associated with a decline in self-reported anxiety, burnout, and negative affect, as well as changes in diurnal cortisol rhythm (ie, lower morning cortisol and cortisol AUC), suggesting that the app may reduce the effects of occupational stressors on stress biological pathways in firefighters.

Anxiety is often comorbid with PTSD [38], and as such, any beneficial effects of the meditation app on anxiety may also have a beneficial effect on PTSD symptom severity experienced by many firefighters. We also observed an effect on firefighters’ burnout, suggesting that the meditation app may lessen the effect of occupational stressor exposures on firefighters. When firefighters take time for reflection, self-compassion, and connection, they can be more present and positive about their work. Finally, the decline in negative affect we observed was also notable because it highlights how the meditation app may exert a beneficial effect on daily emotional processes, and by extension, on chronic health conditions that may be exacerbated by negative affect [39].

While prior studies have explored the potential benefits of meditation interventions for firefighters, these studies have focused almost exclusively on mindfulness meditation [11-13,15]. Mindfulness meditation is notably different from other forms of meditation, including the HMI meditation app that we studied here that cultivates both mindfulness and feelings of social connection. Although a meditation intervention created by Joyce and colleagues [13,15] called Resilience@Work Mindfulness includes some components of compassion, these components represent only about a sixth of Resilience@Work Mindfulness and only 3 out of 18 of its guided practice audio tracks. This contrast with the HMI meditation app, which includes 5 out of 10 units that involve compassion for the self and/or others. While the HMI app does incorporate mindfulness and attention training, these skills are developed so they can be leveraged in later units to address analytic concepts of compassion for self and connection with others. Thus, the content of the HMI meditation app is distinctly different from mindfulness meditations studied before with firefighters [11-13,15]. In addition, the HMI meditation app is smartphone based, while previous efforts with firefighters have been limited to in-person meditation interventions [11,12] or tablet or computer-facilitated interventions [13,15].

Along with psychological distress, many firefighters experience physical symptoms related to chronic pain that are secondary to musculoskeletal disorders [2], sometimes due to occupational injuries. Although we did not assess pain or other somatic conditions in this study, future studies with this meditation app would do well to include measures of physical health along with distress. While there are many reasons why firefighters experience occupational injuries, the available evidence suggests that injury risk for firefighters may be predicted by psychological distress (ie, depression) [40-43]. The association between occupational injury and psychological distress in firefighters may involve effects of stress exposure on depression and anxiety [44], which in turn may impact awareness and other aspects of dispositional mindfulness [45-47] and therefore workplace safety [48-50].

Conclusions

In this study, we demonstrated the feasibility and acceptability of a 10-day meditation app created by HMI in a sample of career firefighters. We also found that anxiety, burnout, and negative affect improved from before to after use of the meditation app, and we noted changes in various indicators of cortisol diurnal rhythm. These findings suggest that a meditation app with high potential for widespread distribution may improve firefighter health at a low cost. Additional research is needed to demonstrate the efficacy of this intervention versus an active attention control and to show how the meditation app can positively impact other aspects of health that are relevant for firefighters, including physical health and occupational injury risk.
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Multimedia Appendix 1
Burnout (panel A), anxiety (panel B), negative affect (panel C), and 2 indicators of diurnal cortisol rhythm (waking saliva concentrations of cortisol [Panel D] and cortisol area under the curve [Panel E]) decreased from before to after use of the Healthy Minds Innovations app in firefighters. Error bars indicate standard error of the mean. *P≤.05, **P≤.01.
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Abstract

Background: Parkinson disease (PD) is a chronic degenerative disorder that causes progressive neurological deterioration with profound effects on the affected individual’s quality of life. Therefore, there is an urgent need to improve patient empowerment and clinical decision support in PD care. Home-based disease monitoring is an emerging information technology with the potential to transform the care of patients with chronic illnesses. Its acceptance and role in PD care need to be elucidated both among patients and caregivers.

Objective: Our main objective was to develop a novel home-based monitoring system (named EMPARK) with patient and clinician interface to improve patient empowerment and clinical care in PD.

Methods: We used elements of design science research and user-centered design for requirement elicitation and subsequent information and communications technology (ICT) development. Functionalities of the interfaces were the subject of user-centric multistep evaluation complemented by semantic analysis of the recorded end-user reactions. The ICT structure of EMPARK was evaluated using the ICT for patient empowerment model.

Results: Software and hardware system architecture for the collection and calculation of relevant parameters of disease management via home monitoring were established. Here, we describe the patient interface and the functional characteristics and evaluation of a novel clinician interface. In accordance with our previous findings with regard to the patient interface, our current results indicate an overall high utility and user acceptance of the clinician interface. Special characteristics of EMPARK in key areas of interest emerged from end-user evaluations, with clear potential for future system development and deployment in daily clinical practice. Evaluation through the principles of ICT for patient empowerment model, along with prior findings from patient interface evaluation, suggests that EMPARK has the potential to empower patients with PD.

Conclusions: The EMPARK system is a novel home monitoring system for providing patients with PD and the care team with feedback on longitudinal disease activities. User-centric development and evaluation of the system indicated high user acceptance and usability. The EMPARK infrastructure would empower patients and could be used for future applications in daily care and research.

(JMIR Form Res 2022;6(6):e31485) doi:10.2196/31485
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Introduction

Parkinson disease (PD) is a chronic degenerative disorder that causes progressive neurological deterioration with profound effects on the affected individual’s quality of life [1-4]. It affects 1 out of 100 people aged >60 years, and its prevalence has doubled since 2005 [5]. The progression of the movement disorder is often accompanied by the development of neuropsychiatric deficits in the later stages. The characteristic fluctuations of various neurological symptoms become increasingly pronounced over the years [6]. Clinicians and patients find it challenging to establish a treatment strategy based on the patient’s ability to plan and self-administer levodopa to temporarily counteract the motor deficits. Over time, it often becomes difficult to stabilize the fluctuations in the neurological symptoms, and patients may need more advanced treatments based on specialist assessments [7]. Current disease management strategies rely on scheduled in-hospital assessments and periodic contacts with expert physicians. However, in Europe, 44% of newly diagnosed people with PD do not meet neurologists with an interest and expertise in PD despite recommendations to do so [1]. Patients also have limited access to specialist nurses and occupational therapists owing to resource limitations or patient’s disabilities [5,8,9]. In addition, periodical snapshot assessments performed during in-hospital visits carry the possibility of over- or underestimation of the longitudinal disease burden and cannot reliably describe the situation these patients face in their home environment [4,5,9-11].

Therefore, there is a substantial interest in developing home-based care models for PD [5,12]. The main goal of this approach is to provide autonomy and self-efficacy for self-management through an increased understanding and interpretation of the associations among disease symptoms, daily life activities, and treatment [13,14]. Technological advancements can largely contribute to improvements in the home-based care of people with PD [4,12,15-18]. For instance, several device-aided treatments are available for managing motor fluctuations in people with PD, such as deep brain stimulation, infusions of apomorphine or levodopa [19,20] and microtablets of levodopa [21]. Such advanced treatments may be tailored to the needs of each individual. The Task Force on Technology of the International Parkinson and Movement Disorder Society has called for tighter collaboration among clinicians, researchers, patients, and engineers to achieve this goal by developing home-based integrated measurement and closed-loop therapeutic systems with high patient adherence [12]. The task force also envisioned that this strategy could lead to the adoption of clinical-pathophysiological phenotyping and early detection of milestones in disease progression, improve subgroup targeting of patients for future testing of disease-modifying treatments, and identify objective biomarkers to improve longitudinal tracking of impairments in clinical care and research [12].

The possibility of home-based continuous monitoring of PD symptoms is now possible using new technologies available today, such as the Internet of Things (IoT), in the form of wearable sensors to capture fluctuating disease activities [16,22], potentially serious incidents such as falls or freezing of gait [23-29], or assistance with the medication strategy [30]. There is also an expectation that the technology-based objective measurements may, in the future, replace or amend the current practice of disease severity assessment and follow-up that mostly rely on patient-reported outcomes and clinical scales [14,30,31]. For instance, in our previous publications, we demonstrated good validity, reliability, and responsiveness to treatment changes using objective measures based on multiple wearable sensors for motor function assessment [32,33].

Despite these technological advances, it is still unclear how these tools could be translated into a better patient self-management and mutual care plan or how they could improve the overall health outcomes [34]. Some important questions that remain to be answered include what clinical or patient needs should be addressed, by which technology, and how these systems could be deployed in patients’ homes to maximize treatment benefits and compliance, while minimizing the risk of disruption to daily life [11,12,14]. Based on these considerations, the Movement Disorder Society Task Force on Technology has recently deliberated that future research and development should be based on the identification of clinically meaningful targets for modification instead of a pure technology-driven selection of measurement end points [12].

Targeting patients by providing feedback about their disease activities and their related self-management is a promising strategy for PD. Prior publications almost exclusively focused on patient home assessment and measurements as tools for clinical decision-making and targeted clinicians as end users. Home monitoring of disease activities can increase the extent and quality of self-engagement, which in turn can potentially increase patient satisfaction and lead to positive changes in the health-related quality of life and outcomes [12,13,31,35]. This symptom-driven self-management strategy can be especially successful for people with PD who are knowledgeable about the disease functions [36]. It is presumable that such patient-targeted feedback efforts would empower people with PD with noticeable differences in the efficacy of self-management, patients’ communication with the care team, and improved health-related outcomes [36].

We recently published the outlines of an IoT-based system (named EMPARK) aimed at empowering people with PD and their care team [32,33]. The system is based on home monitoring, with the aim of collecting longitudinal data for patient self-assessment and clinical decision-making. We identified patient empowerment as an important primary end point of information and communications technology (ICT) interventions in people with PD. In a subsequent publication, we described the design of a patient interface prototype for EMPARK along with its initial assessment with people with PD [32,33]. The interface was designed to visualize symptom and medication information collected by an IoT-based system comprising a mobile technology (tablet), electronic dosing device, wrist sensor, and bed sensor. The results indicated that patients found visual feedback on motor function, sleep, medication compliance, meal intake timing, and their relationship to self-medication as a useful tool that could
improve their daily self-management and mutual care planning with their physicians.

Improving patient empowerment has been a key concept behind the development of EMPARK. A retrospective evaluation of its ICT design against the ICT for patient empowerment model (ICT4PEM) [37], together with the results of the patient interface evaluation, indicated that EMPARK has a strong potential to empower its primary users, the patients [32,33].

Although the EMPARK system has not yet been deployed in practice, in this study we demonstrate its system architecture, implementation, and evaluation of user interfaces. As EMPARK is a project under development, our demonstration builds on our prior results regarding the data and interface architecture of the system [32,33]. As part of this demonstration, we also provide evidence of how the EMPARK system could empower patients and members of the care team.

**Methods**

**Overall Study Design and Theory**

The EMPARK system was developed based on the principles of design science research [38], user-centered design [39,40], and the overall target of patient empowerment. As an initial step, a set of long-term goals was agreed upon by the authors and through iterative consultation with clinical experts in PD. These goals also served as the foundation for the development of the overall and specific requirements for system design. These requirements were regarded as the core tasks of the EMPARK system development.

After a thorough study of the literature and several iterations with experts, we developed the ICT4PEM, a novel framework to support future ICT interventions that primarily aim to improve patient empowerment [37]. To the best of our knowledge, the ICT4PEM is the only framework that provides clear, International Organization for Standardization–style definitions for core empowerment characteristics (control, psychological coping, self-efficacy, understanding, legitimacy, and support) and allocates them with project-specific, well-defined targets for ICT interventions. This framework defines the core characteristics of the empowerment concept as the primary target of ICT interventions. It also defines a set of empowerment consequences as potential targets of indirect intervention, such as expressed patient perceptions, behavior, clinical outcomes, and health system effects. ICT4PEM stratifies interventional design into strategies, narrowed further into ICT services, and finally, specific ICT tools. To ensure the goals of empowerment, targeting ICT4PEM requires that each ICT service within a project must be allocated to specific empowerment domains with strict definitions. Finally, ICT4PEM is intended to be used for project evaluations with the aim of demonstrating the effects on patient empowerment or its consequences [37].

We applied the ICT4PEM to evaluate the ICT design of the EMPARK system in terms of its relevance and strength for patient empowerment. This was possible by identifying well-defined patient empowerment characteristics within the ICT4PEM that could be easily identified as the primary targets of the EMPARK system interventions. Consequently, we categorized the ICT interventions of EMPARK by strategies, as described in ICT4PEM, and allocated these strategies and ICT interventions to the relevant empowerment characteristics. This analysis of the EMPARK design with the ICT4PEM framework was based on our results from an extensive evaluation of the patient mock-up interface [32,33] by patient users. In addition, evaluation of the clinician interface revealed additional feedback on the patient-empowering potential of EMPARK from clinician users.

**Study Variables**

**Selection of Study Variables**

PD is a complex and multimodal neurological disorder that affects the patients’ quality of life. Therefore, the system collects multidimensional data to represent the overall health status of the patients [12,40]. The concept of overall health status, based on consultations with participating expert neurologists and patients, was defined as a data set that incorporates both objective and self-reported measures of ongoing disease activities and, regarding the disease-specific symptoms, includes both motor and nonmotor functional parameters.

Furthermore, decisions regarding the inclusion of variables were made by examining the set of requirements shown in Textbox 1.

The final selection of individual variables and relevant technologies for home implementation and data acquisition was based on prior literature and recommendations from the Movement Disorders Society Task Force [12] and by consultation with expert physicians and patients. Subsequently, this selection was refined based on the evaluation of mock-up interfaces for patients and physicians.
Textbox 1. Requirements.

- Potentially empower the patients if they receive feedback on it.
- Improve understanding of their disease and its relationship with their daily activities and self-management decisions.
- Improve self-efficacy and control of daily disease management.
- Improve the overall feeling of support in their self-management and communication with the care providers.
- People with Parkinson disease, except those with very advanced disease, are capable of self-reporting (regarding self-reported data only).
- Availability of reliable technology for its objective measurement, and that the technology is nonintrusive in the home environment and nondisrupting regarding the patient’s regular daily activities.
- Capable of stable wireless data transfer.
- Preferentially sensor technology with the capacity to provide data for multiple end points (core data).
- The least possible maintenance dependent.
- Data are assessed as clinically relevant by expert physicians.
- Data are assessed as scientifically relevant for future studies regarding their clinical validity.

Calculation of Study Variables

Overview
The EMPARK system collects health information from the home environment of patients. The system summarizes the objective data (medication compliance, sleep and motor function) as well as subjective data (meal intake time, physical exercise and quality of life) and calculates the corresponding scores per calendar day. All the scores were produced in the range of 0 (low) to 100 (high). Most of these parameters have been previously described elsewhere [32]. Nevertheless, we provide a list of these parameters with their definitions and a brief description of the method of calculation.

Medication Compliance Score
Using the planned and delivered medication intake times, the medication compliance score was calculated by first calculating the deviation (in minutes) as depicted in the following equation:

\[ \text{Deviation} = |\text{Planned}_i - \text{Taken}_i| \]

where \( \text{Planned}_i \) is the time of a planned medication intake and \( \text{Taken}_i \) is the time of a delivered medication intake. This resulted in scores ranging from 0 to 100. The final medication compliance score per day was calculated using the following equation:

\[ \text{Score} = \frac{\text{Total Planned Doses} - \text{Total Taken Doses}}{\text{Total Planned Doses}} \times 100 \]

where \( n \) is the total number of medication intake occasions per day. Patients can take an extra dose to either replace an intended dose that was initially missed or to take another dose. Extra doses administered within 30 minutes before or after a planned time were considered as replacement and omitted in calculations, whereas, for other extra doses, the compliance score was set to the highest score, that is, 100.

Sleep Score
This was obtained by using the time information recorded by the bed sensor. A sleep score was calculated based on 3 individual components: sleep duration, habitual sleep efficiency, and sleep disturbance. The components were derived based on the Pittsburgh Sleep Quality Index and the work of Williams and Cook [41].

To calculate sleep duration, the system first calculated the differences (in total hours) between the time when the bed was occupied and when it was empty and calculated the cumulative hours being in bed:

\[ \text{Duration} = \sum_{i=1}^{n} |\text{Min Time}_i - \text{Max Time}_i| \]

where \( n \) is the total number of recorded intervals when the individual was in bed. The following rules were applied to calculate sleep duration:

- \( \text{IF Cumulative Hours Being In Bed} > 7 \ \text{THEN Sleep Duration} = 0 \)
- \( \text{IF Cumulative Hours Being In Bed} > 6 \ \text{AND Cumulative Hours Being In Bed} < 7 \ \text{THEN Sleep Duration} = 1 \)
- \( \text{IF Cumulative Hours Being In Bed} > 5 \ \text{AND Cumulative Hours Being In Bed} < 6 \ \text{THEN Sleep Duration} = 2 \)
- \( \text{IF Cumulative Hours Being In Bed} < 5 \ \text{THEN Sleep Duration} = 3 \)

The second component was the habitual sleep efficiency score, which was calculated by first calculating the ratio between total hours being in bed with interruptions and total hours being in bed without interruptions using the following equation:

\[ \text{Ratio} = \frac{\text{Total Hours Being In Bed}}{\text{Total Hours Being In Bed Without Interruptions}} \]

where \( \text{Min Time} \) is the time when the patient went to bed for the first time during a particular day and \( \text{Max Time} \) is the time when the patient left the bed the next day. The habitual sleep efficiency score was calculated according to the following rules:

- \( \text{IF Ratio} \geq 85 \ \text{THEN Habitual Sleep Efficiency} = 0 \)
- \( \text{IF Ratio} > 75 \ \text{AND Ratio} < 85 \ \text{THEN Habitual Sleep Efficiency} = 1 \)
- \( \text{IF Ratio} > 65 \ \text{AND Ratio} < 75 \ \text{THEN Habitual Sleep Efficiency} = 2 \)
- \( \text{IF Ratio} < 65 \ \text{THEN Habitual Sleep Efficiency} = 3 \)
The third component that was calculated was sleep disturbances score using the following steps:

Step 1: Count the number of interruptions during sleep, which resulted in Total Number Of Interruptions score.

Step 2: Apply the following rules:
- IF Total Number Of Interruptions = 0 THEN Sleep Disturbances = 0
- IF Total Number Of Interruptions = 1 THEN Sleep Disturbances = 1
- IF Total Number Of Interruptions = 2 THEN Sleep Disturbances = 2
- IF Total Number Of Interruptions ≥ 3 THEN Sleep Disturbances = 3

Step 3: Calculate the final sleep score using the following equation:

**Motor Function Score**

The wrist sensor-based system produced scores every 2 minutes for bradykinesia and dyskinesia. To summarize bradykinesia and dyskinesia scores per day, initially the mean values were calculated.

**Meal Timing Compliance Score**

An algorithm calculated the alterations from the recommended meal intake time (30 minutes before and 60 minutes after levodopa medication intake) to calculate the score:

\[
	ext{Meal Timing Compliance Score} = \frac{\text{NWI}}{n} 
\]

where \( \text{NWI} \) is the number of reported occasions when meal intake time was within the recommended interval of 30 minutes before and 60 minutes after medication intake, and \( n \) is the total number of reported occasions of meal intake during a day.

**Physical Activity Score**

The score per day was calculated using the following equation:

\[
\text{Physical Activity Score} = \text{Exercise duration} \times \left(\frac{\text{Exercise mode} \times \text{Patient target}}{n} \times 100\right)
\]

where \( \text{Exercise duration} \) is in minutes, \( \text{Exercise mode} \) is the reported physical exercise mode (1: boxing, dancing, running, and swimming; 2: bicycling and gym; and 3: walking), \( \text{Patient target} \) is the individual patient target ranging from 0 to 100, and \( n \) is the total number of physical exercise occasions reported per day. As there may be more than one exercise occasion, the algorithm first calculates an average score per day followed by its normalization using the patient target. For instance, if a patient reported 2 exercise occasions during a particular day with a target of 80 with the following data: for the first occasion the patient reported exercise mode of 1 and duration of 10 minutes, for the second occasion the patient reported exercise mode of 2 and duration of 25 minutes then the physical exercise score for the day would be 75 \( \times \) \{[(10 + (2 \times 25))/80] \times 100\}.

**Quality of Life Scores**

This was derived from each day the patients use a custom application to answer 9 health-related questions (Table 1) taken from the 8-item Parkinson Disease Questionnaire [42] and the EQ-5D-3L (European Quality of Life 5 Dimensions 3 Level) health questionnaire [43]. Inclusion or exclusion of the questions from the 8-item Parkinson Disease Questionnaire and EQ-5D-3L was performed in collaboration with clinicians at Uppsala and Örebro University Hospitals. The first 8 questions are scored on 3 levels: no problems (level 1), some problems (level 2), and extreme problems (level 3). The last question is about the overall health when the patients are asked to rate their health on a visual analog scale ranging from 0 to 100 where 0 is the worst imaginable health and 100 is the best imaginable health.

<table>
<thead>
<tr>
<th>Item number</th>
<th>Item</th>
<th>Questionnaire</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mobility</td>
<td>EQ-5D-3L(^a)</td>
</tr>
<tr>
<td>2</td>
<td>Personal care</td>
<td>EQ-5D-3L</td>
</tr>
<tr>
<td>3</td>
<td>Daily activities</td>
<td>EQ-5D-3L</td>
</tr>
<tr>
<td>4</td>
<td>Pain or discomfort</td>
<td>EQ-5D-3L</td>
</tr>
<tr>
<td>5</td>
<td>Worry or depression</td>
<td>EQ-5D-3L</td>
</tr>
<tr>
<td>6</td>
<td>Concentration difficulties</td>
<td>PDQ-8(^b)</td>
</tr>
<tr>
<td>7</td>
<td>Communication difficulties</td>
<td>PDQ-8</td>
</tr>
<tr>
<td>8</td>
<td>Painful cramps or spasms in the muscles</td>
<td>PDQ-8</td>
</tr>
<tr>
<td>9</td>
<td>Overall health</td>
<td>EQ-5D-3L</td>
</tr>
</tbody>
</table>

\(^a\)EQ-5D-3L: European Quality of Life 5 Dimensions 3 Level.

\(^b\)PDQ-8: 8-item Parkinson Disease Questionnaire.
Elicitation of the User-Specific Requirements

Requirements related to patient and clinician interfaces were gathered through discussions with the end users based on the principles of user-centered design [39].

The development of these requirements for the patient interface has been discussed elsewhere [32,33]. This section provides an outline. The patient interface had 4-stage patient- and expert-based development cycles that revealed 8 categories of information to be presented to the patients.

Regarding the clinician interface, a broad set of requirements was identified during 5 group discussions or brainstorming design [44] sessions between the authors, medical specialists in neurology with strong clinical backgrounds and substantial experience with the management of people with PD, and nurses from the neurology departments at the university hospitals of Uppsala and Örebro, Sweden. During the first session, medical doctors and nurses were informed about the overall system architecture of the proposed EMPARK system. During this session, the participants outlined the requirements that they anticipated the clinician interface would offer them. These requirements were documented by taking notes and later elaborated upon by the design team. The design principles of the clinician interface were derived from these sessions.

Evaluation of the Users’ Interfaces

The mock-up patient interface was subject to extensive user-centric evaluation as previously published [32]. We provide a summary of the evaluation process. We created simulated patient scenarios to be used during the development and evaluation of the patient interface. Each patient case was based on a database developed by clinical domain experts. The database was in an Excel file format, which was subsequently loaded into the server, and presented to the patients as test subjects during the late development and evaluation phases of the patient interface as published earlier. These mock-up scenarios were later used to determine user acceptance [33]. After heuristic evaluation of the initial patient interface, subsequent evaluation was performed by requesting patients to perform tasks on the mock-up interface that mimicked daily life tasks based on realistic patient data. The patients needed to use the capacities of the interface to summarize disease activities by week or day, alternatively showing data at a higher temporal resolution.

Similarly, simulated clinical scenarios of PD with corresponding data sets were developed by collaborating expert physicians to evaluate the clinician interface. The evaluation was performed with the help of 2 professionals (a neurologist and nurse) from the Uppsala University Hospital. After a brief introduction to the functionalities of the interface, the users had to complete different tasks using the prototype clinical interface representing the simulated clinical scenario, following a semistructured interview. The participant were instructed to comment loudly on their thoughts during the completion of the tasks according to the think aloud methodology [45]. The task-based evaluation session was documented by the investigators during a one-to-one session with the evaluator and was later used for further refinement of the prototype clinician interface. This first task-based evaluation step intended to assess the overall usability of the interactive functions and visual solutions of the interface and included simple instructions. In the subsequent step, the participants were asked to complete 3 complex tasks related to specific clinical case scenarios to test the functionalities of the prototype and the clinicians’ understanding. This was video recorded using a screen-capture software for later documentation and analysis (Multimedia Appendix 1).

We also conducted semistructured interviews (Multimedia Appendix 2) with the same 2 participants during the same session. The development of questions and evaluation of the responses that were part of the semistructured interviews followed the methodology heuristic evaluation and questions [46] and the Computer Usability Questionnaire [47]. The questions were developed through iterative brainstorming meetings among the researchers. The responses were audio recorded for subsequent transcription and analysis.

Ethics Approval

Ethics approval from the ethics review authority will be applied for at the clinical trial stage according to Swedish law. However, this paper communicates the early evaluation of the clinical interface that was using dummy data with no personal information. This interpretation of the lack of requirement for ethics approval for this step has been checked with the internal policy of our universities.

Results

Requirement Elicitations

In accordance with the overall study design, the first stage of EMPARK development was the determination of its major goals. The list and definitions of these goals are as follows:

- System development: to develop an IoT system comprising sensors and mobile technology to deliver home monitoring of objective motor function, medication use, and patient-reported symptoms and outcomes.
- Patient empowerment: to empower patients and improve their self-management through a better understanding of their disease with the help of feedback from the system.
- Clinician support: to provide physicians with relevant and useful information derived from the system regarding symptoms, treatment response, and individual patient coping strategies for better clinical assessment and treatment strategy.
- Improvement and enablement of research: to establish the EMPARK system as a tool for researchers to better understand the complexity of the disease and to develop and monitor new drugs.

The core tasks of the EMPARK system development were defined as described in the Methods section to accomplish the major goals. These included selection of patient-related data for longitudinal acquisition, development of visual interfaces to facilitate follow-up of the health status of people with PD by clinicians, as well as to provide feedback to patients on their data.
User Interface Requirements

The mock-up patient interface was functional at the time of the development of the clinician interface. The requirements elicited for the patient interface were also found to be satisfactory by the participating medical professionals. These requirements have been published previously [32]. Briefly, these included motor function, sleep, medication compliance, meal intake times, physical exercise, and a subjective assessment of the day as parameters. Patient requirements for data representation included routines of an ideal day, effect of meal timing on medication, single day parameter overview, and revealing the effects of motor functions on various other parameters and daily routines. Detailed and aggregated data were table-based, with the possibility of narrowing down the selection.

The clinician interface aims to provide access to aggregated and analyzed data of clinical interest. Furthermore, the patient interface can be shared with the physician or care team for shared decision-making and elaboration of a mutual care plan. The main objectives behind the development of a clinician interface were the elaboration of a web-based application for the analysis and representation of EMPARK data. These objectives were defined based on the following list of specific requirements elicited by iterative consultations with the care team:

- Provide the care team with data on longitudinal fluctuations of disease symptoms, daily patient activities, and self-medication.
- Help clinicians discover disturbances, limitations of disease self-management, or aberrations from the care plan.
- Facilitate communication and co-decision-making with patients about treatment based on objective and longitudinal data on disease activities and self-management.
- Help the care team foster patient empowerment based on objective data.

Figure 1. EMPARK architecture.

EMPARK System Architecture

Overview

The EMPARK system (Figure 1), which is currently under development, leverages IoT technologies to empower people with PD and assist clinicians in making informed decisions. The system is deployed at the patient’s home and consists of a set of commercial IoT devices: a wrist sensor that provides measures of bradykinesia and dyskinesias; a medication dosing device that dispenses individualized doses of levodopa based on schedules defined by clinicians; a bed sensor attached to the bed frame that captures data about sleep patterns (time and quality); and a tablet app to collect self-reported data on physical activity, health-related questions, and meal intake time. Data were collected continuously 24×7 and fed into a database. The data processing layer aggregates and analyzes the provided data. A detailed description of the architecture is provided in our previous study [32]. The system has 2 interfaces: a tablet-based app for the patient and a web-based interface for the clinician. Although the data foundation for both interfaces is identical, the use and presentation of the data are tailored to the user’s needs.
The functional EMPARK system has 2 intercalated application cycles: one for patient empowerment and self-management and one for codecision and facilitation of mutual care plan development (Figure 1). The self-management cycle represents home-based disease monitoring and direct feedback of information to the patient through the patient interface. Self-management becomes cyclic when the feedback provided modifies patient self-management, which consequently alters the results of home monitoring. The codecision cycle represents cyclic changes in patient self-management based on the patient’s interaction with the care team. As the source of the clinical decision-making is home monitoring, the latter is positioned in the middle of the 2 circles.

Hardware and Software Specifications

The data processing layer, which consists of algorithms for processing data from different sensors and a custom software for summarizing the scores, is written in the C# programming language. The web application (clinician interface) was developed in Python 3.6 using Dash Plotly for visualization. The tablet app (patient interface) was written in C# using Microsoft Xamarin for Android, and SQLite was used to access the data. The principles of the Model-View-View Model Prism architectural design pattern were followed for the development of the patient interface app to ensure high-level cohesion.

User-Specific Functionalities

Patient Interface Functionalities

This section is based on our 2 previous publications on the EMPARK patient interface. The first publication describes user-centered design and evaluation processes and provides a detailed description of interface functionalities [32]. The second publication elaborates the factors that influence user acceptance [33]. As part of the ongoing development of EMPARK, and based on the results of the evaluation, some changes have been implemented in the patient interface. These changes were intended to improve the overall functionality of the interface and user acceptance. Briefly, the previously published version of the patient interface allowed users to select from 3 major representation modes. The start page showed color-coded icons representing the mean values for the last 14 days of the 6 main parameters: overall day score, medicine score, motor function score, physical exercise, meal, and sleep scores. Good, average, and bad scores were defined as >70, 30 to 70, or <30 in value and color coded as green, gray, or orange, respectively. Patients could navigate by clicking on a parameter leading to a 3-week summary of the selected score, showing the daily, color-coded results. From here, patients could select a specific week to see each day of the week as a horizontal graph with graphical representation of the sleeping hours, times of meals and exercises, and the overall daily score in color coding. Patients could also select a day view with a similar timeline-based visualization of the scores (with turn on and off for the presentation of each variable). This page allowed the user to identify temporal associations among elements of self-management (ie, medicine intake or mealtime) with outcome parameters, such as motor function score or sleep quality.

In the revised version of the patient interface, the following changes have been made:

1. The navigation from the home screen was improved by new functional and design elements that allowed the user to select and open a 2-week view, a 1-week view, and a 1-day view, as well as open views for the 6 scores according to their actual preference (Figure 2).
2. The 1-day and 1-week views and the motor function (bradykinesia and dyskinesia) scores are presented separately, in contrast to the prior presentation of their averaged values (Figure 3).
3. Similarly, the temporal associations among the 6 different scores (medication compliance, sleep, bradykinesia, dyskinesia, meal compliance, and physical activity over the last 2-week period) became easier to realize, as we completed this view with additional bar and line graphs (Figure 4).
4. Finally, to facilitate the discovery of correlation among the relevant parameters, the correlation view was modified. It is now possible to change the y-axis to the 2 motor function scores (Figure 5).

Figure 2. Navigation (home page; translated from Swedish to English).
Clinician Interface Functionalities

The development of the clinician interface application was based on specific user requirements as previously described.

To enable rapid patient status assessment, information in the clinician interface is displayed and ordered using a top-down approach with a general overview of the patient’s scores and assessments. The main page displays the patient’s Daily Summary graph (Figure 6). The Daily Summary is a collection of graphs of the selected variables that can be updated interchangeably: medication score, mealtime score, exercise score, self-assessment, sleep score, and the 2 motor function scores (bradykinesia and dyskinesia). The horizontal axis displays the date, and the vertical axis displays the patient’s score on a scale ranging from 0 to 100, where 0 is considered...
as the worst score and 100 is regarded as the best. The user can add or remove variables by selecting or deselecting them.

The raw data and more detailed information for each component are shown in speared graphs, allowing the user to subsequently switch between components by using the checkbox list: (1) medicine intake compliance, (2) self-reported meal intake times, (3) exercise, (4) self-reported details, (5) sleep details, and (6) movement indicators.

Some of the main components are the composites of several variables. Self-reported details are composed of several subjective variables (cramps or spasms, communication, worry or depression, pain or discomfort, daily activity, personal care, and mobility) that follow a simple scoring system (0-2), where 0 represents the worst result and 2 represents the best possible result. For the most comprehensive overview of all these parameters along the time scale, we chose a color-coded tile for representation. Sleep details represent sleep duration, efficiency, and disturbances in separate graphs. Movement indicators show bradykinesia and dyskinesia as variables. Following the requirements of the end users, these graphs represent the time plot of the raw wrist sensor data, which neurologists are already familiar with.

We used standard time-series data visualization techniques [48]. Some facets were changed slightly to accommodate specific tasks. The most prominent is the medicine intake compliance chart. The grayed-out line plot shows a cumulative dosage taken per day. The gray circles with horizontal lines represent the planned medicine intake, whereas its vertical positioning corresponds to the planned dosage value. The purple circles indicate the actual dosage taken for the planned intervals. Patients sometimes receive extra doses as indicated by the red circles.

Clicking on any designated point over the graph prompts a pop-up window that displays the exact values for that point of time. Moreover, it is possible to zoom in and out by selecting a section of interest. This action will affect all graphs simultaneously.
Results From User Interface Evaluation

The patient interface, as previously published, was subject to extensive evaluation [32,33]. Overall, the patients found the visualizations clear and easy to understand and could successfully perform the tasks.

Here, we demonstrate the results of clinician interface evaluation.

The first task series (Multimedia Appendix 1) included instructions to assess the direct usability of the interface functionalities. The users were introduced to the interface shortly before completing these tasks but without specific descriptions and demonstrations of all user functionalities in a visualization of the clinical parameters. Hence, the completion of the tasks was largely based on the intuitive application of the interface.

Both users accomplished these tasks with only minor delays and without the need for an intervention from the evaluator. The users also assessed the functionalities as easy to comprehend and in accordance with the expected level of information technology literacy and experiences of an average clinician or nurse user.

The second task series (Multimedia Appendix 2) aimed to evaluate the functionality of the interface in solving complex clinical questions using task-based evaluation. Specifically, the tasks were developed to be a logical continuation of a problem-solving process in which the users were subject to discovering points of interest in the clinical case scenarios.

Notably, there was a marked difference in the response times between the physician and nurse evaluators. The former
completed each task faster by using the functionalities of the interface in a more intuitive way. Similarly, we observed an easier comprehension of the complexity of the represented clinical data by physicians compared with the nurses. The physician completed these tasks with only minimal loud comments that did not reveal any experienced difficulties.

In contrast, the nurses required a substantially longer time to solve the same tasks. The delay in task completion by the nurse evaluator was also accompanied and well explained by the loud comments about the difficulties. In agreement with our own observations, these comments suggested that the nurses experienced more difficulties in comprehending the complex clinical data.

The observations from the analysis of the task completion performance were further elucidated through subsequent semistructured interviews (Multimedia Appendix 3). As the answers for one specific question often included information that corresponded to the other questions, we recategorized the responses by analyzing each sentence separately. To increase the validity of the responses, we analyzed the transcripts for eventual contradictions; for instance, contradictory responses from the same interview participant at different time points in the interview. However, we were unable to identify these statements.

The overall combined assessment of the interview transcripts and observations made by task completion led to the identification of key areas of user interest. These areas were also identified as the main pathways for future development of the system.

We summarized our findings by demonstrating relevant sentences from the evaluators for each defined area (Table 2). The responses from the interview participants were categorized by topic and content analyses. Incongruence among the interview participants is not shown separately but is instead highlighted by the coexistence of both satisfactory and critical comments regarding the same area. Specifically, our nurse participant was overall more critical of the interface dashboard, and these critical comments were mostly about the design of the interface.

| Table 2. Summary of user evaluation results for the clinician interface. |
|-----------------|---------------------------------|-----------------------------------------------|
| Benefits | Suggested development or modification |
| Intuitiveness | Enables clinical staff by providing otherwise-unavailable clinical data of great potential relevance; empowers physician-patient relationship; enables potential research in data analysis at large. | Automated correlation analysis among different parameters of the system. |
| Design | Simple overview and organization of information. Easy to accomplish most tasks at once (physician’s view). | Improvement of overall design; time-scale harmonization among parameters and zooming function; making data more clearly understandable. |
| Empowering the health care provider and usefulness in clinical practice | Novel and useful information content; objective clinical decision-making; comparison with patient’s subjective experiences; can improve codecision making; allows early distant identification of patient with nonadherence or unsatisfactory disease control; identification of area for intervention in management; research possibilities by analyzing EMPARK data at a population level. | Motor function (wrist sensors) data presentation to be harmonized with available commercial systems (eg, Parkinson KinetiGraph) [49]; relevant treatments beside levodopa; further patient-derived information to explain fluctuations of parameters; same visual platform (ie, patient interface) for codecision making. |
| Empowering the patient | Can improve codecision making. | Patient messaging (also to empower the provider). |

Both users appreciated the novelty and intuitiveness of the EMPARK system regarding its potential for making important disease-relevant data readily available to the clinical practice. Similarly, both users highlighted that in their routine clinical practice, they lack information that the EMPARK system provides. The users found the clinician interface simple enough to accomplish simple tasks that simulated the daily applications. The physician user had no criticism and rapidly completed the tasks without assistance. The nurse found some potential flaws in the current design of the interface that could cause potential problems with later widespread application. He found that the data presentation was clear enough. Both users commented on the lack of time-scale harmonization among the displayed parameters, which made the discovery of associations more difficult. One of the users encouraged the development of automated correlation analysis to support the discoveries of potential causative associations. The clinician suggested that the format of motor function data visualization should be in agreement with what they are accustomed to when analyzing the motor data collected by similar systems. The physician would also welcome the incorporation of additional patient-derived data to the EMPARK, such as commenting possibilities for patients to explain their special pattern of symptoms or report on life events (eg, watching an exciting movie that may have caused dyskinesias or delays in medication intake), which could have an impact on either the symptoms or self-management. However, it was also added by both users that such extensions may backfire at the level of patient adherence to EMPARK, as simplicity is often the key for long-term patient cooperation.

**Patient Empowerment and the EMPARK system**

Using the ICT4PEM [37], we identified the patient empowerment characteristics (PEMs) defined by the model that have clear relevance to and are in accordance with the main goals of EMPARK system development. These PEM characteristics, along with their definitions from ICT4PEM, are listed as follows:
We were also able to identify several ICT strategies as described by ICT4PEM, which bear obvious relevance to the ICT interventions of EMPARK. In accordance with ICT4PEM, the ICT interventions must target one or several PEM characteristics. Subsequently, we allocated the selected ICT interventions of EMPARK to these intervention categories as described below:

- **Feedback**
  - Feedback about symptoms, medication, sleep, and activities on a daily and weekly basis
- **Monitoring**
  - IoT-based home monitoring of disease symptoms, sleep, and medication
  - Self-reporting of physical activities and mealtimes
  - Self-reporting of subjective health-related variables
- **Communication**
  - Providing a visual platform, with disease data used by both clinicians and patients, facilitating mutual communication for co-decision-making.
- **Analysis**
  - Scoring of symptoms
  - Scoring of physical activities
  - Analysis of self-medication
  - Scoring of sleep
  - Correlation analyses

The sessions with patient organization and questionnaires used to evaluate the design confirmed that these ICT strategies would be welcome for the improvement of the 3 empowerment characteristics we want to improve. However, the degree of effect on empowerment requires evaluation studies that specifically target these characteristics after real-life deployment of EMPARK in clinical studies.

**Discussion**

**Principal Findings**

This study presents the latest results from the ongoing system development and evaluation of a novel IoT-based home monitoring system (EMPARK) for people with PD. The EMPARK system represents a unique conceptual approach for both its design and long-term goals. To our knowledge, EMPARK is a unique ICT intervention among people with PD, as it aims to provide patients with feedback about their disease symptoms and disease management. Accordingly, patient empowerment through various means is one of the main goals of the overall research project. The EMPARK system also aims to support the care team through the dynamic visual representation of previously unavailable clinical information and, as a long-term goal, contributes to the academic research.

Primarily, EMPARK is an ICT system that relies largely on IoT tools deployed in the patient’s home environment as a source for input data, complemented by patient-related outcome parameters of disease activities and self-management. The objectively measured parameters include continuous daily measures of time spent in bed, motor functions, and medication (levodopa). The self-reported parameters were the time of meals, physical activities, and health-related quality of life questionnaires. As we published information previously, EMPARK synthetizes these parameters with various level of complexity to achieve daily scores of sleep quality and duration, motor function, medication compliance, meal timing compliance, and physical activities. Daily scoring of these parameters enables an easy-to-comprehend visualization for patients, along with the potential to provide physicians or nurses with detailed data for deeper analysis. We must emphasize that we have not yet achieved the final goal of implementing a functional and full-scale EMPARK ICT infrastructure in daily practice. However, our current and previous findings provide evidence that the main components of the system, such as databases, computing, and visual interfaces, are almost fully developed and evaluated. Our results from the evaluation of the interfaces highlight directions for potential future developments. For instance, the users suggested automated correlation analysis for discoveries of potential causative associations among the different parameters and to use them either as part of the patient feedback or as clinician support.

Multiple lines of evidence suggest that the EMPARK system will be empowering for people with PD. The ICT design of the EMPARK system followed a user-centered design and patient-centric development. This included iterative steps of development and evaluation with respect to both the patient and clinician interfaces. We recently published a novel framework (ICT4PEM) for ICT interventions, with patient empowerment as the main target [37]. Importantly, the lessons learned through patient-centric design and evaluation of EMPARK made an important contribution to our recognition of the urgent need for such a framework. Retrospective analysis of the ICT design through the principles of ICT4PEM clearly indicates that the system will empower patients. The conceptual elements of patient empowerment can be readily identified as the system
targets. Similarly, ICT interventions within the system fit to those ICT intervention strategies described by the ICT4PEM. Reviewing our previous findings from patient interface evaluations indicates a high level of patient acceptance of the technology and its intuitive use for solving real-life problems common in disease self-management. The content and visual design of the patient interface were well appreciated by the evaluators and in agreement with the previously set requirements during the early developmental stage. Notably, patient feedback from the evaluation led to improvements in the functionalities. We could explain over 80% of the observed interuser variabilities in intention to use by the usual determinants, such as sociodemographic and technology-associated factors. Patient interviews were in accordance with these findings, implicating a high potential for improvement in patient satisfaction, disease control, understanding, and self-efficacy. The latter 3 conceptual elements are also important elements of the patient empowerment paradigm [37]. Taken together, the results of the multistep evaluation with the mock-up patient interface provide us with strong confidence to believe that the selected variables for feedback are neither too little nor too much for improving self-management and ensuring targeted improvements in patient empowerment.

The system also sets the support for the care team as a main project goal. In this study, we describe the user-centric development of a clinician interface and the results of its user-centric evaluation using multiple methodologies. The professional management of patients with PD relies largely on periodic snapshot outpatient visits. This renders the care team members to be reliant on patients’ memories of their past symptoms in an attempt to obtain a longitudinal picture of the ongoing disease activities and their self-management. Our findings clearly show that care team members, both the physician and nurse, often regard such information as unreliable because of recall bias and find it insufficient for decision-making. Frequent and high-amplitude fluctuations in PD symptoms further emphasize the need for reliable longitudinal follow-up [7,12]. We believe that the application of IoT tools, such as wrist and bed sensors in the patient’s home, will be a noninvasive way to introduce novel data with clinical relevance in the decision-making process [50]. Importantly, the physicians and nurses who participated in the development or the evaluation of the clinician interface share our thoughts. Evaluating care team members think that the parallel availability of information about self-management and disease symptoms will lead to discoveries about the causative associations among them. In addition, our evaluators regarded it crucial for clinical decision-making, as such discoveries could be the basis of a new way of communication and agreement about care plans between the care team members and the patients. In accordance with the suggestions from our clinical interface evaluators, we plan to use the patient interface as the primary tool for shared decision-making for patients and care team members. We obtained evidence regarding the usability and appropriate visual design of the clinician interface. At the same time, we also observed differences that most probably relate to the differential tasks and background knowledge of the different care team members. Clinician interface, in its current form, seems to favor physicians compared with nurses with respect to comprehension and intuitive use. Nevertheless, the low number of evaluators should be regarded as a limitation as such differences in user experience may also be explained by other factors. We are currently undertaking efforts to expand the number of participants in the clinician interface evaluation to better understand the determining factors of user acceptance.

Research support is also one of the long-term goals of the EMPARK system. We now present clear support for such potential as part of the evaluation of the clinician interface. The evaluators of the clinician interface support our view that the EMPARK infrastructure, with a special focus on the newly defined scores of daily PD-related activities, could serve the purposes of observational or randomized controlled trials in the future. Our findings strongly support the incorporation of the scored parameters developed by the system into clinical trials, which can be justified by their relevance to the clinical decisions, lack of availability via other sources, and the patients’ own judgment about their usefulness. Such trials could help to establish the role of a parameter scoring system in the daily care of patients with PD, either after or partially in parallel with the previously described stages of implementation. In addition, it would also allow the scientific evaluation of a novel care model for patients with PD, with a focus shifted from snapshot controls to longitudinal assessment and mutual care plan implementation.

Limitation and Future Work
There are several limitations with respect to the generalizability of our results, which are not only with regard to the potential user acceptance of a clinician interface in a large-scale trial.

We are aware that the implementation of the EMPARK system is crucial for assessing long-term user acceptance. Evaluators of the clinician interface and professionals with extensive experience in PD care consider the progressive neurological deficits of patients with PD as a potential risk for a diminishing system implication in the home environment over a longer period. Although we agree, we believe this risk is low considering our results that indicate a high level of acceptance and assessed usefulness among patient evaluators. Similarly, a conclusive assessment of patient empowerment and enhanced self-management, which are our main goals, awaits real-life implementation of the EMPARK system.

To address these issues and evaluate strategic goals, we are currently undertaking steps toward the experimental implementation of the EMPARK system in a real-life milieu. Early, limited implementation (ie, single-institute evaluation) can follow the design research principles with the potential of a diminishing system implication in the home environment over a longer period. Although we agree, we believe this risk is low considering our results that indicate a high level of acceptance and assessed usefulness among patient evaluators. Similarly, a conclusive assessment of patient empowerment and enhanced self-management, which are our main goals, awaits real-life implementation of the EMPARK system.

https://formative.jmir.org/2022/6/e31485
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Conclusions
The EMPARK system is a novel IoT-based home monitoring system for providing patients with PD and team members with feedback about disease activities. EMPARK is unique in its primary aim of providing patients with feedback on disease symptoms and self-management, consequently enhancing patient empowerment. We describe the user-centric development and evaluation of the system’s clinical interface and show results indicating its high usability in clinical management and shared decision-making with patients. We also provide extensive evidence of how the EMPARK system infrastructure would empower patients and suggest future application in PD-related research. Our results represent the last phase in development before the implementation of EMPARK in a real-life environment.
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Abstract

Background: Adolescents are disproportionately affected by sexually transmitted infections (STIs), including HIV. Many youths with asymptomatic STI or related symptoms do not seek treatment and may not be screened if accessing the health care system for other reasons.

Objective: We examined intervention completion and changes in the number of new patients, the number of STI or HIV tests, and the sexual risk profile of patients over time to determine the feasibility and acceptability of a peer-driven text messaging strategy to connect youth to STI and HIV services.

Methods: The intervention enlisted consecutive patients at an adolescent medicine clinic to send a text message to 5 peers they believed were sexually active and lived in the clinic’s service area. The intervention was evaluated using an interrupted time-series design in which baseline clinic service levels were documented during a 35-week lead-in period, followed by a 20-week intervention implementation period, and a 16-week period of continued clinic observation. Clinic and patient data were obtained through chart abstraction from intake forms that occurred during the entire study period. Analyses conducted in 2015 used a generalized linear mixed model.

Results: Of the 153 patients approached to participate, 100 agreed to send SMS text messages. Most (n=55, 55%) reported no concerns with sending the text message. No adverse events or negative outcomes were reported. Adolescent STI testing, positive test results, and reported risk behavior increased post intervention, although this was not statistically significant, likely because of the small sample size.

Conclusions: Given low youth uptake of health care services, and STI/HIV screening, in particular, new strategies are needed to address access barriers. Common approaches for reaching youth are resource-intensive and often miss those not connected to school or community programs. The peer-based text messaging strategy showed promise for both increasing the number of youths accessing health services and finding youths engaging in sexual risk behaviors and most in need of sexual health screening and services.

(JMIR Form Res 2022;6(6):e32416) doi:10.2196/32416
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Adolescents are disproportionately affected by sexually transmitted infections (STIs). The World Health Organization estimates that 50% of the 30 million HIV infections worldwide occurred in youths between the ages of 15 and 24 years [1]. In the United States, almost one-quarter of new HIV infections are among youth and only 22% of sexually active youth have tested for HIV [2]. Furthermore, approximately half of all cases of STIs occur in people between the ages of 15 and 24 years [3]. However, many youths have asymptomatic STIs or do not seek services when they do have symptoms [4-6]. Youths who do access the health care system may not be screened for HIV [4,7]. Thus, despite the need for STI and HIV services, adolescents are among the most medically underserved.

Adolescents face barriers to accessing sexual health services, including stigma, low knowledge about STIs and available services, cost, clinic wait times, scheduling conflicts, and embarrassment [8-11]. Further, adolescents are least likely to have access to health care in the United States [12-14]. Hence, there has been a call for innovative solutions to increase adolescent STI/HIV screening [15]. In overcoming barriers to STI/HIV testing and access to health care, a peer-driven model may be particularly effective. Peers have the unique advantage of speaking from their own experiences; they also have credibility in delivering messages, as well as linguistic and cultural familiarity [16] and access to those in their social and sexual networks who are disconnected from the health care system. Peer education and outreach strategies have been successful in increasing the use of health resources in adolescents [17]. Further, SMS text messaging has proven successful in engaging STI/HIV screening among youth [18-20].

A recent systematic review found that text message reminders were most successful in increasing rates of HIV testing compared to other strategies [21]. We designed a peer-based approach that used text messaging to increase STI/HIV screening among adolescents. We report the feasibility and acceptability of this strategy.

## Methods

### Study Design

We used an interrupted time-series design to examine the impact of the text message intervention, deployed in an adolescent medicine clinic serving youth aged 12 to 24 years. Baseline service levels were documented during a 35-week lead-in period (weeks 1-35). This was followed by a 20-week period when patients were asked to send text messages to 5 friends who they believed were sexually active and lived in the clinic’s service area (weeks 36-55). Following the intervention was a 16-week period of continued clinic observation (weeks 56-72). Chart abstraction from intake forms continued during the entire study (weeks 1-72).

### Ethics Approval

The study was approved by the University of California, San Francisco, Institutional Review Board (approval #12-08516).

### Data Collection

Our target was 100 participants to ascertain feasibility and acceptability. Of the 153 patients approached by research staff, 28 (18%) refused, 25 (16%) did not have a mobile phone with them, and 100 (65%) provided informed consent and sent text messages. Participants were told that the goal of the text messages was to encourage their friends to visit the clinic and receive STI screening. Participants were provided a text messaging guide that reviewed considerations for developing messages (eg, let your friend know you care about them). Participants developed their own message. Subsequent to sending the messages, participants were provided US $10 for completing a short posttexting interview. The text message and responses from friends while the participant was still in the clinic were recorded by research staff. Staff recontacted participants 1 week after their clinic visit to ascertain issues with friends following the intervention (n=93).

### Data Analysis

Analyses compared the 35-week “pretexting” data to the 36-week postintervention period. Additional comparisons accounted for seasonal fluctuations in service levels by comparison to the same dates in the preceding year. We examined changes in the number of new patients seen (including patients not seen for at least 12 months), the number of STI tests conducted and positive results, the number of HIV tests conducted and positive results, and the number of at-risk patients seen at the clinic. Patients were characterized as at risk if they reported multiple partners, infrequent condom use, or had an STI at intake. Counts for each outcome were aggregated into average monthly totals, and analyses were performed using a generalized linear mixed model. Outcomes were modeled as overdispersed Poisson distribution variables. For clarity, only the mean of the counts during each time period was provided.

## Results

### Peer Texting

All participants sent the required 5 messages (seeTextbox 1 for examples of messages sent and received), and 18% (n=18) of participants sent more than 5 messages. In the brief posttexting interview, most patients (n=55, 55%) reported no concerns with sending the text message, 18% (n=18) expressed worry about their friends’ response, and 27% (n=27) expressed concern that their friend would not heed their advice (eg, their friend would not call the clinic or would not listen). In the 1-week postmessaging interview, no youth reported adverse events or negative outcomes from sending the message.
Textbox 1. Examples of text messages sent and received by participants.

Example messages sent by participants

- “Hey girl this _________ wen u cum bck frm Texas here at the clinic on [redacted] u shuld stp bi they hav gud classes n program n ull fel lyk home.”
- “Hey. So I’m at the clinic and I’m gonna get tested. You should come get checked too. I’ll come with you if you want. It’s over on [redacted] next to the new WingStop.”
- “Hey I’m at the [redacted] it’s a good idea to get checked out”
- “I just got checked out at the [redacted] and they were really nice they offer free testing and helped me a lot, you should come down too.”

Example messages received from peers

- “I just got check, that shit ain’t nothing to be played with”
- “Lmfao. Nice. Okay well when I get home”
- “Fa sho. What time it ends? I get out @ 4”
- “Bitch what you telling me for? I go to my dr. every 3 months for the free and I damn sho aint got HIV”

Clinic Attendance and STI/HIV Testing

A total of 430 new patients were seen at the clinic during the 72 weeks of data collection, of whom 338 (79%) were female. New patients were 61% (n=262) African American and 17% (n=73) Hispanic, had a mean age of 19.6 (SD 2.6, range 13-25) years, and primarily identified as heterosexual (n=375, 87%). Almost half of the patients reported they had no regular doctor (n=185, 43%) or health care (n=194, 45%).

In a brief posttexting interview with the 100 participants, most patients (n=55, 55%) reported no concerns with sending the text message, 18% (n=18) expressed worry about their friends’ response, and 27% (n=27) expressed a concern that their friend would not heed their advice. In a follow-up interview 1 week after messaging, no youth reported adverse events or negative outcomes from sending the message.

We examined changes in the number of new patients seen, the number of STI tests conducted and positive results, and the number of at-risk patients seen at the clinic. Patients were characterized as at risk if they reported multiple partners, infrequent condom use, or any STI infection. All clinic services outcomes increased during the posttexting period compared to the pretexting period (Table 1), including weekly STI tests (4.11 vs 5.18, \( P = .58 \)), weekly number of youths testing positive for STI (0.60 vs 0.76, \( P = .17 \)), weekly number of youths tested for HIV (0.91 vs 1.35, \( P = .48 \)), and weekly number of patients reporting high-risk sexual behaviors (4.89 vs 5.29, \( P = .55 \)). However, these findings did not achieve statistical significance. In order to account for possible seasonal and period effects, we also examined the means for a subset of the preintervention phase that matched the calendar months covered in the postintervention phase but occurred 1 year earlier. Findings were similar, suggesting that the variation in average patient counts between the pre- and postintervention periods was not due to seasonal variation.

Table 1. Average weekly patient count during the preintervention, intervention, and postintervention phases.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Weekly patient count, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Preintervention (weeks 1-35)</td>
</tr>
<tr>
<td>Total</td>
<td>6.00 (3.25)</td>
</tr>
<tr>
<td>Tested for STIb</td>
<td>4.11 (2.86)</td>
</tr>
<tr>
<td>Positive for STI</td>
<td>0.60 (.081)</td>
</tr>
<tr>
<td>Tested for HIV</td>
<td>0.91 (1.72)</td>
</tr>
<tr>
<td>High sexual riskc</td>
<td>4.89 (2.80)</td>
</tr>
<tr>
<td></td>
<td>Calendar-matched preintervention (weeks 6-23)</td>
</tr>
<tr>
<td>Total</td>
<td>5.50 (2.83)</td>
</tr>
<tr>
<td>Tested for STIb</td>
<td>3.50 (2.50)</td>
</tr>
<tr>
<td>Positive for STI</td>
<td>0.39 (0.61)</td>
</tr>
<tr>
<td>Tested for HIV</td>
<td>0.50 (0.71)</td>
</tr>
<tr>
<td>High sexual riskc</td>
<td>4.28 (2.32)</td>
</tr>
<tr>
<td></td>
<td>Intervention (weeks 36-55)</td>
</tr>
<tr>
<td>Total</td>
<td>5.40 (2.11)</td>
</tr>
<tr>
<td>Tested for STIb</td>
<td>3.95 (2.16)</td>
</tr>
<tr>
<td>Positive for STI</td>
<td>0.60 (0.88)</td>
</tr>
<tr>
<td>Tested for HIV</td>
<td>0.85 (0.88)</td>
</tr>
<tr>
<td>High sexual riskc</td>
<td>4.15 (1.95)</td>
</tr>
<tr>
<td></td>
<td>Postintervention (weeks 56-72)</td>
</tr>
<tr>
<td>Total</td>
<td>6.59 (2.79)</td>
</tr>
<tr>
<td>Tested for STIb</td>
<td>5.18 (2.13)</td>
</tr>
<tr>
<td>Positive for STI</td>
<td>0.76 (0.90)</td>
</tr>
<tr>
<td>Tested for HIV</td>
<td>1.35 (1.69)</td>
</tr>
<tr>
<td>High sexual riskc</td>
<td>5.29 (2.34)</td>
</tr>
</tbody>
</table>

aCount of new patients and re-engaged patients (patients not seen for at least 12 months).
bSTI: sexually transmitted infection.
cSelf-reported as having ≥2 sex partners in the prior 3 months, or self-reported an STI diagnosis in the past year, or tested positive for gonorrhea or chlamydia at the clinic visit, or self-reported not always using a condom when having sexual intercourse.
Discussion

Key Findings
Given the low number of youths accessing health care services and STI/HIV screening, new strategies are needed to address the barriers that exist. We found that text messaging between peers is a feasible and acceptable strategy with potential for increasing STI/HIV testing. We did not provide standard messages; rather, we were interested in whether youth were able to develop their own persuasive messages. Most youths agreed to send a message and did not express concern or experience complaints from peers. One in 5 participants sent more than the required number of messages. The approach appears feasible and acceptable. The simplicity and low-resource requirements of this approach also make it more sustainable and significantly less costly than recent efforts to build smartphone apps, social media campaigns, or other technology-based interventions to increase testing [18].

We were unable to examine if messages were read or to directly ask recipients about their reactions. Given that over 97% of text messages are opened and 90% are read within 3 minutes of their delivery [22], we did record the immediate response from message recipients. There were few negative text responses, and no negative consequences or adverse events reported by participants during the follow-up interviews. This suggests that the intervention may also be acceptable to the recipients of the message.

Limitations
This study was a proof of concept, and, thus, has limitations in interpretation. The study had a small sample size and was conducted at a single adolescent medical clinic. There may have been selection bias where youths who were more comfortable discussing sexual health with their friends may be overrepresented. However, it is likely that a formal implementation of this intervention would also be on an opt-in basis, strengthening the external validity of our pilot.

Conclusions
While this pilot study was not powered to detect significant differences over time, we did find encouraging increases in the number of weekly STI tests conducted, the number of youths testing positive monthly for STIs, the number of youths tested monthly for HIV, and the number of patients reporting sexual risk behaviors. Thus, text messaging may have increased the number of youths accessing services and STI/HIV screening and reached those engaging in risky sexual behavior who are most in need of screening. This is particularly noteworthy given the clinic primarily serves a low-income population of Black and Hispanic adolescents, a population disproportionately impacted by STI and HIV [23].
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Abstract

Background: Digital health applications have been shown to be an accepted means to provide mental health information and advice in various high- and middle-income countries. Started in 2015, ehealth.sr was the first website to offer preventive information, self-tests, and unguided digital self-help for depression, anxiety symptoms, and problematic alcohol use in Suriname, an upper middle-income country in South America.

Objective: This study aimed to assess the general demographics and behavioral patterns of the visitors of ehealth.sr, as well as to evaluate different promotional channels to attract the target audience to the website.

Methods: Data collection for this study took place between August 2015 and December 2020. Conventional promotion channels such as newspaper and radio advertisements as well as social media advertisements were used to attract users to the website. The number of visits and activity on the website was registered using Google analytics and the website’s internal activity log.

Results: On average, about 115 unique visitors accessed the website per month. The average number of visits to the website increased notably when social media advertisement campaigns were conducted (266 per month in 2018) compared to when traditional advertisements campaigns through papers, radio, and television were used (34 per month in 2019). Of the 1908 new visitors, 1418 (74.32\%) were female. On average, visitors accessed 2 (SD 0.3) pages of the website and a session lasted 2.6 (SD 0.9) minutes. The most popular pages for intervention on the website were those for the mood or anxiety screening (731/942, 77.6\%) as opposed to those for alcohol screening (211/942, 22.4\%). People aged <45 years (on average, 2.2 pages per session for 3.2 minutes) made more use of the website than people aged \( \geq 45 \) years (on average, 1.7 pages per session for 2 minutes).

Conclusions: Promotion via social media led to more visitors to the website than newspaper or radio advertisements. Younger age groups and females visited the website more often. The pages on preventive information and brief self-tests were visited more frequently than the self-help modules. In general, user adherence to the website in terms of the average session duration and number of viewed pages per session is low and is a key point of concern for the successful implementation of digital mental health websites.

\[(JMIR Form Res 2022;6(6):e33793)\] doi:10.2196/33793
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Introduction

In recent years, mental health has attracted the attention of digital technology [1] since it has the potential to transform the whole spectrum of mental health care by connecting patients, services, and health data in new ways [2]. Digital health (or eHealth as it is sometimes called) is a wide and varying concept that includes the use of communication technology for digital record keeping, web-based booking systems, web-based repeat prescriptions, and other innovative uses of technology for direct treatment [3]. The World Health Organization (WHO) defines eHealth technologies as the use of information and communication technologies for the evaluation and promotion of health [4].

The application of information and communication technologies to support national health care services is rapidly expanding and has become increasingly important globally [4]. Consequently, donor agencies and foundations invest in many digital health interventions in low- and middle-income countries (LMIC), aiming to provide a way to address major deficiencies in access to safe, effective, and affordable health services [5]. On average, nearly half the global population resides in countries where there is fewer than 1 psychiatrist per 200,000 inhabitants. This reality is reflected primarily in LMIC where, for example, up to 85% of patients with severe mental disorders do not receive treatment for their disorder [6].

The implementation of eHealth promises a number of potential benefits to the health system, including, but not limited to, increased efficiency in health care, improvement in quality, the reduction of the cost of care, and the improvement of health system governance [7]. With these aspects, the provision of health care extends beyond its conventional boundaries. In addition, the impact of eHealth is that it enables personalized mental health care throughout the health system. Furthermore, it makes mental health care available at home, work, and school and focuses on prevention, education, and self-management outside the boundaries of clinics and hospitals [4].

Due to the wide availability of information and communication technologies, LMIC have developed eHealth strategies to prevent and treat mental health disorders and substance use disorders. For instance, HDep (Help for Depression or Ayuda para depresión [ADep] in Spanish) is an open-access and free web-based, psychoeducational, and cognitive-behavioral mental health program created in Mexico with a single goal—to help recognize and prevent depression [8]. HDep has the potential to serve as a useful tool for educating people about depression in order to change negative thinking patterns and be a source of social support [8].

As a low-income country, Bangladesh received special attention in 2013 for its innovative use of eHealth, especially in a mental health setting [9]. A detailed probe of the health system concluded that Bangladesh has made enormous progress and currently has the longest life expectancy and lowest mortality rates of infants and children under 5 years in South Asia, despite spending less on health care than several neighboring countries. Much of this can be attributed to the contribution of a web-based electronic health record and mobile Health innovations [10].

The advent of eHealth could thus be a powerful strategy for the delivery of mental health services, especially in LMIC. In this paper, we focus on web-based mental health care in Suriname, an upper middle-income country. In Suriname, eHealth is made possible through the website [11] designed by Arkin Mental Health Care and the Center for Psychiatry in Suriname (PCS) and hosted by the PCS. Previous studies have found a huge gap in the treatment of mental disorders such as alcohol abuse and depression and anxiety disorders [12,13]. These studies identified a treatment gap in Suriname, a transitional country. This is the main reason why more attention has been given to a digital health intervention to address substance abuse and mental health disorders in Suriname 12,13. Currently, it is difficult for people to find specific websites on the internet and make the distinction in quality between different sites [14]. Targeted advertisement is frequently recommended for those seeking specific information and help [15].

The aim of this study was to assess the general demographics and behavioral patterns of visitors on a mental health website offering psychoeducational information, self-tests, and unguided self-help interventions developed in LMIC. In addition, we also investigated the best way we can attract the target audience to a mental health website for LMIC such as Suriname.

Methods

Setting

Suriname is a middle-income, Caribbean, and South American country with approximately 575,990 inhabitants. Web-based mental health for the Surinamese community is made possible through the eHealth.sr website [11] hosted by the PCS. This website was developed in collaboration with Arkin Mental Health Care in the context of a survey research project on the prevalence and treatment gap for substance use disorders, depression, and anxiety among the population of the Surinamese districts Nickerie and Paramaribo [12,13]. Respondents in this survey project who scored above cutoff points for alcohol abuse, depression, or anxiety were referred to the eHealth.sr website.

eHealth.sr Website

The eHealth.sr website contains modules with psychoeducational information, self-screening tests, and structured self-help for problematic alcohol use, depression, and anxiety. The website is offered in the main language of Suriname, which is Dutch. Most inhabitants of Suriname have at least a basic understanding of Dutch.

Problematic Alcohol Use Modules

The psychoeducational information module on alcohol addresses the short- and long-term risks of drinking, including the risk of
developing alcohol use disorder and what can be done to mitigate these risks.

The self-test module is a questionnaire with feedback and includes a 7-day timeline follow-back to assess alcohol use in the past week, the Alcohol Use Disorder Identification Test, an alcohol-problems screening instrument developed by the WHO [16], and the Readiness to Change Questionnaire–Drinking [17], which is based on the Transtheoretical Model of Change [18].

After completing the questionnaires, the participants will receive automated personalized normative feedback. The self-help module contains a fully automated digital alcohol self-help program, originally developed by Jellinek [19] and not supervised by a professional. This multisession program is based on cognitive behavioral therapy and motivational interviewing (MI) techniques. The original version of this self-help intervention has shown positive results on reductions in alcohol use [20].

In this self-help intervention, various options that enable the person seeking help to determine the advantages and disadvantages of both the use as well as quitting of alcohol are offered. The participant can also set targets for themselves, visit the forum, and keep a diary. The module is an MI-based program and provides help-seeking tips and an overview of the results achieved in the self-help program. The part for problematic alcohol use has a time limit of 6 weeks, and eventually, the program fidelity and its achieved goals are displayed [11]. The module also offers the possibility for users to chat with each other and share their experiences with one another. All users are asked to create an account using their email address and a password before they can use the self-help program.

**Depression and Anxiety Modules**

The psychoeducational information module on depression and anxiety addresses the common symptoms of depression, stress, anxiety, and suicidal tendencies, as well as the prevention and treatment measures that can be taken to mitigate these symptoms.

The self-test module is a questionnaire with feedback and includes the Center for Epidemiologic Studies Depression (CES-D) scale [21] and the General Anxiety Disorder-7 (GAD-7) questionnaire [22]. The CES-D scale is a 20-item measure that rates the frequency of experiencing symptoms associated with depression, such as restless sleep, poor appetite, and feeling lonely, by respondents in the previous week. The GAD-7 questionnaire is a brief self-report scale that is used to identify probable cases of general anxiety disorder. It is reliable and shows good criterion, construct, factorial, and procedural validity [22]. After completing the questionnaires, the participants will receive automated personalized normative feedback.

The self-help module contains a fully automated digital alcohol self-help program based on problem-solving therapy (PST) and MI. It was inspired by the PST-MI Exercises of the Substance Use and Trauma Intervention (eSTRIVE) [23]. The findings of this study suggested that eSTRIVE appeared to be an effective brief intervention among adults presenting to emergency departments in South Africa [23].

Our self-help program offers PST-MI in 4 sessions. The participant will learn to recognize and handle problems as either unimportant or irrelevant, important but not resolvable, or important and resolvable. The goal for them is to regain control of their lives, discover what is important to them, and learn how to conquer problems like nervousness, depression, or anxiety.

**Procedure and Data Collection**

The website [11] was launched on August 1, 2015, prior to the population survey in Nickerie (which was held from August 15-27, 2015). Interest was generated in this period during the informative sessions with the doctors, district commissioners, police officers, and civil servants that helped during the survey.

At various occasions, promotion efforts were made to attract the target audience to the website by handing out eHealth flyers at regional health care centers and through the Facebook page and newspaper advertisements. The 2015-2016 population survey in Nickerie and Paramaribo took place from July 23 to August 17, 2016, during which all respondents were informed and handed a folder about the website [11]. During these months, extra nationwide promotion took place via radio interviews and newspaper advertisements. In August 2018, we created a Facebook page and used Facebook advertisements to attract the target audience to the website. Throughout the whole year in 2019, we advertised the existence of the website once a week in daily newspapers as well as on several occasions on television and radio programs. Accordingly, we used the data obtained in 2016 and 2019 to assess the effects of traditional media and the data obtained around August 2018 to assess the effect of promotion through social media.

Page views and visitors’ behavior were recorded anonymously using Google Analytics. The responses of the participants in the self-test were also recorded anonymously to give them automated normative feedback. “Users” refers to the number of unique visitors to the site, whereas “sessions” refers to the total number of visits to the site, which includes both new and repeat visits [24]. Data in the self-help program were not anonymous, and as no informed consent was sought from the self-help participants, we cannot report the data collected in the self-help programs. To present data on the use patterns of the website modules, we used descriptive statistics.

**Ethical Considerations**

As no data were prospectively collected solely for the purpose of this study and no participants were subjected to research procedures, this study was deemed exempt from medical ethics approval. The website is a result of a larger study that was approved by the Ministry of Health of Suriname (CMWO201504). Due to the anonymity of the persons entering their data on the site, consent was not required. In addition, consent was not obtained to guarantee the anonymity of the participants, thus they were prevented from entering personal data on any occasion.

**Results**

The average number of monthly visits to the eHealth website from 2015 to 2020 were 202 per month in 2015, 94 per month in 2016, 39 per month in 2017, 266 per month in 2018, 34 per
month in 2019, and 59 per month in 2020. On average, about 115 unique visitors accessed the website per month. The value for 2015 represents only 5 months because the program started in August. We saw a relatively high monthly number of visits in 2015 and 2016 and then again in 2018, with a small peak in 2020. The high number of visits of 2015 and 2016 were probably due to the introduction of the website to individuals during the survey. In 2018, there was an active advertisement through the Facebook page of the institute. A systematic review recommended this type of advertising as being extremely successful [25]. The number of visits to the website increased notably when social media advertisement campaigns was conducted (with a peak of 2809 in August 2018) compared to when traditional advertisements campaigns through papers, radio, and television were used (34 per month in 2019). In 2020, COVID-19 limited in-person visits to the clinics because all care was downgraded to emergency cases only.

Table 1 shows the gender distribution of the website visits. More female than male visitors made use of the website—1418 of the 1908 (74%) new visitors were female. Table 2 represents the age distribution of the sessions. We observed that the number of sessions increased with age.

Figure 1 shows the fraction of new sessions compared to the total sessions distributed by age, whereas Figure 2 shows the bounce rate (the percentage of sessions with only 1 page visited). On average, visitors accessed 2 (SD 0.3) pages of the website and a session lasted 2.6 (SD 0.9) minutes. The most popular pages on intervention modules on the website were those for the mood or anxiety screening (731/942, 77.6%) as opposed to those for alcohol screening (211/942, 22.4%). People aged <45 years (on average, 2.2 pages per session for 3.2 minutes) made more use of the website than people aged ≥45 years (on average, 1.7 pages per session for 2 minutes).

Table 3 shows the average time spent on the site. There were 2 peaks: the initial 10 seconds spent at the pages and sessions taking longer than 3 minutes. Thus, the majority of the participants decided within 10 seconds to quit or to continue for longer than 3 minutes.

Table 4 gives an overview of the numbers of participants starting the screening program for alcohol and mood or anxiety disorders and finishing the last page of the module. The number of participants finishing the modules for mood or anxiety disorders was more than those for possible problems with alcohol (odds ratio 2.137, 95% CI 1.583-2.888).

Table 5 presents the number of participants who were invited to enter the intervention for self-help for problem drinkers and mood or anxiety symptoms (eSTRIVE). The follow-up invitation was given 1 month after the initial invitation, while the participants were reminded after 1 week to finish the module. The number of participants of the mood or anxiety symptoms module (n=165) was notably higher than the number of participants of the problem drinking module (n=20). Overall, compared to the number of website visitors, the uptake of the self-help modules was low.

Table 1. Gender distribution of website visits.

<table>
<thead>
<tr>
<th>Gender</th>
<th>New user (n=1908), n (%)</th>
<th>Session (n=2605), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>1418 (74.32)</td>
<td>1951 (74.89)</td>
</tr>
<tr>
<td>Male</td>
<td>490 (25.68)</td>
<td>654 (25.11)</td>
</tr>
</tbody>
</table>

Table 2. Session characteristics by age group distribution.

<table>
<thead>
<tr>
<th>Age group (years)</th>
<th>Number of sessions (N=2528), n (%)</th>
<th>Pages viewed per session, mean (SD)</th>
<th>Average session length (s), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-24</td>
<td>291 (11.51)</td>
<td>2.31 (0.4)</td>
<td>237.24 (92)</td>
</tr>
<tr>
<td>25-34</td>
<td>443 (17.52)</td>
<td>2.18 (0.3)</td>
<td>192.53 (75)</td>
</tr>
<tr>
<td>35-44</td>
<td>337 (13.33)</td>
<td>2.09 (0.3)</td>
<td>140.55 (55)</td>
</tr>
<tr>
<td>45-54</td>
<td>374 (14.79)</td>
<td>1.8 (0.3)</td>
<td>125.03 (49)</td>
</tr>
<tr>
<td>55-64</td>
<td>535 (21.16)</td>
<td>1.89 (0.3)</td>
<td>138.59 (54)</td>
</tr>
<tr>
<td>≥65</td>
<td>548 (21.68)</td>
<td>1.55 (0.2)</td>
<td>93.19 (36)</td>
</tr>
</tbody>
</table>
Figure 1. Rate of new sessions per age group.

Figure 2. Bounce rate per age group.
Table 3. The frequency of average time in seconds spent on the site.

<table>
<thead>
<tr>
<th>Length of session (seconds)</th>
<th>Number of sessions (n=8973), n (%)</th>
<th>Number of pages displayed (n=14,914), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-10</td>
<td>6888 (76.76)</td>
<td>7470 (50.09)</td>
</tr>
<tr>
<td>11-30</td>
<td>385 (4.29)</td>
<td>949 (6.36)</td>
</tr>
<tr>
<td>31-60</td>
<td>272 (3.03)</td>
<td>686 (4.6)</td>
</tr>
<tr>
<td>61-180</td>
<td>311 (3.47)</td>
<td>1017 (6.82)</td>
</tr>
<tr>
<td>181-600</td>
<td>642 (7.15)</td>
<td>2337 (15.67)</td>
</tr>
<tr>
<td>601-1800</td>
<td>421 (4.69)</td>
<td>1998 (13.4)</td>
</tr>
<tr>
<td>&gt;1800</td>
<td>54 (0.6)</td>
<td>457 (3.06)</td>
</tr>
</tbody>
</table>

Table 4. The number of participants starting and finishing the screening program for alcohol and mood or anxiety disorders.

<table>
<thead>
<tr>
<th>Screening</th>
<th>Participants entering the site (n=942), n (%)</th>
<th>Participants finishing the last page (n=521), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol</td>
<td>211 (22.3)</td>
<td>62 (11.9)</td>
</tr>
<tr>
<td>Mood or anxiety</td>
<td>731 (77.6)</td>
<td>459 (88.1)</td>
</tr>
</tbody>
</table>

Table 5. The number of participants invited to enter the intervention for self-help with suspected alcoholism and mood or anxiety disorders (eSTRIVE*).

<table>
<thead>
<tr>
<th>Module</th>
<th>Invited</th>
<th>Reminded</th>
<th>Completed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol self-help</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (n=20), n (%)</td>
<td>20 (100)</td>
<td>18 (90)</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Follow-up (n=20), n (%)</td>
<td>20 (100)</td>
<td>20 (100)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Mood or anxiety disorders (eSTRIVE)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (n=165), n (%)</td>
<td>165 (100)</td>
<td>154 (93.3)</td>
<td>19 (11.5)</td>
</tr>
<tr>
<td>Follow-up (n=159), n (%)</td>
<td>159 (100)</td>
<td>157 (98.7)</td>
<td>7 (4.4)</td>
</tr>
</tbody>
</table>

*eSTRIVE: Exercises of the Substance Use and Trauma Intervention.

Discussion

Principal Findings

This study aimed to describe the general demographics and behavioral patterns of the visitors of an eHealth website provided by the PCS and the impact of the different forms of promotion on this site. We found that younger age groups were more likely to use the site for diagnostic and intervention purposes. There were more female than male visitors to the website. Furthermore, we observed that the eHealth module parts that were less intensive got more visitors than those that were more intensive since the launch in 2015. The number of visitors of the eSTRIVE module for depression were also higher than the module for problematic alcohol use. Another important finding is that whenever there was an active or intensive campaign in person or through social media, the number of visitors increased. Regular advertisement in newspapers and other nondigital media did not result in the same number of visits. Additionally, there was a small peak in 2020, which is probably ascribable to the measures taken with COVID-19, where clinics were closed and only used for emergency cases.

Comparison With Prior Work

The decline of internet use for eHealth with age that we observed is very consistent with findings in high-income countries. A population-based survey from 2005-2007 in several European countries showed that the use of internet modules for general health was highest among people aged 18-25 years (70% to 80%) and declined progressively to under 20% among people aged >65 years [26]. Another survey in 2012 in the United States showed that the odds ratio for someone in the age group of 18-34 years who looked for health information on the internet to self-help was 3.51 (95% CI 1.66-7.44) compared to someone from the age group of >65 years [26]. In contrast to our findings, none of the abovementioned studies found a difference in gender use. However, a more recent Spanish study found that women used the modules more than men [27]. In accordance with our findings, the Spanish study also found that the modules for mood disorders were highest in use among the other modules [27].

Comparable studies in LMIC are not available. To our knowledge, this study is the first one analyzing these data in LMIC. The study shows that with proper advertisement it is possible to apply eHealth modules for mental disorders in LMIC. This is favorable since recent surveys have shown a significantly high treatment gap for alcohol abuse disorders [12] and depression and anxiety [13]. The program fully adheres to the WHO Mental Health Gap Action Program. First, it stimulates the potential patients to look for help. Second, it brings the patients closer to the availability of mental health professionals, and in this way also calls for the commitment of these professionals as stated in the goals of the WHO program.
Finally, we found that personal promotion and advertisements through social media resulted in the largest increase of visitors to the website. Traditional promotion through advertisements in the local newspapers and conventional media like radio and television did not contribute to a higher number of visits to the site. In general, peers and facilitators may increase the success rate of remote health programs [28], and this can be applied to promotion through social media [25].

Limitations
A limitation of the program is that the promotion was initially only in 2 regions of the country, which could bias the number of visits to the website. However, more than 75% of the population resides in the capital, which minimizes the amount of expected bias. Another limitation is that the module is offered only in Dutch, thereby excluding those who do not use the language. Furthermore, the requirement of decent internet to complete the survey and then enter a possible treatment module limits the availability for the entire population. Due to the anonymous nature of the website, we were unable to assess the real-world impact of these limitations.
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Conclusion
In summary, we found that younger age groups and females visited the website more often. Furthermore, there was a success rate of at least 25% for both the alcohol abuse and depression or anxiety modules. Finally, we found that advertising through Facebook had the best effect on the use of these modules. We recommend that the use of an eHealth mental health intervention module is feasible to bridge part of the treatment gap in LMIC such as Suriname, if it is promoted adequately. Furthermore, to increase the use of the facility, it would be necessary to promote this kind of intervention among the older adults and men. We also recommend that the best way for promotion is through the personal involvement of doctors, nurses, and students. Advertisement through social media seems to work the best in these settings. Since the use of smartphones nowadays is more acceptable and widespread than desktop and laptop devices, it is recommended that future research develop a user-friendly app for smartphones.
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Abstract

Background: Patients admitted to general wards are inherently at risk of deterioration. Thus, tools that can provide early detection of deterioration may be lifesaving. Frequent remote patient monitoring (RPM) has the potential to allow such early detection, leading to a timely intervention by health care providers.

Objective: This study aimed to assess the potential of a novel wearable RPM device to provide timely alerts in patients at high risk for deterioration.

Methods: This prospective observational study was conducted in two general wards of a large tertiary medical center. Patients determined to be at high risk to deteriorate upon admission and assigned to a telemetry bed were included. On top of the standard monitoring equipment, a wearable monitor was attached to each patient, and monitoring was conducted in parallel. The data gathered by the wearable monitors were analyzed retrospectively, with the medical staff being blinded to them in real time. Several early warning scores of the risk for deterioration were used, all calculated from frequent data collected by the wearable RPM device: these included (1) the National Early Warning Score (NEWS), (2) Airway, Breathing, Circulation, Neurology, and Other (ABCNO) score, and (3) deterioration criteria defined by the clinical team as a “wish list” score. In all three systems, the risk scores were calculated every 5 minutes using the data frequently collected by the wearable RPM device. Data generated by the early warning scores were compared with those obtained from the clinical records of actual deterioration among these patients.

Results: In total, 410 patients were recruited and 217 were included in the final analysis. The median age was 71 (IQR 62-78) years and 130 (59.9%) of them were male. Actual clinical deterioration occurred in 24 patients. The NEWS indicated high alert in 16 of these 24 (67%) patients, preceding actual clinical deterioration by 29 hours on average. The ABCNO score indicated high alert in 18 (75%) of these patients, preceding actual clinical deterioration by 38 hours on average. Early warning based on wish list scoring criteria was observed for all 24 patients 40 hours on average before clinical deterioration was detected by the medical staff. Importantly, early warning based on the wish list scoring criteria was also observed among all other patients who did not deteriorate.

Conclusions: Frequent remote patient monitoring has the potential for early detection of a high risk to deteriorate among hospitalized patients, using both grouped signal-based scores and algorithm-based prediction. In this study, we show the ability to formulate scores for early warning by using RPM. Nevertheless, early warning scores compiled on the basis of these data failed to deliver reasonable specificity. Further efforts should be directed at improving the specificity and sensitivity of such tools.

Trial Registration: ClinicalTrials.gov NCT04220359; https://clinicaltrials.gov/ct2/show/NCT04220359
remote patient monitoring; noninvasive monitoring; general ward; early warning score system; patient deterioration; clinical prediction; wearable devices; uHealth

Introduction

Validated tools for the early identification of high risk for clinical deterioration in hospitalized patients, or early warning score (EWS) systems, would be of high medical value in clinical practice. A large meta-analysis of previous studies tried to evaluate the effectiveness of rapid response teams for the reduction of in-hospital death in such circumstances [1]. The analysis failed to reach firm conclusions owing to the low quality of design and subsequent outcomes of such studies. One potential cause could be the fact that in different clinical scenarios (eg, general wards vs surgical departments) the clinical circumstances, the classifications used to define the clinical deterioration, and the competencies of the clinical staff are heterogenous [2,3]. Therefore, ideally, early detection technologies and applied prediction algorithms should be tailored for specific patient populations and clinical scenarios.

A common method, used worldwide in general-internal medicine departments, for the early identification of deterioration is placing the patient in a telemetry bed. A retrospective analysis of the effectiveness and potential abuse of this method found that when analyzed retrospectively, only one-quarter of telemetry days during hospitalization were deemed appropriate [4]. Moreover, they described that eliminating unnecessary telemetry days would result in significant cost saving. Interestingly, they did not find any cases of deterioration among patients who were not connected to telemetry devices. This shows that the medical staff was highly professional yet too sensitive, having admitted patients to the telemetry bed frequently.

Possible ways to generate an early risk identification flag is to rely on automatically grouped physiological signals incorporated into different scoring systems, or using artificial intelligence (AI)-based computerized algorithms, rather than counting on follow-up observations by professional staff members. For example, a multicenter retrospective analysis of electronic health records’ data from all patients admitted to 5 US hospitals during the years 2008-2013 showed that prediction of the composite outcome of in-hospital cardiac arrest, the need for intensive care unit (ICU) transfer, and death within 24 hours of observation were higher when conducted using a computerized score [5]. This was also found in the setting of the high-acuity area of an emergency department [6]. Nevertheless, training and competency of professional staff members are key components in every program intended to assimilate computerized predictive tools in hospital departments [7].

Unlike the standard spot-check vital sign measurements that are conducted over a short period and could miss changes in parameters, frequent and automated vital sign collection for longer periods using remote patient monitoring (RPM) platforms with data transmission into algorithm-based computerized systems will potentially be better equipped to detect early changes and alerts of various risks [8-11]. It is also accepted that such systems would be of benefit if they are simple and easy to use, frequently measure multiple vital signs, incorporated into the workflow of the health care providers, improve patient outcomes, and would be of help to the medical staff in addition to other measures to improve patient surveillance [11-14]. We expect monitoring systems and early warning scores to be sensitive and specific. The currently used EWS systems, which are collected infrequently by the medical teams, are known to have a relatively high sensitivity and low specificity [15].

This study aimed to assess whether frequent RPM has the potential for early detection of the risk to deteriorate, using grouped signal-based scores, compared to clinical detection of deterioration by the medical staff.

Methods

Study Design and Overview

This prospective observational clinical study with retrospective analysis of the data was conducted in 2 general wards of a large tertiary medical center. Patients determined to be at high risk to deteriorate upon admission and assigned to a telemetry bed were included, after signing an informed consent form. On top of the standard telemetry overhead monitoring devices used in the general ward (Mindray; e PM 10M), a wireless, wearable monitor was attached to the chest of each patient, and monitoring was conducted in parallel. Multimedia Appendix 1 shows a CONSORT (Consolidated Standards of Reporting Trials) flowchart of the study.

Medical treatment was provided on the basis of standard monitoring system only, as the data gathered by the wearable monitor were analyzed retrospectively, with the medical staff being blinded to it in real time. The physiological data from the wearable monitors were collected automatically every 5 minutes during the first 72 hours from admission, with no personally identifiable information besides serial numbers of the devices. Inclusion criteria were adults (aged >18 years) transferred from the emergency department and admitted to the general wards, who were determined to be at an increased risk for clinical and physiological deterioration during the first 72 hours from admission by the attending physicians (eg, patients who were hemodynamically or respiratory unstable in the emergency department, patients suspected of arrhythmia or acute coronary syndrome, and those suspected with infection and signs of sepsis). Exclusion criteria were lack of informed consent, physicians’ assessment that patients will not stay in the general ward for the entirety of the first 72 hours, and technical inability to attach the chest monitor to the patients. Furthermore, patients already defined as necessitating lifesaving procedures were not included in the study.
Study Setting
Designated communication routers were deployed and installed in the departments to ensure continuous monitoring, data transmission, and automatic data collection of all measurements. Data were transferred through Bluetooth from the devices to the routers and through Wi-Fi from the routers to a data cloud. Data gathered during the first 72 hours post admission, including physiological parameters measured by the wearable monitors and clinical data and vital sign data collected using the standard-of-care devices and documented in the electronic medical record system, were retrospectively analyzed at the end of the collection phase.

Early Warning of the Risk for Deterioration
Several EWSs of the risk for deterioration were used. These included (1) the National Early Warning Score (NEWS, described in Multimedia Appendix 2) [16-19]; (2) Airway, Breathing, Circulation, Neurology, and Other (ABCNO) score (described in Multimedia Appendix 3) [20]; and (3) deterioration criteria defined by the clinical team as what they expect to have from a device providing continuous monitoring (a “wish list” score, described in Multimedia Appendix 4). In all three scoring systems, the risk scores were calculated every 5 minutes using the frequent data collected by the wearable devices. Data generated by these early warning scores were compared with those obtained from the clinical records of actual deterioration among these patients. Actual clinical deterioration of patients was defined by the medical staff as (1) needing cardiopulmonary resuscitation, (2) needing to be transferred to the ICU, (3) dead or dying, or (4) deteriorating as defined by the ABCNO criteria, relying on measurements from currently used devices in the wards and without using data derived from the wearable monitors.

The Wearable Monitoring Platform
Frequent monitoring was achieved using a wireless, noninvasive, wearable reflective photoplethysmography-based sensor (BB-613WP, Biobeat Technologies Ltd). The data were automatically transmitted immediately upon capture to a cloud-based web platform repository. Patients’ values recorded every 5 minutes included 13 physiological parameters, including heart rate, blood oxygen saturation, respiratory rate, cuffless blood pressure, stroke volume, cardiac output, cardiac index, systemic vascular resistance, heart rate variability, pulse pressure, mean arterial pressure, temperature, and single-channel electrocardiograms [21-25].

Statistical and Data Analysis
We compared various EWS systems using the data collected via the continuous wearable monitoring system, with the exact time as recorded in the electronic medical record, where patients deteriorated, as detected by the medical teams.

Baseline physical parameters were calculated by averaging the first 12 measurements. Continuous data are expressed as mean (SD) values if normally distributed or median (IQR) values if skewed. Categorical variables are presented as frequency (%) values. Between-group comparisons of numerical variables were carried out using an independent samples t test, followed by the Levene test for equality of variances. Chi-square and the Fisher exact test were used for between-group comparisons of categorical parameters. Early warning based on NEWS was defined as the initial time point in which the score was above 5. Early warning based on the ABCNO score and the local medical staff deterioration (“wish list”) criteria was defined as being detected when two consecutive measurements were above or below the defined thresholds (see Multimedia Appendices 3 and 4). Patients were included in the final analysis if more than 200 sessions of measurements (each session includes 13 physiological parameters and an EWS score) were carried out per patient, which was considered the minimal volume of data to analyze deterioration during the monitoring period. We did not treat any missing data; once patients had more than 200 measurement sessions, they were considered eligible for inclusion and further analysis.

The actual clinical deterioration events detected by the medical teams on site were collected, and the sensitivity and specificity of early warning by the wearable monitoring platform based on the 3 approaches—NEWS, ABCNO score, and “wish list” criteria of changes in parameters—were assessed post hoc, relying on the combination of the documented events in the electronic medical records of the patients and the physiological data collected by the wearable monitoring system. The investigators who made these post hoc assessments were blinded to the clinical outcomes of participating patients. Another element assessed was the warning time defined as the difference (in hours) from the early detection by any of these approaches to the actual clinical detection of deterioration as documented by the medical staff. All descriptive statistical analyses were performed using SPSS (version 25; IBM Corp).

Within the context of this study, readings regarded as “spurious readings” (basic definitions of either bad signals or signals defined as out of the sensor’s measurement range) were automatically removed by the monitoring platform's algorithm and not included in the analysis. Thus, all collected measurements were regarded as valid. The next step was to aggregate the 15-minute data (using all data points) into hourly measurement aggregates using Python's data analysis library [26] and to match the data with the clinical data for each subject, considering also their demographic characteristics and their medical history.

Ethics Approval
This study was approved by the institutional review board of the Sheba Medical Center, Israel (MOH_2020-07-12_009133).

Results
A total of 410 patients, fulfilling the preliminary definition by the attending physicians as being at a high risk to deteriorate during the first 72 hours after admission, were initially recruited. The median patient age was 71 (IQR 62-78) years. Of the recruited 410 patients, 217 had undergone more than 200 measurement sessions using the wearable monitors during their hospitalization (average monitoring time 48 hours, range 25-131 hours) and thus were included in the final analysis. In total, 13 parameters were collected within each measurement session, resulting in approximately 3700 measurements per day per for
each of the 217 patients included in the final analysis. When considering at least 2 days of the monitoring period, the number of data points collected during the study crossed 2,000,000 altogether. Of the 217 patients, 130 (59.9%) were male. Demographic details of the participants (upon admission) are provided in Table 1.

Baseline measurements were not significantly different between patients who deteriorated and those who did not. Actual clinical deterioration was detected by the medical staff in 24 of the 217 (11.1%) patients (Table 2).

When analyzing the frequent data collected by the wearable monitors, the NEWS method provided an early warning in 16 of the 24 (67%) patients who deteriorated at 29 hours on average before actual deterioration was detected by the medical staff (an example from one patient is shown in Figure 1). The ABCNO criteria were met in 18 of the 24 (75%) patients at 38 hours on average before actual deterioration was detected by the medical staff. Early warning based on the “wish list” criteria was detected in all 24 patients at 40 hours on average before it was detected by the medical staff.

In total, 193 patients did not experience clinical deterioration during the index hospitalization. However, NEWS provided early warning alerts in 150 of the 193 (77.7%) patients, ABCNO criteria were met in 162 of the 193 (83.9%) patients, and when following the “wish list” criteria, all 193 patients who did not deteriorate had early warning alerts.

When measuring the sensitivity and specificity of the methods applied, NEWS revealed a sensitivity of 67% and specificity of 22%; ABCNO score, 75% and 16%; and the “wish list” criteria, 100% and 0%, respectively (Table 3).
**Table 1.** Demographic data of study participants with >200 measurements upon admission (N=217).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>No deterioration (n=193)</th>
<th>Deteriorated (n=24)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>70.3 (15.2)</td>
<td>71.8 (13.1)</td>
<td>.65</td>
</tr>
<tr>
<td>Sex (male/female), n/n</td>
<td>115/79</td>
<td>16/8</td>
<td>.52</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>27.1 (5.4)</td>
<td>24.8 (6.2)</td>
<td>.05</td>
</tr>
<tr>
<td>Ethnicity, n</td>
<td></td>
<td></td>
<td>.82</td>
</tr>
<tr>
<td>Ashkenazy</td>
<td>83</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Sephardi</td>
<td>104</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Arabic</td>
<td>6</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Blood oxygen saturation (%), mean (SD)</td>
<td>92.9 (10.9)</td>
<td>95.5 (2.2)</td>
<td>.30</td>
</tr>
<tr>
<td>Respiratory rate (breaths/min), mean (SD)</td>
<td>17.7 (3.5)</td>
<td>17.2 (2.2)</td>
<td>.50</td>
</tr>
<tr>
<td>Temperature (°C), mean (SD)</td>
<td>37.3 (0.6)</td>
<td>37.2 (0.6)</td>
<td>.31</td>
</tr>
<tr>
<td>Heart rate (beats/min), mean (SD)</td>
<td>80.9 (17.7)</td>
<td>79.9 (17.4)</td>
<td>.80</td>
</tr>
<tr>
<td>Systolic blood pressure (mm Hg), mean (SD)</td>
<td>129.3 (24.4)</td>
<td>131.0 (25.1)</td>
<td>.75</td>
</tr>
<tr>
<td>Diastolic blood pressure (mm Hg), mean (SD)</td>
<td>68.7 (14.0)</td>
<td>72.2 (14.3)</td>
<td>.24</td>
</tr>
<tr>
<td>Pulse pressure (mm Hg), mean (SD)</td>
<td>60.6 (20.9)</td>
<td>58.8 (24.3)</td>
<td>.69</td>
</tr>
<tr>
<td>Mean arterial pressure (mm Hg), mean (SD)</td>
<td>88.9 (15.2)</td>
<td>91.8 (14.7)</td>
<td>.37</td>
</tr>
<tr>
<td>Stroke volume (mL), mean (SD)</td>
<td>72.0 (13.6)</td>
<td>74.7 (17.0)</td>
<td>.37</td>
</tr>
<tr>
<td>Cardiac output (L/min), mean (SD)</td>
<td>5.7 (0.9)</td>
<td>5.8 (0.9)</td>
<td>.39</td>
</tr>
<tr>
<td>Cardiac index (L/min/m²), mean (SD)</td>
<td>3.1 (0.6)</td>
<td>3.1 (0.9)</td>
<td>.49</td>
</tr>
<tr>
<td>Systemic vascular resistance (dynes•s/cm⁵), mean (SD)</td>
<td>1283.0 (256.1)</td>
<td>1305.3 (319.9)</td>
<td>.70</td>
</tr>
<tr>
<td><strong>Background diagnosis, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ischemic heart disease</td>
<td>61 (31.6)</td>
<td>11 (46)</td>
<td>.17</td>
</tr>
<tr>
<td>Hypertension</td>
<td>119 (73)</td>
<td>17 (71)</td>
<td>.50</td>
</tr>
<tr>
<td>Congestive heart failure</td>
<td>21 (10.9)</td>
<td>4 (17)</td>
<td>.49</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>77 (39.9)</td>
<td>9 (38)</td>
<td>.99</td>
</tr>
<tr>
<td>Obesity</td>
<td>21 (10.9)</td>
<td>0 (0)</td>
<td>.14</td>
</tr>
<tr>
<td>Valve disease</td>
<td>15 (7.8)</td>
<td>2 (8)</td>
<td>.99</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>38 (19.7)</td>
<td>2 (8)</td>
<td>.26</td>
</tr>
<tr>
<td>Asthma</td>
<td>12 (6.2)</td>
<td>2 (8)</td>
<td>.66</td>
</tr>
<tr>
<td>Cerebrovascular accident</td>
<td>26 (13.5)</td>
<td>3 (13)</td>
<td>.99</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>48 (24.9)</td>
<td>6 (25)</td>
<td>.99</td>
</tr>
<tr>
<td>Epilepsy</td>
<td>2 (1.0)</td>
<td>0 (0)</td>
<td>.99</td>
</tr>
<tr>
<td>Previous surgery</td>
<td>107 (55.4)</td>
<td>12 (50)</td>
<td>.67</td>
</tr>
<tr>
<td>Arrhythmia</td>
<td>60 (31.1)</td>
<td>8 (33)</td>
<td>.82</td>
</tr>
<tr>
<td>Anemia</td>
<td>27 (14.0)</td>
<td>3 (13)</td>
<td>.99</td>
</tr>
<tr>
<td>Active malignancy</td>
<td>40 (20.7)</td>
<td>6 (25)</td>
<td>.60</td>
</tr>
<tr>
<td>Past malignancy</td>
<td>11 (5.7)</td>
<td>3 (13)</td>
<td>.76</td>
</tr>
<tr>
<td>Thyroid</td>
<td>27 (14.0)</td>
<td>4 (17)</td>
<td>.19</td>
</tr>
<tr>
<td>Pacemaker</td>
<td>13 (6.7)</td>
<td>1 (4)</td>
<td>.99</td>
</tr>
<tr>
<td>Depression</td>
<td>8 (4.1)</td>
<td>0 (0)</td>
<td>.60</td>
</tr>
<tr>
<td>Bronchiectasis or cystic fibrosis</td>
<td>2 (1.0)</td>
<td>2 (8)</td>
<td>.99</td>
</tr>
</tbody>
</table>
Table 2. Comparison of different tools for early detection of patient deterioration (relating to first-time alerts only).

<table>
<thead>
<tr>
<th>Tools</th>
<th>Patients in whom an early risk alert was generated by the scoring system, n (%)</th>
<th>Time of detection prior to actual clinical deterioration (hours), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>National Early Warning Score</td>
<td>150 (77.7)</td>
<td>29</td>
</tr>
<tr>
<td>Airway, Breathing, Circulation, Neurology, and Other score(^a)</td>
<td>162 (83.9)</td>
<td>38</td>
</tr>
<tr>
<td>The clinical definition of deterioration by local medical staff (“wish list”)</td>
<td>193 (100)</td>
<td>40</td>
</tr>
</tbody>
</table>

\(^a\) A locally implemented version of the Airway, Breathing, Circulation, Disability, Exposure criteria for identification of patients' deterioration, as described in Multimedia Appendix 3.

Figure 1. Trends of continuous data gathered by the monitoring platform. Sample of the monitoring data from a single patient, showing systolic blood pressure (mm Hg), heart rate (beats/min), respiratory rate (breaths/min), blood oxygen saturation (%), and markings of warnings and prediction. The black line indicates the time of actual clinical detection of deterioration by the medical staff. Red lines indicate times at which high-risk warnings were provided by the platform using the National Early Warning Score.

Table 3. Comparison of the sensitivity and specificity of different tools of early detection of deterioration in patients with >200 measurements (N=217).

<table>
<thead>
<tr>
<th>Tools</th>
<th>Sensitivity, %</th>
<th>Specificity, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>National Early Warning Score</td>
<td>67</td>
<td>22</td>
</tr>
<tr>
<td>Airway, Breathing, Circulation, Neurology, and Other score(^a)</td>
<td>75</td>
<td>16</td>
</tr>
<tr>
<td>The clinical definition of deterioration by local medical staff (“wish list”)</td>
<td>100</td>
<td>0</td>
</tr>
</tbody>
</table>

\(^a\) A locally implemented version of the Airway, Breathing, Circulation, Disability, Exposure criteria for identification of patients' deterioration, as described in Multimedia Appendix 3.
**Discussion**

**Principal Findings**

In this study, we have assessed an automated frequent RPM platform with several integrated EWS systems. Alerts were provided many hours before patients have clinically deteriorated; however, similar alerts were also provided for patients who did not deteriorate, questioning the suitability of these EWS systems when frequent monitoring is available. EWS systems are used by health care providers to identify the early signs of clinical deterioration and initiate prompt intervention and management, including nursing staff attention, notifying the clinicians, or activating a rapid response team [27]. A numeric value is assigned to several physiologic parameters, and a composite score is derived and used to identify a patient at risk of deterioration. Most are based on an aggregate weighted system in which the elements are assigned different points for the degree of physiological abnormalities, such as those presented in Multimedia Appendices 2-4. Previous observational studies have suggested that patients often show signs of clinical deterioration up to 24 hours before a serious medical event necessitating an intervention [28]. Delays in care or insufficient treatment of patients on general hospital wards may result in increased admissions to the ICU, cardiac arrest, increased length of hospital stay, or death [28]. The purpose of the EWS scores is to ensure timely and appropriate management of deteriorating patients in general hospital wards. Moreover, for the complex patient population admitted in the general ward and the medical staff treating them, an early warning could be the difference between prevention and late response to decompensation. We also show that when using current early warning systems in a frequent measurement mode, the sensitivity is high, yet the specificity is low, potentially leading to provider fatigue in real-world settings. This is further emphasized when using the “wish list” definitions provided by the medical staff, which has led to an early warning in all 217 patients included in the final analysis, including the 193 patients who had no actual clinical deterioration. This clearly shows that the “wish list” criteria cannot be used for early warning. Previous studies have also shown the relatively high sensitivity of EWS systems; yet, among all patients, the specificity was low [29]. Moreover, in many cases, they provide too many alerts leading to alert fatigue [30].

These results might lead to claims suggesting that clinical judgment is more effective than any EWS system, highlighting the importance of holistic patient care and good clinical judgment. However, it seems that by further improving these EWS systems, sensitivity could be kept high, while specificity would be higher. This was not achieved yet, but preliminary data from various studies implementing big data analysis of multiple physiologic parameters collected automatically and frequently already show promise in early detection of clinically significant changes, and this could eventually result in the desired combination for future EWSs [24,31].

**Limitations**

Though a limitation of this study is that the health care providers were not using the RPM system in real time and did not react to the warnings it provided, it is expected that in a real-world scenario, once an early warning is provided, the medical staff will intervene and provide the relevant medical support, thus changing the clinical course of the patients from that moment. Importantly, we do not know whether the alerts provided by the different early warning tools resolved spontaneously or whether patients received medical treatment coincidentally at the same time, leading to patient improvement and the resolution of the alert.

At a more practical level, we show that using an RPM system with frequent measurements is feasible in the acute care setting within the general ward. Though 410 patients were recruited, continuous monitoring was achieved properly in only 217 patients (more than 200 measurement sessions) owing to mis-attachment of the wearable monitoring devices. We assume that the reason for that was the blinding of the medical staff from access to the real-time data. Though upon attaching the monitoring devices, the research team ensured that the sensors were well attached and transmitted the data properly, from that moment on, there was no real-time and continuous indication on the quality of the signal. We did see substantial improvement with time, showing that a positive learning curve was rapidly reached and that the devices are simple to use. Moreover, in a real-time scenario, where the medical staff will rely on such a wearable monitoring system, they will immediately receive a notification of an improper signal and will reattach the sensor.

In terms of efficiency, once connected, the data were seamlessly and automatically transferred into the data collection repository, and, in parallel, could have been presented on the monitoring screens of the department. This part was not available to the medical staff as they were blinded to real-time monitoring data. EWS compliance is often found to be poor for several reasons, including misinterpretation or incorrect calculation of the scores and poor communications [32]. However, this becomes irrelevant when using an automatically generated and transmitted EWS score.

Further development and future studies are needed to provide an advanced EWS tool that would have higher sensitivity and specificity, making it a better-suited tool in real-world settings, focusing on presymptomatic warnings of potential patient deterioration, to be used as a preventive measure and as a medical decision support tool in both the outpatient and in-hospital settings. The combination of frequently collected multiple physiological parameters, an advanced algorithm, and timely alerts could potentially provide medical staff peace of mind, knowing that they are called only when there is an imminent threat of clinical importance. Moreover, improved prediction of deterioration would have vast positive outcomes when considering the low availability of telemetry beds in hospitals.

Another limitation of the study is that we did not have continuous measurements for all patients during the whole monitoring period. Nonetheless, the data set is much larger than what usually is collected within the general wards, and it still provides important insights. This should be further optimized in future studies on this subject.

https://formative.jmir.org/2022/6/e36066
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Conclusions
To conclude, frequent RPM allows for early detection of physiological changes with potential clinical significance. The integration of an EWS system may provide another layer of clinical awareness, serving as an important decision support tool for early medical intervention. Current scoring systems have high sensitivity but low specificity and warrant further development when combined with frequent multiparameter monitoring. The frequency of measurements alone, though providing a better understanding of trajectories of various vital signs, is not enough to provide an improved EWS score, and in practice, this might be translated into a high rate of alarms, complicating its hospital implementation.

Future systems, which would rely on frequent collection and calculation of the EWS score, could provide better sensitivity and specificity and should be better adjusted to provide tailored scores for the prevention of different medical conditions.
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Abstract

Background: The prevalence of abuse, diversion, and web-based endorsement of tapentadol (extended-release [ER], immediate-release [IR]) has been characterized as low compared with other prescription opioids. Little is known about individual experience with tapentadol nonmedical use (NMU).

Objective: This study aims to pilot web-based survey technologies to investigate the motivation for tapentadol NMU, sources of procurement, routes of administration, tampering methods, doses used, and impressions of tapentadol products (Nucynta and Nucynta ER).

Methods: Recruitment flyers and banner advertisements were placed on the Bluelight website [DragonByte Technologies Ltd] with a link to a web-based survey (Qualtrics) designed to query about individuals’ lifetime tapentadol NMU. This web-based survey was followed by an interactive web-based chat (Cryptocat) with respondents who were willing to be contacted. Respondents were queried about sources for obtaining tapentadol, motives for use, routes of administration, tampering methods, drugs used in combination, tablet strengths and dosages, and reasons for continued or discontinued use. Desirability and attractiveness for NMU was rated.

Results: Web-based recruitment successfully attracted difficult-to-find study participants. A total of 78 participants reported that tapentadol was obtained from friends and family (ER 11/30, 37%; IR 18/67, 27%), the internet (ER 11/30, 37%; IR 12/67, 18%) or participants’ own prescriptions from a doctor (ER 9/30, 30%; IR 17/67, 25%). It was used nonmedically for pain relief (ER 18/30, 60%; IR 33/67, 49%) and multiple psychotropic effects, including relaxation (ER 13/30, 43%; IR 29/67, 43%), reduction in depression or anxiety (ER 7/30, 23%; IR 30/67, 45%), or getting high (ER 12/30, 40%; IR 33/67, 49%). Tapentadol was primarily swallowed (ER 22/30, 73%; IR 55/67, 82%), although snorting (ER 2/30, 7%; IR 8/67, 12%) and injection (ER 2/30, 7%; IR 5/67, 8%) were also reported. The preferred dose for NMU was 100 mg (both ER and IR). The participants reported tapentadol use with benzodiazepines (ER 12/21, 57%; IR 28/47, 60%). Most participants had discontinued tapentadol NMU at the time of survey completion (ER 22/30, 73%; IR 55/67, 82%). Reasons for discontinued ER NMU included side effects (10/22, 46%) and lack of effective treatment (10/22, 46%). Reasons for discontinued IR NMU included lack of access (26/55, 47%) and better NMU options (IR 21/55, 38%). Few individuals were willing to divulge identifying information about themselves for the interactive chat (8/78, 10%), demonstrating the strength of anonymous, web-based surveys. Interactive chat supported the survey findings. A subgroup of participants (4/78, 5%) reported hallucinogenic side effects with high doses.

Conclusions: Web-based surveys can successfully recruit individuals who report drug NMU and those who are difficult to find. Tapentadol NMU appears to occur primarily for pain relief and for its psychotropic effects. Although it was liked by some, tapentadol did not receive a robust pattern of endorsement for NMU.

(JMIR Form Res 2022;6(6):e16996) doi:10.2196/16996
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Introduction

Background
The Controlled Substances Act of the United States regulates the use of drugs by placing them into 1 of 5 descending schedules ranging from schedule I (substances with high potential for abuse or dependence and no accepted medical use in the United States) to schedule V (low potential for abuse or dependence and an accepted medical use in the United States). Tapentadol is a centrally acting, atypical analgesic with a novel mechanism of action that is a combination of μ-opioid agonist activity and norepinephrine reuptake inhibition used to treat moderate to severe acute and chronic pain [1-3]. It was placed in schedule II by the Drug Enforcement Agency because it was determined to have a high potential for abuse, an accepted medical use in treatment in the United States, and the possibility of leading to severe psychological or physical dependence [4]. Tapentadol immediate-release (IR; Nucynta) was approved by the United States Food and Drug Administration in December 2008 and the extended-release (ER) formulation (Nucynta ER) in August 2011 [5]. The abuse liability of tapentadol has been of interest since its release, in part because of its proposed mechanism of action and in part because of its initial identification as a schedule II opioid.

Thus far, the prevalence of tapentadol abuse and diversion (both ER and IR) has been characterized as low compared with other prescription opioid compounds, particularly when considered at the population level [6-8]. For instance, from the fourth quarter of 2011 to the second quarter of 2016, tapentadol had an event rate of 0.015 for intentional abuse, an event rate of 0.029 for diversion, and an event rate of 0.245 for past 30-day use to get high. Comparator opioid active pharmaceutical ingredients (hydrocodone, hydromorphone, morphine, oxycodone, oxymorphone, and tramadol) were reported as being intentionally abused from 7.41 (oxymorphone) to 84.32 (oxycodone) times the rate of tapentadol intentional abuse, diverted from 23.172 (oxymorphone) to 316.862 (oxycodone) times the rate of tapentadol diversion and used for getting high in the last 30 days from 3.48 (tramadol) to 52.97 (oxycodone) times the rate of tapentadol [9]. Tapentadol is associated with the fewest serious adverse events among comparator prescription opioid active pharmaceutical ingredients, as well as the fewest dosage units and prescriptions dispensed in the United States [10]. It has also been associated with a lower risk of seeking out multiple physicians to provide prescriptions than oxycodone [11-13]. Nevertheless, when adjusted for prescription volume or drug availability, low levels of abuse-related outcomes are consistently present [9,14].

Objectives
It is difficult to make specific inferences about tapentadol abuse or nonmedical use (NMU) because little has been published on user experiences. This is complicated by the comparatively low rates of tapentadol dispensing in the United States [10], low rates of internet posting about tapentadol compared with other prescription opioids [15], and few behavioral pharmacological studies [16]. Therefore, this study sought to address this gap by piloting web-based recruitment for a tapentadol NMU survey.

Methods

Overview
The Tapentadol Use Internet Survey (TUIS) is a web-based survey followed by an interactive chat among interested survey completers (Multimedia Appendix 1). The survey queried the motivation for tapentadol NMU, sources of drug procurement, routes of administration, tampering methods, doses used, and impressions of tapentadol products (Nucynta and Nucynta ER). The goal of the survey was to solicit detailed information from individuals who self-reported lifetime tapentadol NMU and to pilot the use of web-based recruitment for the difficulty of finding research participants.

Definitions
NMU was defined as the use of tapentadol “in a way not prescribed,” including any of the following: (1) used if not prescribed to you; (2) used for reasons other than as a treatment for pain; (3) used via an alternate route of administration (eg, snorted, injected, or other routes not intended for the product); (4) used after tampering (eg, crushed); (5) used in combination with alcohol, illicit drugs, or other prescription drugs without doctor approval; or (6) used at a higher dose than prescribed.

TUIS Survey
Bluelight.org [DragonByte Technologies Ltd] was selected from a pool of drug discussion websites to host the TUIS because at the time of this study its culture supported authentic posts and harm reduction, the site reported a range of approximately 7000 to 10,000 active users within any 30-day period [17], posts were in English, the site was considered stable because it had been in existence for over 10 years, and the staff encouraged research collaborations. A growing number of studies have included data collected from Bluelight.org [18-23].

The 36-item TUIS was developed to solicit information describing tapentadol NMU. Survey construction was an iterative process whereby investigators designed questions to elicit information about participants’ prescription opioid use history, and, in particular, their experience with and impressions of tapentadol when used nonmedically, the motivation for tapentadol NMU, sources of procurement, routes of administration, tampering methods, doses used, and general impressions of tapentadol products. The survey was reviewed by Bluelight moderators to ensure their research standards were met [24]. After the investigative and Bluelight teams agreed on content, the survey was posted on Bluelight.org.

Postsurvey Interactive Chat
At the completion of the TUIS, participants were asked to consider chatting interactively with a researcher about their tapentadol product NMU. The chat consisted of 14 questions that provided a framework to enable probing for individual details about initial tapentadol exposure, first use of tapentadol, the high associated with tapentadol, the formulation of tapentadol that had been used for NMU, why it had been used for NMU, number of times using, and the dose of tapentadol most often used for NMU.
Participants and Inclusion/Exclusion Criteria

Individuals participating in the TUIS had to be at least 18 years of age, able to read and understand the English language, reside in the United States, and be willing to provide consent to participate in the survey. They also had to have visited Bluelight.org and report lifetime NMU of a tapentadol product.

Individuals participating in the postsurvey interactive chat had to have completed the TUIS. They had to be willing to provide contact information (email address or Bluelight username) for chatting purposes. Participants had to have the ability to use a web-based chat program and to provide consent to participate.

Ethics Approval

The study was approved for conduct by the New England Institutional Review Board (NEIRB 120170005: Internet Survey and Online Chat Interviews Regarding Tapentadol Use).

Procedures

Participants were recruited for TUIS completion from January through May 2017. A recruitment flyer and banner advertisement were placed on the Bluelight.org website with a link to the web-based survey. This link directed individuals to the consent page which described the voluntary nature of the survey, the absence of payment for survey completion, and information about how to complete the survey. Selecting I agree to participate on the informed consent page moved the participant to the beginning of the survey, whereas individuals who did not provide consent to participate in the survey were thanked for their time and brought to an end page. Survey completion took between 5 and 20 minutes depending on the detail of responses provided.

Upon completion of the survey, participants were asked if they would like to be considered for a postsurvey interactive chat regarding their use of tapentadol products. Participants were guaranteed anonymity and asked to provide an email address or a Bluelight username, so they could be contacted by a member of the research team to set up the chat. At the conclusion of the approximately 1-hour, semistructured chat, participants were offered the choice of receiving a US $25 Amazon.com gift certificate or donating the same amount to Erowid.org (a nonprofit drug-education website).

Web-Based Data Collection and Data Analysis

TUIS responses were collected using the web-based data collection software Qualtrics (Qualtrics) and stored in a secure database. The survey was designed for sequential completion such that it was necessary to complete particular items of interest before moving forward in the survey (forced choice), and responses to previously answered questions were carried forward when requesting more detail. A Qualtrics technology function that blocked more than one survey per individual was enabled. Survey items were examined descriptively with frequency and percentages for categorical and binary variables, and means, medians, error, and ranges for continuous variables. Data analysis was carried out using SAS (version 7.11; SAS Institute). The postsurvey interactive chat was conducted using Cryptocat, a free, open source, encrypted web-based chat program. Transcripts from the postsurvey interactive chats were saved on secure servers with access permissions given only to research staff for data analysis. Thematic data analysis based on grounded theory qualitative research methodology was used to analyze the interview data [25-27]. This is an analytic approach whereby the raw data drive thematic development and analysis.

Specifically, reviewers conducted in-depth review of the chat content to discern and characterize emerging themes regarding tapentadol NMU. In this open coding phase, 2 reviewers (TDG and JB) read the first half of transcripts and assigned topic categories or themes. Constant comparative analysis was performed by repeatedly going back and reviewing previously established categories. While reviewing transcripts, reviewers continually evaluated whether a certain thought or response from an interview participant fit into a previously existing category or whether it represented a unique new theme. This round of review established a basic coding structure.

Subsequently, the 2 reviewers (TDG and JB) read the remaining transcripts and assigned topic categories or themes as appropriate. If additional categories were discerned, the previous transcripts were revisited to ensure that all categories were adequately captured. In this axial category round of analysis (axial coding uses the predefined concepts and categories while rereading the text to confirm that they accurately represent interview responses and to determine how they are related), reviewers established how the categories related to one another. Finally, final selective coding established overall hypotheses and explanations regarding reasons for, opinions of, and experiences with tapentadol NMU.

Results

Internet Survey

Participant Characteristics

Figure 1 depicts the disposition of the 78 adults who completed the internet survey from January 2017 to May 2017. Those completing the survey were primarily male (67/78, 86%), White (68/78, 87%), aged between 21 and 54 years (21-34 years 46/78, 59%; 35-54 years 17/78, 22%), with a minimum of some college (61/78, 78%). Most opioids (prescription and illicit) were preferred for NMU; however, 58% (45/78) reported a preference for prescription opioids, opiates, or heroin; 13% (10/78) preferred marijuana and cannabis; 8% (6/78) preferred dissociative drugs; 6% (5/78) (each) preferred psychedelics or prescription stimulants; 4% (3/78) preferred benzodiazepines; 3% (2/78) preferred alcohol; and 1 individual (each) preferred 3,4-methylenedioxymethamphetamine or methamphetamine.
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A total of 3 participants reported opioid NMU solely with tapentadol products, whereas the remainder of the sample reported lifetime prescription opioid NMU with other opioids in addition to tapentadol. Most began using prescription opioids nonmedically between the ages of 14 and 18 years (44/78, 57%), followed by those aged 19 to 25 years (16/78, 21%), and their first NMU of prescription opioids was hydrocodone IR (29/78, 37%), oxycodone IR (13/78, 17%), or codeine (11/78, 14%). Most patients (45/78, 58%) still used opioids nonmedically.

**Lifetime Tapentadol NMU**

According to the inclusion criteria, all participants reported lifetime NMU of tapentadol: 39% (30/78) reported tapentadol ER NMU, and 86% (67/78) reported tapentadol IR NMU. Almost one-fourth of the sample reported NMU with both ER and IR formulations (19/78, 24%), whereas 14% (11/78) reported NMU solely with tapentadol ER, and 62% (48/78) reported NMU solely with tapentadol IR.

**Age at First Episode of Tapentadol NMU**

Approximately 40% of both tapentadol ER (12/30) and IR (27/67) users reported that they were aged >25 years when they first used tapentadol nonmedically. The remaining ages of the first tapentadol ER NMU were between 14 and 18 (9/30, 30%) years or 19 and 25 (8/30, 27%) years, with an individual aged <10 years. The remaining ages of the first tapentadol IR NMU were between 19 and 25 (25/67, 37%) and 14 and 18 (13/67, 19%) years.

**Procurement**

Table 1 presents the procurement sources of tapentadol for NMU. Tapentadol was often given to participants by family members, friends, or acquaintances (ER 11/30, 37%; IR 18/67, 27%). It was also obtained using the internet (ER 11/30, 37%; IR 12/67, 18%) or from the participants’ own prescriptions from a doctor (ER 9/30, 30%; IR 17/67, 25%). Other sources included being stolen (ER 4/30, 13%), being bought from a dealer (IR 11/67, 16%), or being bought from friends or family (IR 9/67, 13%).
Table 1. Sources of tapentadol for nonmedical use organized by formulation.

<table>
<thead>
<tr>
<th>Source</th>
<th>Tapentadol immediate-release (N=67), n (%)</th>
<th>Tapentadol extended-release (N=30), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Given to me by a family member, friend, or acquaintance</td>
<td>18 (27)</td>
<td>11 (37)</td>
</tr>
<tr>
<td>Internet sources</td>
<td>11 (37)</td>
<td>12 (18)</td>
</tr>
<tr>
<td>Own prescription from one doctor</td>
<td>9 (30)</td>
<td>17 (25)</td>
</tr>
<tr>
<td>Stolen</td>
<td>4 (13)</td>
<td>6 (9)</td>
</tr>
<tr>
<td>Bought from a dealer (someone known to sell drugs)</td>
<td>2 (7)</td>
<td>11 (16)</td>
</tr>
<tr>
<td>Bought from a family member, friend, or acquaintance</td>
<td>2 (7)</td>
<td>9 (13)</td>
</tr>
<tr>
<td>Own prescription from multiple doctors</td>
<td>1 (3)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (3)</td>
<td>3 (5)</td>
</tr>
</tbody>
</table>

Motives for Use

Table 2 presents the motives for using tapentadol NMU. Both formulations were mostly used nonmedically for pain relief (ER 18/30, 60%; IR 33/67, 49%) or to feel high, buzzed, or stoned (IR 33/67, 49%). The remaining main motives for NMU included relaxation (ER 13/30, 43%; IR 29/67, 43%) and feeling less depressed or anxious (ER 7/30, 23%; IR 30/67, 45%). Other motives included treatment or prevention of withdrawal symptoms (ER 6/30, 20%; IR 18/67, 27%), treatment of emotional pain (ER 5/30, 17%; IR 26/67, 39%), or feeling more outgoing (ER 6/30, 20%; IR 17/67, 25%) or energetic (ER 6/30, 20%; IR 16/67, 24%).

Table 2. Motives for tapentadol nonmedical use organized by formulation.

<table>
<thead>
<tr>
<th>Motive</th>
<th>Tapentadol immediate-release (N=67), n (%)</th>
<th>Tapentadol extended-release (N=30), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>To provide better pain relief</td>
<td>18 (60)</td>
<td>33 (49)</td>
</tr>
<tr>
<td>To relax</td>
<td>13 (43)</td>
<td>29 (43)</td>
</tr>
<tr>
<td>To feel high or buzzed or stoned</td>
<td>12 (40)</td>
<td>33 (49)</td>
</tr>
<tr>
<td>To feel less depressed or anxious</td>
<td>7 (23)</td>
<td>30 (45)</td>
</tr>
<tr>
<td>To feel more outgoing</td>
<td>6 (20)</td>
<td>17 (25)</td>
</tr>
<tr>
<td>To feel more energetic</td>
<td>6 (20)</td>
<td>16 (24)</td>
</tr>
<tr>
<td>To treat or prevent withdrawal symptoms</td>
<td>6 (20)</td>
<td>18 (27)</td>
</tr>
<tr>
<td>To treat emotional pain</td>
<td>5 (17)</td>
<td>26 (39)</td>
</tr>
<tr>
<td>To enhance the recreational effects of other drugs or substances</td>
<td>3 (10)</td>
<td>7 (10)</td>
</tr>
<tr>
<td>To reduce stress</td>
<td>3 (10)</td>
<td>26 (39)</td>
</tr>
<tr>
<td>To ease the comedown from other drugs or substances</td>
<td>2 (7)</td>
<td>7 (10)</td>
</tr>
<tr>
<td>To experience psychedelic effects (eg, hallucinations)</td>
<td>1 (3)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Other reasona</td>
<td>1 (3)</td>
<td>7 (10)</td>
</tr>
</tbody>
</table>

aTapentadol extended-release other reason: curiosity n=1; tapentadol immediate-release other reasons: curiosity n=5, sexual reasons n=1, chronic Fatigue n=1.

Routes of Administration

Table 3 summarizes the routes of administration of NMU tapentadol. Tapentadol was predominantly administered orally, and all patients who swallowed pills reported using alternate oral routes of administration. The participants reported swallowing pills (ER 22/30, 73%; IR 55/67, 82%) or chewing (ER 6/30, 20%; IR 17/67, 25%). Both formulations were ingested using the parachute technique, which refers to wrapping crushed pills in any type of digestible paper (toilet paper or tissue paper) to avoid a bitter taste (ER 6/30, 20%; IR 7/67, 10%). Nonoral routes of administration were used less frequently. Participants reported their preferred route of administration as swallowing whole for each formulation (ER 17/30, 57%; IR 44/67, 66%), followed by chewing (ER 3/30, 10%; IR 7/67, 11%).
Table 3. Routes of administration ever used and preferred route of administration for tapentadol organized by formulation.

<table>
<thead>
<tr>
<th>Route</th>
<th>Tapentadol extended-release (N=30)</th>
<th>Tapentadol immediate-release (N=67)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Used, n (%)</td>
<td>Preferred, n (%)</td>
</tr>
<tr>
<td>Swallow whole</td>
<td>22 (73)</td>
<td>17 (57)</td>
</tr>
<tr>
<td>Chew</td>
<td>6 (20)</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Parachute</td>
<td>6 (20)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Drink in solution</td>
<td>3 (10)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Sublingual</td>
<td>2 (7)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Inject</td>
<td>2 (7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Snort</td>
<td>2 (7)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Other oral</td>
<td>2 (7)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Rectal</td>
<td>2 (7)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Buccal</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Smoke</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

Tampering

Table 4 summarizes the tapentadol NMU tampering methods. A subset reported no medication tampering before NMU (ER 9/30, 30%; IR 33/67, 49%). The tampering strategies most frequently used with the ER formulation were breaking into smaller pieces (12/30, 40%), crushing or grinding or shaving (8/30, 27%), chewing (7/30, 23%), or dissolving or soaking (6/30, 20%). Similarly, the most frequently used strategies for IR formulation tampering included crushing or grinding or shaving (16/67, 24%), chewing (15/67, 22%), breaking into smaller pieces (12/67, 18%), and soaking or dissolving (6/67, 9%).

Table 4. Tampering methods for nonmedical use (NMU) organized by formulation.

<table>
<thead>
<tr>
<th>Tampering method</th>
<th>Tapentadol extended-release (N=30), n (%)</th>
<th>Tapentadol immediate-release (N=67), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No tampering before NMU</td>
<td>9 (30)</td>
<td>33 (49)</td>
</tr>
<tr>
<td>Break into smaller pieces</td>
<td>12 (40)</td>
<td>12 (18)</td>
</tr>
<tr>
<td>Crush or grind or shave</td>
<td>8 (27)</td>
<td>16 (24)</td>
</tr>
<tr>
<td>Chew</td>
<td>7 (23)</td>
<td>15 (22)</td>
</tr>
<tr>
<td>Soak or dissolve</td>
<td>6 (20)</td>
<td>6 (9)</td>
</tr>
<tr>
<td>Filter dissolved product in liquid using wheel filter, micron filter, or other type of filter</td>
<td>3 (10)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Heat</td>
<td>1 (3)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Cool or freeze</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Filter dissolved product in liquid using coffee ball, coffee filter, or other material</td>
<td>0 (0)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Othera</td>
<td>0 (0)</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

aUnder tapentadol immediate-release, other refers to Dremel tool.

Drug Combinations for NMU

The use of tapentadol in combination with other drugs was reported by 70% (21/30) of those who used tapentadol ER for NMU and 70% (47/67) of those who used tapentadol IR for NMU. Table 5 shows that the patterns of drug combinations were similar across both formulations. Benzodiazepines were the most frequently reported drugs used in both formulations (ER 12/21, 57%; IR 28/47, 60%). Alcohol was used at the same rate with ER formulations as benzodiazepines were, but it was used less with IR formulations (ER 18/47, 38%). Other drugs used in combination with tapentadol products were prescription opioids (ER 11/21, 52%; IR 20/47, 43%), marijuana or cannabis (ER 9/21, 43%; IR 17/47, 36%), or prescription stimulants (ER 5/21, 24%; IR 9/47, 19%). Heroin (ER 4/21, 19%; IR 5/47, 11%) and cocaine (ER 2/21, 10%; IR 5/47, 11%) were also taken along with tapentadol.
Table 5. Drugs used in combination with tapentadol for nonmedical usea.

<table>
<thead>
<tr>
<th>Drugs</th>
<th>Tapentadol immediate-release (N=47), n (%)</th>
<th>Tapentadol extended-release (N=21), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benzodiazepines</td>
<td>28 (60)</td>
<td>12 (57)</td>
</tr>
<tr>
<td>Alcohol</td>
<td>18 (38)</td>
<td>12 (57)</td>
</tr>
<tr>
<td>Rx opioids</td>
<td>20 (43)</td>
<td>11 (52)</td>
</tr>
<tr>
<td>Marijuana or cannabis</td>
<td>17 (36)</td>
<td>9 (43)</td>
</tr>
<tr>
<td>Rx stimulants</td>
<td>9 (19)</td>
<td>5 (24)</td>
</tr>
<tr>
<td>Heroin</td>
<td>5 (11)</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Cocaine</td>
<td>5 (11)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Hallucinogens or psychedelics</td>
<td>3 (6)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>3,4-methylenedioxymethamphetamine or empathogenetic drugs</td>
<td>2 (4)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Methamphetamine</td>
<td>3 (6)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Antidepressants</td>
<td>5 (11)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Dissociative drugs</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Inhalants</td>
<td>2 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Bath salts or 3,4-methylenedioxypyrovalerone</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

aPercentages were calculated with those who reported using drugs in combination with tapentadol.

Strength of Tapentadol Tablets Used for NMU and Highest Milligram Amount in One Use Session

Among participants who reported tapentadol ER NMU 57% (17/30) used 100 mg tablets followed by 50 mg and 200 mg strength tablet (33%, 10/30, each). Among participants who reported tapentadol IR NMU, 54% (36/67) used the 100 mg tablet followed by the 75 mg tablet (34%, 23/67) and the 50 mg tablet (31%, 21/67). The pattern of highest milligram amount used in a session was also similar between ER and IR formulations: approximately one-third of ER and IR users reported using between 100 and 200 mg during 1 session (ER 10/30, 33%; IR 24/67, 36%), followed by 251 mg to 500 mg (ER 8/30, 27%; IR 16/67, 24%).

End of Use

Most participants with tapentadol ER (22/30, 73%) or IR (55/67, 82%) lifetime NMU no longer used the products at the time of survey completion. Tables 6 and 7 reveal that the primary reasons for discontinuing ER NMU included negative side effects (ER 10/22, 46%), an ineffective high (ER 10/22, 46%), not liking the way the drug felt (ER 8/22, 36%), or ineffective pain relief (ER 8/22, 36%). The primary reasons for discontinued IR use were lack of access (IR 26/55, 47%), availability of better options (IR 21/55, 38%), or an ineffective high (IR 18/55, 33%).

Table 6. Reasons for discontinued nonmedical use of tapentadol extended-release.

<table>
<thead>
<tr>
<th>Reasons for discontinuation</th>
<th>Tapentadol extended-release (N=22), n (%)</th>
<th>Tapentadol immediate-release (N=55), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Have experienced negative side effects</td>
<td>10 (46)</td>
<td>15 (27)</td>
</tr>
<tr>
<td>Drug does not provide an effective high</td>
<td>10 (46)</td>
<td>18 (33)</td>
</tr>
<tr>
<td>Do not enjoy the way the drug makes me feel (Buzz or Nod)</td>
<td>8 (36)</td>
<td>15 (27)</td>
</tr>
<tr>
<td>Drug not effective at pain relief</td>
<td>8 (36)</td>
<td>15 (27)</td>
</tr>
<tr>
<td>Better options are available</td>
<td>7 (32)</td>
<td>21 (38)</td>
</tr>
<tr>
<td>Tapentadol is too expensive</td>
<td>6 (27)</td>
<td>11 (20)</td>
</tr>
<tr>
<td>Do not have access to the drug</td>
<td>6 (27)</td>
<td>26 (47)</td>
</tr>
<tr>
<td>Worried about negative side effects</td>
<td>3 (14)</td>
<td>11 (20)</td>
</tr>
<tr>
<td>Do not enjoy the psychedelic effects of the drug</td>
<td>2 (9)</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Difficult to manipulate product to use via my preferred route of administration</td>
<td>2 (9)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>More stigma about this drug than other drugs</td>
<td>1 (5)</td>
<td>3 (6)</td>
</tr>
</tbody>
</table>
Table 7. Reasons for continued nonmedical use of tapentadol extended-release and immediate-release.

<table>
<thead>
<tr>
<th>Reason</th>
<th>Tapentadol extended-release (N=8), n (%)</th>
<th>Tapentadol immediate-release (N=12), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drug is effective at pain relief</td>
<td>6 (75)</td>
<td>8 (67)</td>
</tr>
<tr>
<td>Enjoy how the drug makes me feel</td>
<td>3 (38)</td>
<td>4 (33)</td>
</tr>
<tr>
<td>I have access to the drug</td>
<td>2 (25)</td>
<td>7 (58)</td>
</tr>
<tr>
<td>I do not have better options</td>
<td>2 (25)</td>
<td>4 (33)</td>
</tr>
<tr>
<td>The drug provides an effective high</td>
<td>2 (25)</td>
<td>3 (25)</td>
</tr>
<tr>
<td>Drug is inexpensive</td>
<td>1 (13)</td>
<td>4 (33)</td>
</tr>
<tr>
<td>Enjoy psychedelic effects</td>
<td>1 (13)</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Not worried about negative effects</td>
<td>1 (13)</td>
<td>2 (17)</td>
</tr>
<tr>
<td>Easy to manipulate for my preferred route of administration</td>
<td>1 (13)</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Less stigma of this drug</td>
<td>1 (13)</td>
<td>1 (8)</td>
</tr>
<tr>
<td>I have not experienced any negative side effects</td>
<td>0 (0)</td>
<td>3 (25)</td>
</tr>
</tbody>
</table>

A small number of participants reported continued NMU of tapentadol ER (8/30, 27%) and IR (12/67, 18%; Table 7). The primary reason for continued NMU in both ER (6/8, 75%) and IR (8/12, 67%) was effective pain relief. The remaining primary reasons were enjoyment of the way the drug felt (ER 3/8, 38%; IR 4/12, 33%) or having access to the drug (ER 2/8, 25%; IR 7/12, 58%).

Desirability Ratings of Tapentadol

Survey participants were asked to rate the desirability of opioids they had used nonmedically on a scale ranging from 1 to 100, with 100 representing the best drug imaginable for NMU and 1 representing the worst drug imaginable for NMU. The median values are presented because the number of ratings ranged from 10 (hydromorphone ER) to 67 (tapentadol IR). Table 8 summarizes these findings and illustrates that, compared with other prescription opioid compounds, the median desirability ratings for tapentadol were relatively low (ER=37; IR=41). The highest ratings were for oxymorphone IR (96) and the lowest ratings were for tramadol ER (19).
Table 8. Median desirability ratings of opioids used nonmedically.

<table>
<thead>
<tr>
<th>API</th>
<th>Desirability Rating (Median)</th>
<th>Number of rating and percentage of sample (N=78), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxycodeone IR</td>
<td>96</td>
<td>21 (27)</td>
</tr>
<tr>
<td>Oxymorphone noncombination</td>
<td>90</td>
<td>47 (60)</td>
</tr>
<tr>
<td>Oxymorphone ER</td>
<td>86</td>
<td>17 (22)</td>
</tr>
<tr>
<td>Hydromorphone IR</td>
<td>85</td>
<td>37 (47)</td>
</tr>
<tr>
<td>Morphine IR</td>
<td>84</td>
<td>33 (42)</td>
</tr>
<tr>
<td>Oxycodeone ER</td>
<td>80</td>
<td>44 (56)</td>
</tr>
<tr>
<td>Other</td>
<td>80</td>
<td>16 (21)</td>
</tr>
<tr>
<td>Oxycodeone IR combination</td>
<td>78</td>
<td>56 (72)</td>
</tr>
<tr>
<td>Hydromorphone ER</td>
<td>72</td>
<td>10 (13)</td>
</tr>
<tr>
<td>Hydrocodone IR</td>
<td>68</td>
<td>62 (79)</td>
</tr>
<tr>
<td>Fentanyl</td>
<td>62</td>
<td>41 (53)</td>
</tr>
<tr>
<td>Methadone</td>
<td>61</td>
<td>34 (44)</td>
</tr>
<tr>
<td>Morphine ER</td>
<td>60</td>
<td>33 (42)</td>
</tr>
<tr>
<td>Hydrocodone ER</td>
<td>53</td>
<td>12 (15)</td>
</tr>
<tr>
<td>Meperidine</td>
<td>43</td>
<td>13 (17)</td>
</tr>
<tr>
<td>Tapentadol IR</td>
<td>41</td>
<td>67 (86)</td>
</tr>
<tr>
<td>Tapentadol ER</td>
<td>37</td>
<td>30 (38)</td>
</tr>
<tr>
<td>Codeine</td>
<td>35</td>
<td>49 (63)</td>
</tr>
<tr>
<td>Buprenorphine</td>
<td>33</td>
<td>32 (41)</td>
</tr>
<tr>
<td>Tramadol IR</td>
<td>24</td>
<td>53 (68)</td>
</tr>
<tr>
<td>Tramadol ER</td>
<td>19</td>
<td>22 (28)</td>
</tr>
</tbody>
</table>

aAPI: active pharmaceutical ingredient.
bIR: immediate-release.
cER: extended-release.

Interactive Web-Based Chat

A total of 8 survey participants (10% of the survey sample) agreed to participate in a follow-up semistructured interactive web-based chat. The demographic profile was similar to that of the full sample: 7 (88%) were male, 6 (75%) were White, 6 (88%) were aged <27 years, and 7 (88%) attended a minimum of some college. All participants reported tapentadol IR NMU and half (4/8, 50%) reported tapentadol ER NMU. A total of 6 (75%) participants reported prescription opioids or heroin as their preferred drug for NMU. The remaining 2 (25%) participants reported marijuana and psychedelics (n=1) and dissociative drugs (n=1) as drugs of choice.

Table 9 summarizes the themes and supporting statements derived from participants’ descriptive responses to questions regarding their tapentadol NMU experience. Sentiments and side effects were coded positive if they were favorable or neutral if participants indicated that they neither liked nor disliked the experience or liked one aspect but disliked another. Negative experiences were coded as such if the experience was clearly disliked and typically included extreme or no effects at higher doses.

Of the 8 participants, 3 (38%) reported favorable or positive sentiment, 3 (38%) reported neutral sentiment, and 2 (25%) reported negative sentiment. The side effects of tapentadol were described solely in neutral to negative terms. Reported tampering efforts reflected the composition of the ER formulation (Nucynta ER is formulated with inactive ingredients that make it difficult to crush, although it is not recognized by the Food and Drug Administration as having abuse-deterrent properties): “Nucynta [ER] was like a solid chunk of plastic.” They also reflected the rationale for the oral use of both ER (“I could barely change its shape in the slightest [and] ended up swallowing it whole”) and IR formulations (“If I don’t need to beat a time-release formulation, I typically just swallow 95% of the time”). Comments also reflected the undesirability of the IR formulation for alternate routes of administration: “We actually all tried to snort it… [but] it burned and hurt superbly” (Table 8). Finally, tapentadol was referred to as a fairly obscure find in traditional diversion settings. An individual reported that when trying to sell it or even share it, people “wouldn’t have anything to do with it” because they did not recognize the product.
**Discussion**

**Principal Findings**

To date, studies on the abuse liability of tapentadol have focused on aggregate outcome measures [6,7,9,14,15,28]. The present survey sought to address a gap in the tapentadol literature by soliciting direct feedback from individuals with tapentadol NMU experience and characterize the associated motivations, behaviors, and consequences of NMU. To do so, web-based recruitment and survey technology were piloted, and it was found that they were an effective method to recruit a difficult-to-find research sample.

Similar to other prescription opioids [29], the main source of tapentadol was friends, family, or acquaintances. Tapentadol was also obtained on the web and through other sources of diversion, such as being stolen, drug dealers, or purchased directly from friends or family. Although many sources have not reported significant levels of diversion [7,9,14,15], these data reveal a type of tapentadol diversion that is occurring, although perhaps at low levels.

It was hypothesized that individuals might use tapentadol for reasons other than analgesia, such as the rumored psychedelic effects [5,30,31] (Tables 6-8). However, the primary reason for tapentadol NMU and ongoing tapentadol NMU across both

### Table 9. Emergent themes from semistructured interview.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Positive opinions</strong></td>
<td>ER was great after I threw up; both ER and IR felt pretty much the same as any other opioid: fuzzy head and body, warm limbs, euphoric...</td>
</tr>
<tr>
<td></td>
<td>ER [floaty and euphoric; speedy and uplifting], was not as abusable [sic] as IR since it took a long time to peak and lasted so long. IR had intense sedation and euphoria, but [I was] awake during the experience. Strongest opioid feeling I ever felt/Perfect opioid/fell in love with it</td>
</tr>
<tr>
<td></td>
<td>Liked it but high was unusual—almost stimulating but not really...like maybe half a shot of espresso?... Hard to say... Very little nausea and histamine reaction, ie, not a lot of itching was a plus, the pills themselves were pretty strong individually and were small [did not have to swallow a bunch of big-ass Percocets, for example]... there was not anything I disliked about it specifically over other opiates...</td>
</tr>
<tr>
<td><strong>Neutral opinions</strong></td>
<td>I cannot say I have any likes or dislikes [about Nucynta ER]: No high whatsoever, slightly more effective than NSAIDs, slightly less effective than even codeine. IR—no high, liked that it helped with withdrawal relief [mild], pain relief [mild]; negative effects are preventive</td>
</tr>
<tr>
<td></td>
<td>Cannot say it was really pleasant, it’s very overwhelming… Attracted to it for psychedelic potential and novelty of experience; Lower doses helped tremendously with anxiety; Was unique</td>
</tr>
<tr>
<td></td>
<td>As enjoyable as any other opioid at the equianalgesic dose. Experience was underwhelming, minor mitigation of withdrawal symptoms, similar to how we use codeine</td>
</tr>
<tr>
<td><strong>Negative opinions</strong></td>
<td>Underwhelmed, but kept at it: the higher doses were more rewarding, but the more I used it, the more bad effects I had</td>
</tr>
<tr>
<td></td>
<td>Dissimilar to other opioids, Costs a lot, no effects, worthless for pain</td>
</tr>
<tr>
<td><strong>Tapentadol had side effects described as neutral to negative (5 out of 8 participants)</strong></td>
<td>Auditory hallucinations were neither desirable or undesirable</td>
</tr>
<tr>
<td></td>
<td>At high dose became extremely visual and extremely disorienting, extremely nauseating. Dislike nausea...</td>
</tr>
<tr>
<td></td>
<td>Led to hallucinations, no fun</td>
</tr>
<tr>
<td></td>
<td>Negative effects at high IR dosage would prevent me from using again. Very mild mu opiate with overpowering negative effects [IR felt like kappa agonism: slight dysphoria, slight dissociation]</td>
</tr>
<tr>
<td></td>
<td>Must stress that when used by itself at too high [a dose] the side effects can be really bad. I spent a couple hours with weird zaps in my head, cloudy thoughts, messed up speech—it was bad and those close to me were worried. It’s anti-abusive nature actually opens up some really crazy effects that were pretty much my worst response to any pain medication</td>
</tr>
<tr>
<td><strong>Tapentadol was mostly used orally; tampering efforts were limited to simple methods</strong></td>
<td>Once I learned about soaking it in a carbonated drink for a while, I took the ERs like that</td>
</tr>
<tr>
<td></td>
<td>I couldn’t crush it [...] the Nucynta [ER] was like a solid chunk of plastic. I could barely change its shape in the slightest. I ended up swallowing it whole</td>
</tr>
<tr>
<td></td>
<td>Pills swallowed whole/Just took it orally/When it came to pills, if I do not need to beat a time-release formulation, I typically just swallow 95% of the time</td>
</tr>
<tr>
<td></td>
<td>We actually all tried to snort [insufflate] it [Nucynta IR] through our noses, but we quickly realized that was not an option because it burned and hurt superbly. So, we all took it orally [...] I swallowed it whole. It is such a bitter compound that it isn't worth chewing up in my opinion</td>
</tr>
<tr>
<td></td>
<td>I would cut the [Nucynta ER] pills into quarters with a razor blade and swallow the pieces... it took a little effort</td>
</tr>
<tr>
<td><strong>Tapentadol is not well known in traditional diversion settings</strong></td>
<td>It was available [through an] acquaintance who was a pain patient [and] had just had it prescribed. It did not come from a “dealer” per se and I have never seen nor heard of it coming from such a source</td>
</tr>
<tr>
<td></td>
<td>It’s nowhere on the street, 99% of people have not heard of it and the few times... I tried to share/sell any people would not have anything to do with it because they did not know what it was</td>
</tr>
</tbody>
</table>
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formulations was better pain relief, followed by psychotropic effects, including relaxation, reduction in depression or anxiety, or getting high. Approximately 25% to 30% of participants reported that they misused their own tapentadol prescription, revealing NMU among some patients with pain. Pain has been found to contribute to the risk of developing prescription opioid use disorders over time [32], and it is possible that the present data capture aspects of this relationship.

Benzodiazepines are most often used in combination with both formulations of tapentadol. Benzodiazepines can pose a life-threatening risk when used concomitantly with opioids because of the increased risk of respiratory depression and overdose [33,34]. Even so, they are prescribed at varying rates to patients undergoing opioid maintenance therapy. Individuals seeking opiate detoxification also report using benzodiazepines to manage anxiety, help with sleep, decrease opioid withdrawal, enhance the recreational effects of other drugs or substances, or get high [35]. The rationale for the concomitant use of benzodiazepine and tapentadol was not discussed in this study.

Individuals who used tapentadol at high doses (≥200 mg) reported hallucinations. Some interview participants did not identify these effects as positive or negative, but others reported them as strong deterrents to future tapentadol NMU. Hallucinations are described as part of a serotonin syndrome that can occur when taking serotonin and norepinephrine reuptake inhibitor products such as tapentadol [5] and in combination with other serotonergic drugs [36]. To date, the literature is inconclusive as to whether tapentadol alone has resulted in a true serotonin syndrome experience [30,31].

Desirability ratings were lower for tapentadol than for the other opioid compounds. Ratings of desirability were similar between tapentadol ER and IR, with tapentadol ER being less attractive for NMU than IR. In addition to supporting recent findings that IR formulations are more desirable for NMU than ER formulations [37], these data also suggest a lack of desirability for the entire tapentadol molecule, not just for one formulation. In further support of this inference, most participants (61/78; 78%) stopped using either formulation at the time of the survey. These findings were similar to those reported in the study by McNaughton et al [15]. Regardless of how individuals reported using tapentadol, most participants (ER 22/30, 73%; IR 55/67, 82%) did not indicate that they enjoyed it.

Limitations

Limitations of this study include the use of self-reported data from a self-selected, US-based, convenience sample responding to a pilot internet survey, which may not be a fully representative sample of nonmedical users of tapentadol. The selection of individuals who reported lifetime tapentadol use meant that some did not report their current experiences. The modest number of participants may be because of the market share of tapentadol, but it may also be because of the nondesirability of tapentadol for NMU. This may be a topic for future research [8]. Extension of the recruitment period longer than 5 months might result in a larger sample size, if the reason for the modest sample is the lack of tapentadol market penetration. Notably, few participants volunteered to participate in the follow-up survey. Although it is possible that this activity may not have been of interest, it may also have been because of the requirement to provide an email address or a Bluelight username (which suggests indirect support for anonymous web-based surveys). However, it also suggests an opportunity for another technological development in which survey completers could remain anonymous yet respond to specific follow-up questions. Much of what was reported is similar to other findings in the literature documented herein, lending face value to this report. New directions for future surveys may include patterns of tapentadol NMU, such as frequency of use, redosing, and the degree to which larger doses are used to obtain the same effect. Finally, participants were also aware that the focus of the study was tapentadol and may have felt compelled to over- or underreport its use. Even so, great care was taken to ensure the quality of data collection and analysis.

Conclusions

In conclusion, these preliminary data reveal potential avenues for further exploration of NMU tapentadol. The use of web-based survey technology for survey recruitment of a difficult-to-find sample and a follow-up interactive chat may be another useful technology for postmarketing surveillance studies. The primary motive for continuing tapentadol NMU was pain relief. Tapentadol ER (12/21, 57%) or IR (28/47, 60%) use together with benzodiazepines were reported. There is also some evidence of diversion. At high doses, psychotropic effects have been reported. Most NMU of tapentadol occurred via oral routes of administration. Similar to other studies, although it was liked by some, tapentadol did not receive a robust pattern of endorsement for NMU.
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Abstract

Background: Prenatal mental health is a global health concern. Despite the far-reaching impact of prenatal mental health issues, many women do not receive the psychological care they require. Women in their childbearing years are frequent users of the internet and smartphone apps. Prenatal women are prime candidates for internet-based support for mental health care.

Objective: This study aimed to examine the feasibility and acceptability of internet-based interpersonal psychotherapy (IPT) for prenatal women.

Methods: Semistructured interviews were conducted with women who had received internet-based IPT modules with guided support as a component of a randomized controlled trial evaluating the scale-up implementation of a digital mental health platform (The Healthy Outcomes of Pregnancy and Postpartum Experiences digital platform) for pregnant women. Qualitative thematic analysis was used to explore and describe women’s experiences. Data were analyzed for emerging themes, which were identified and coded.

Results: A total of 15 prenatal women were interviewed to examine their experiences and views on the feasibility and acceptability of internet-based IPT modules. Participants found the content informative and appreciated the ways in which the digital mental health platform made the IPT modules accessible to users. Participants voiced some differing requirements regarding the depth and the way information was presented and accessed on the digital mental health platform. The important areas for improvement that were identified were acknowledging greater depth and clarity of content, the need for sociability and relationships, and refinement of the digital mental health platform to a smartphone app.

Conclusions: This study provides useful evidence regarding treatment format and content preferences, which may inform future development. It also provides research data on the feasibility and acceptability of web-based applications for prenatal mental health care.

Trial Registration: ClinicalTrials.gov NCT01901796; https://clinicaltrials.gov/ct2/show/NCT01901796

(JMIR Form Res 2022;6(6):e23879) doi:10.2196/23879
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Introduction

Background

Prenatal mental health is a global health issue, with 15% to 25% of pregnant women experiencing clinical levels of depression, anxiety, and stress [1-3]. Left untreated, prenatal psychological distress is associated with a range of negative consequences on obstetrical outcomes, maternal functioning, infant and child development, interpersonal conflict, parenting strain, and postpartum mood disorders [4-7]. Despite the far-reaching impact of prenatal mental health issues and well-established recommendations for routine mental health screening during the prenatal period, <20% of providers routinely screen [8]. Equally concerning is that only 1 in 7 prenatal women obtain the mental health intervention they require [8,9].

Interpersonal psychotherapy (IPT) is a highly effective treatment for depression and anxiety [10-12]. IPT improves symptoms of depression and anxiety in prenatal women [13-16]. Stuart and O’Hara [17] suggested that IPT is a mainline treatment for prenatal mental health as it focuses on addressing 4 interpersonal problems: role transitions, interpersonal disputes, grief, and interpersonal deficits. These 4 areas address the significant factors involved in the prediction and maintenance of depression and anxiety in pregnant women. The US Preventive Task Force has identified convincing evidence that IPT is effective in treating prenatal depression [18]. Although IPT is considered an effective treatment for depressive and anxiety disorders in the prenatal period, many women are uncertain about what is considered anticipated or expected mental health experiences during pregnancy, and as such, many women are reluctant to access mental health care [10,13,19-23]. Additional barriers to access to face-to-face IPT remain a challenge because of limited IPT-trained therapists, long wait times to access care, and the high cost of therapy sessions [24,25]. As a result, there is a need to make effective IPT interventions more readily available and accessible to pregnant women.

Internet-Based Interventions for Prenatal Mental Health

Internet-based interventions are ideal treatment options for prenatal women to overcome major obstacles to accessing therapy, such as long wait times, busy schedules, stigmas to accessing care, and the financial burden associated with treatment [24]. In addition, internet-based interventions demonstrate preliminary effectiveness in the prevention [26,27] and treatment [28,29] of prenatal depression. Guided internet-based treatments have high levels of patient adherence and convincing reductions in mental health symptoms. They are readily available and cost-effective alternatives to face-to-face treatment [25,30]. Guided support, as a component of an internet-based treatment, has been reported in several systematic reviews to increase adherence and effectiveness for participants [31-33]. Guided support permits personal connections when needed and is a beneficial feature of internet-based interventions [34,35].

The Healthy Outcomes of Pregnancy and Postpartum Experiences With the IPT Program

We developed an internet-based prenatal mental health intervention for a low-intensity, guided support IPT program for stress, anxiety, and depression. The IPT program comprises 6 modules adapted from the IPT clinician guide developed by Stuart and Robertson [36] and tailored to the specific needs of prenatal women. These IPT modules were delivered through a digital mental health platform (The Healthy Outcomes of Pregnancy and Postpartum Experiences [HOPE] digital platform). Given the model of IPT developed by Stuart and Robertson [36] as benefiting problems involving role transitions, loss, and interpersonal conflict, 6 modules were built around these 3 areas [20]. Role transitions during the prenatal and postpartum periods are primarily related to developing new skills and accommodating changing responsibilities while maintaining relationships. This problem area explores the multiple roles women juggle and the increased relationship demands because of these roles [17,36]. Women are encouraged to combine new roles rather than give up old roles, express emotions attached to each of the roles and their impact on self-esteem, and explore ambivalent feelings for each role. Ultimately, the intention of exploring role transitions is to assist women in developing a more balanced understanding of each role, modifying expectations, and assisting them in restructuring priorities [17,36].

The focus area of loss explores grief reactions that coincide with pregnancy and the arrival of a newborn [36]. The therapeutic intent of exploring loss is to assist with the mourning process and help women cultivate new and current relationships that can be substituted for relationships that were lost [17,36]. The focus area of interpersonal conflict is one of the most significant possible stressors during pregnancy and into the postpartum period. This often occurs in individuals and their spouses [17,36].

This internet-based prenatal mental health intervention comprises six 30-minute, web-based IPT modules delivered over 6 to 8 weeks. The topics of the modules are (1) identifying the important relationships in women’s lives, (2) understanding and improving communication patterns, (3) navigating interpersonal disputes, (4) adapting to role transitions, (5) working through grief and loss, and (6) maintaining IPT strategies and carrying these skills forward in their lives after the study ends. These topics were tailored to pregnant women. Participants were asked to complete specific assignments on the web for each module, such as self-awareness homework and exploring relationships with those close to them. The goals of the intervention included symptom relief, improving interpersonal functioning and relationships, changing expectations about interpersonal relationships, and improving social support networks. Participants were guided to recognize and disengage from unhelpful communication patterns and foster strategies for developing and nurturing social support in navigating challenging times, such as role transitions, conflict with their partner or extended family members, and grief or loss.
Within this program, women were encouraged to assess their expectations for roles that they, their partners, parents, in-laws, and other children have during the prenatal period. Within these expectations, women explore the changes and consistency of roles before, during, and after pregnancy into the postpartum period. A significant aspect of the focus area of interpersonal conflict includes the identification of disputes and the development of problem-solving approaches that women can put into action. In addition, this IPT module contained the following components: development of a support system, effective communication strategies, and skills for managing conflict in relationships [36]. Homework exercises involved assessing attachment style; communication style; breaking down a distressing conversation or interaction; understanding one’s relationships through relationship circles; visualizing, describing, and resolving conflict through a disagreement or dispute graph; and understanding role transitions through a life events timeline. Women were assessed for the areas of life challenges that caused emotional distress. This provided a targeted direction regarding modules that best suited their needs (eg, loss, transition, and interpersonal).

The IPT internet-based prenatal mental health intervention, comprising 6 IPT modules, was a component of a randomized controlled trial that evaluated the scale-up of a digital mental health platform for pregnant women—the HOPE digital mental health platform.

This study aimed to investigate women’s views of the feasibility and acceptability of IPT internet-based prenatal mental health modules delivered through a digital mental health platform with low-intensity, guided support.

**Methods**

**Overview**

Semistructured interviews were conducted in a flexible and responsive manner as a method of data collection. Qualitative content analysis and thematic analysis were used as methods of data analysis. These qualitative interviews sought to understand women’s individual experiences of interacting with the digital mental health platform and address questions regarding the feasibility and acceptability of the internet-based IPT intervention.

**Design**

A qualitative design was used to assess women’s individual experiences regarding the feasibility and acceptability of internet-based IPT interventions. This study adopted a pragmatic approach.

**Recruitment**

A total of 20 participants in the intervention group were contacted by email to assess their interest in participating in an interview and then followed up by email to set up a suitable time for the telephone interview. Of the 20 participants, 15 (75%) women in the intervention group agreed to be interviewed by a member of the research team (KSB). Before the interviews, information on computer-generated program use was collected. Participants who completed more than half of the modules were considered high users, and those who completed less than half of the modules were considered low users. We also identified participants’ levels of engagement and explored the barriers to and facilitators of engagement.

**Data Collection**

Semistructured interviews, lasting 45 to 75 minutes, were conducted in a flexible and responsive manner as a method of data collection. These interview questions were piloted with 3 prenatal women who were not in the study to ensure that the questions were clear and concise. The interviews addressed key areas based on guidelines for assessing internet intervention research [37]: assessment and navigation of the intervention, acceptability and perceived usefulness of various components of the intervention, and recommendations for improvement [38,39]. The interview questions were used as a guide; however, the interviews were conducted with the flexibility to allow participants to freely discuss topics. Recruitment continued during data analysis to achieve saturation of the themes. All interviews were conducted over the phone, audio recorded, and conducted by the first author (KSB; she or her), an experienced qualitative research interviewer, as a part of her doctoral dissertation and transcribed verbatim. KSB is a clinician in an outpatient reproductive psychiatric clinic for the past 10 years. Field notes were made following each interview. Participants received a CAD $5 (US $4) coffee card as compensation for their time.

**Analysis**

Transcripts were coded and analyzed using thematic analysis techniques to identify categories and themes [40,41]. The approach used for this thematic analysis was guided by the method described by Braun and Clarke [40]. The semistructured interview guide provided a focused direction for the interviews. The themes that concurrently emerged from these interviews were relevant to the aim of our study and our research questions. A coding framework was developed in response to the themes that emerged during each interview. This coding framework was reviewed and refined as it was applied to data. Patterns within and across themes were explored using an analysis process. The main coding categories paralleled the questions asked during the interviews. Categories were also reflective of emerging trends in the data, which became apparent from the frequency of certain categories and repetition of points. Agreement on the categories and concepts was sought between members of the research team to ensure reliability. The interviews and coding framework were examined until no new information emerged from the data. KB, who has a background in qualitative interviewing, conducted the interviews and was the lead in the data analysis. LM and DEK, who have backgrounds in psychology, mental health, and the prenatal population, each read 5 interview transcripts. The coding framework was discussed throughout its development, with regular meetings between the 3 researchers to ensure that the concepts were appropriately identified and described.
Ethics Approval

This study was registered with ClinicalTrials.gov (NCT01901796) and was approved by the University of Calgary Research Ethics Board (REB16-0061 U of Calgary).

Results

Overview

Of the 20 approached women, 15 (75%) agreed to participate in the interviews. Of the 15 participants, 10 (67%) were considered high users of the IPT modules, and the remaining 5 (33%) were classified as low users. The women ranged in age from 28 to 38 years. All women were partnered, and 67% (10/15) of women had ≥1 child.

The themes identified were feasibility and acceptability. Women reported the feasibility of the digital mental health platform (the HOPE platform) and IPT modules in 3 subthemes: treatment feasibility, flexible access, and impact of mental health status on platform engagement. Treatment feasibility refers to the ease with which the platform was integrated into women’s lives. Acceptability also had 3 subthemes: clarity and depth of content, lack of relationships with the internet-based IPT, and suggestions for improvement.

Feasibility

Overall, women indicated that the delivery of internet-based IPT modules through the HOPE digital mental health platform was a way for them to self-manage their mental health during their pregnancy. Participants reported that they were pleased to find a mental health resource specifically designed for pregnant women. IPT modules and the platform were easily accessible at times and places that were convenient to the participants.

Treatement Feasibility

Overall, the women reported that the features of the internet-based IPT modules and platform appeared at the right time in their lives to be easily integrated into their lives and practices. Women reported that they wanted to participate in this internet-based IPT study as it was an opportunity to access support and information. They also reported an interest in accessing resources to assist with the transition through pregnancy and into the postpartum period:

I was looking for an independent way to learn more about what I was going through in pregnancy. [P1]
I have mental health issues so I knew that it would be a good support for me and I just want to find out more information and more resources to just help me with this transition time, with pregnancy. It was, just kind of encouraging to see, the support there. [P2]
I do know myself pretty well and know that I have a tendency to be more of an anxious person so I thought this might be a good opportunity to be proactive with my mental health. [P6]
I think the biggest thing was that it was a resource specifically targeted to exactly where I was in my life, just in the middle of my pregnancy, kind of near the end, things that you are thinking about at that time mental health wise. It was just clearly targeted for where I was at. [P8]
I joined this study because I have a history of postpartum depression with my first daughter so I figured I could use all the support I could find with my next pregnancy...I thought that it is good, we need more research into that. [P11]
I had experienced depression one time before and I was looking for a resource that would help prevent postpartum depression. This program seemed hopeful. It targeted the time in pregnancy and that was exactly where I was at. [P14]

Flexible Access

Participants enjoyed that the internet-based IPT modules could be accessed from home or at a location and time that suited them. This was reported as important as most women (14/15, 93%) were either working outside the home and inside the home with one or more children:

I’m actually able to do more exercises and modules after work. [P5]
It was the perfect amount of time to complete them. Like you could logon on your lunchbreak and go through a module. That is what I did. [P6]
I completed the modules and surveys on my phone. It was easy to do anywhere when I had the time...If you want to make the time for it you will do it. [P11]
Web-app made it easy to use and access from anywhere. [P12]
I quite like being in the comfort of my own home, logging on when I can if I can...I do like that they (the modules) were short and sweet...I found that shortness of the modules was really important for me to start and finish and get something out of it rather than just get part way through it and have to stop. [P13]

Impact of Mental Health Status on Platform Engagement

A few participants reported that their mental health status at the moment predicted their engagement on the platform and their motivation to work through the modules. When they were doing well mentally, they reported that they were able to work through the internet-based IPT modules. When they felt they were not doing well, they did not access the platform modules:

When I am good, I’m good, right? When I’m bad, it’s the complete opposite. That I totally shut down and that’s when you need something the most. [P4]
I have so much stuff going on right now, I am 6 months pregnant, working, and feeling really anxious. To tell you the truth I kind of forgot about the Web-App and modules. It has been a couple of months and I think it would have been helpful to have a reminder every day to cue me back to it. [P5]
It was hard to find the time to really pay attention and I think I was also a little bit too deep into my mental health issues at that time to really be able to...
appreciate the app and modules for what they were. [P5]

Acceptability

Overview
Participants reported that they found the digital mental health platform (the HOPE platform) and IPT modules user-friendly and helpful for increasing their skills to solve real-life concerns. The participants greatly appreciated the guided support or coaching aspect of the digital platform. Most of the mental health platform users reported that they would have preferred the digital platform to be a smartphone app—an app that can be accessed on their phone rather than having to access the IPT modules through a browser over the internet. Many participants reported that the modules contained information that was relevant to them, and they wished that the modules had been developed in greater depth. Although participants enjoyed the HOPE digital mental health platform and IPT modules, they missed the person-to-person connections that occur with individual and group therapy.

Usefulness
Overall, participants reported that the internet-based IPT modules were acceptable, displayed well on their smartphones or computers, and were user-friendly and modern:

I actually appreciated that they were very easy to interact with. I didn’t feel like I was lost looking for buttons or cues or having to read things again. [P1]

I thought the interface was pretty clear and pretty easy to interact with. I could record my answers quite easily. [P2]

The interface of the app was easy to use. [P9]

Women reported that the content in the modules was useful, relevant for their current needs, increased their self-awareness, and helped them solve real-life problems:

It was very useful actually. I’ve never sat down and really understood how my tendencies would impact the way that I was interacting with my husband specifically. [P1]

I think one of the most important parts of the modules was communication skills and being assertive...I liked how it gave you an example of how it could help in real life...I am keeping in mind some of the communication pieces as we are navigating some of the postpartum issues. [P6]

I liked how the modules really made you think about what is going on for you. They are definitely teaching you things that make you take a different look at what is going on in your life. [P7]

I think that the biggest benefit of the modules was just a different way of thinking of situations differently or providing coping tools to address the here and now...I definitely found them helpful. [P9]

I am currently having some issues in a friendship, and I think that the relationship module is going to be really helpful in resolving this. [P11]

I really liked that I could have a project to work on, something a little more concrete to work though because having something concrete is helpful for me to learn. [P12]

Many participants reported the benefits of the guided support or coach component of the digital mental health platform:

I liked the coach. That was probably my favorite part. It’s just having that someone that just checked in...it’s just that extra check and like I said, you know, if you’re not comfortable going to a friend. [P4]

I think that the biggest benefit to me was when I put down the need for a call, somebody actually did call me...It was nice to just have somebody on the other end of the line who was like we saw that you wanted to be called by a coach...It was really nice to have someone reach out and see how I was doing and to see what resources I needed. [P9]

I talked to the coach for about 45 minutes, and it was really helpful. She did a fantastic job of talking with me about what was going on for me. I found that really helpful. [P14]

I had a call from the coach, and I found that more helpful...Just having someone to talk who already knows I am pregnant and already knows that I am in a very vulnerable state during pregnancy, and they knew the app better than I did and they could tell me where to go or what local resources are available. [P15]

All participants stated that they would prefer the IPT modules to be delivered through a smartphone app rather than the web application:

The one thing would be more accessible would be if it was just an app that you can download. To use on the go. [P2]

I think a mobile app would really help. Like I don’t really even check my email anymore. I think a true app would really help with that. [P6]

I would have preferred to see this in an app form instead of a Web-App. [P8]

It was a little disappointing that is wasn’t just an app that I could find on my phone and that I had to log on through a web browser. [P10]

I thought it was an App, but it was a Web-App. That was a bit misleading. Either change the name to Web-App or make it an App. [P11]

Clarity and Depth of Content

Of the 15 participants, 12 (80%) reported that the content of the IPT modules required further refinement. These participants reported that all topics were relevant; however, they wanted to go further, recommending a greater depth of material:
It was nothing new, I kind of knew, like, information about attachment style like its nothing I haven’t heard before. So, it was good there were a couple of examples of case studies. Yeah, like I said but it’s very, kind of, basic. [P2]

It wasn’t necessarily new information. [P4]

I think for me sometimes it was a bit generic or really surface level and I understand that in these modules you can’t really get into the nitty gritty but maybe it is because of my background that I was like I kind of knew that. [P6]

I felt like the modules were really short, so you kind of got into a topic, and some of them were really useful and helpful, but they seemed really brief. Like they could have gone into more detail. [P8]

I think if you had a list of additional resources in the modules for more information if you need it or if you really wanted to go further. [P10]

The introductory ones seemed ok but pretty basic. But the one that I have stopped at, the one that has an exercise, and I am hoping that the future ones are more like that because it seems like they will actually be more useful and have new tools for me. [P11]

I felt there the information was good but there was nothing like to go from here. Like say with the attachment style one, I really liked learning about attachment styles, but it didn’t really give me, and I wanted more information like this is how your approach your partner and this is how your partner approaches you. Like I wanted to know what I was and then I wanted to have tools and I felt like I didn’t that I was given the toolbox but not the tools. [P12]

A lot of the information was not new to me but the reminder of it is still really important. [P13]

Many participants reported that the modules required further refinement of the language used throughout and clarity of instructions for exercises or homework:

The verbiage in a couple of the modules do have the inclination, to be that way is bad and to be this way is the better option...to do an honest assessment of where they are at, its understanding that your communication style and your attachment style is never bad it’s just where you are right now. [P3]

I think that is the area where I struggled most. Sometimes I wasn’t even clear what I was supposed to do or what the homework was. [P6]

That’s the part that I am stuck on now. I remember not being able to fully understand it. And I think that is a big reason why I wasn’t able understand what I could take from what is going on in my life right now and to be able to implement it to complete the exercise. I needed a better understanding of what the homework was asking because I wasn’t understanding what it was asking. [P7]

I think that if the app could have it so you could do a lot of the exercises in real time so actually inputting your thoughts and your data into app and it could organize it for you. I think that would make it a lot more attractive to the user. [P9]

I think clearly outlining what is available on this Web-App from the beginning would help like the surveys, the modules, the mood tracker, and things like that. And giving people an idea of what is going to happen when so that it is not forgotten or confusing when things come up. [P10]

I have competed over half of the modules, but I am stuck on one because it asks you to do a homework assignment outside of the app and I am stuck. I don’t want to blow past in and not do it. I need to sit down and make the time to do it. It just hasn’t happened yet. [P11]

I think that the modules could focus on how exactly to ask for help from others. [P13]

Personal Connection

Participants reported that although they enjoyed the ease of the internet-based IPT modules and screening, they missed the opportunity to connect with other individuals:

I remember just thinking I needed more and that is where the personal sessions would help a lot more. [P11]

I am a big advocate for people helping people. I appreciate the ease of online work but also miss the face-to-face interaction you get with a therapist...Maybe online you need to offer both for people to have the option to do it on their own or to login into a closed group if they want, appealing to different personalities. [P13]

It is hard for me to properly put down a number indicating how I feel because it is based on the day, so I just like it was very generic and I am not really sure if it got, understood where I was coming from. It was more helpful for me once I got a hold of someone to talk to. It was the personal connection that was important to me...Technology is great, but it can only do so much. [P15]

Suggestions for Improvement

Suggestions for improvement for many women included incorporating different learning styles:

I find that I learn a lot by watching things too. Like there is so much on YouTube and TedTalks to find helpful, like Brené Brown or something cool like that would be something for interpersonal relationships and vulnerability...It is about catering to different learning styles. [P2]

I am a very visual learner so having videos instead of a lot of reading would have been more helpful for me. [P7]

I used multiple apps during my pregnancy it would have been nice to have one that tracks where I am in my pregnancy and mental health to see if they could...
be linked or incorporated into one app would be something that I would be interested in. [P8]

Having the modules as a audio, like something I could listen to while driving, might be helpful. [P15]

In addition, the participants suggested embedding mental health into a pregnancy app to include mental health as a part of overall health:

I think it would be helpful to integrate this app into a pregnancy app, like all of us had the bump app, and it kind of goes through some of the physical changes in pregnancy and I think people are kind of curious about that the baby is doing and what their bodies are doing, so that might be nice to tie together. That is more holistic too. So, showing people that mental health is just health. [P6]

In addition, there was a suggestion to extend the IPT work into the postpartum period with modules aimed at the challenges of being a new parent:

I think it would be helpful to have additional modules to work through in the postpartum period. Like navigating yourself, your new baby, and your relationship with your partner in the postpartum period. [P12]

Overall, the participants found the HOPE digital mental health platform and IPT modules helpful in managing their mental health concerns during pregnancy. They also had many suggestions to further improve the HOPE digital mental health platform and IPT modules. These women suggested that the platform and modules could attend to a variety of learning styles, including the use of videos and audio components. In addition, the participants wanted this mental health component to be integrated into existing pregnancy apps as part of comprehensive prenatal and postpartum care.

Discussion

Principal Findings

This study aimed to assess the feasibility and acceptability of a pilot study of internet-based IPT modules. Regarding the feasibility of the study, participants reported that the features of the internet-based IPT modules delivered via the digital mental health platform (the HOPE digital platform) were easily integrated into their lives. Of the 15 participants, 10 (66%) were described as high users of the modules, completing >4 of the 8 modules. The internet-based delivery of the IPT modules permitted flexible and independent access. Participants appreciated being able to seek support and resources to self-manage the emotional or mental health challenges arising during their pregnancies.

Participants reported that the format of the digital mental health platform was acceptable and user-friendly. They also reported that the digital mental health platform could be improved by delivering the format through a smartphone app. Among the women who accessed the internet-based IPT, the treatment was considered generally useful and helpful in examining communication and interactions with others. Many women reported that the modules were helpful in solving concrete problems. Although described as useful, there were elements of the modules that the participants felt could be improved. Some considered the information to be too basic and required further refinement. They also sought improvement in the depth and breadth of content and clarity of instructions for exercises and homework. In addition, the participants suggested that they would benefit from additional directions on what they needed to do when not managing well.

Participants reported that they appreciated the guided support or coach aspect of the internet-based IPT modules and digital mental health platform. Whether the coach was triggered in the digital mental health platform to contact women (based on responses to survey questionnaires) or the women requested a coach callback, the guided support or coach gave women the feeling that they were being checked in on. They valued having the coach see how they were doing. Participants reported that this was one of the most important aspects of the IPT modules and digital mental health platform.

Comparison With Prior Work

This study found that an internet-based mental health intervention was feasible, with participants citing the ease and flexibility of access as beneficial. These results are consistent with previous studies [42-45]. As mentioned by the participants in this study, a smartphone app is preferred over the delivery of interventions with a web application. Previous studies have also reported an increase in treatment accessibility and participation in mental health interventions when delivered via smartphone apps [46]. Furthermore, internet-based and smartphone apps provide convenient and potentially anonymous access to treatment. Smartphone apps can also overcome conventional barriers to seeking help, including lack of time, stigma, childcare issues, and embarrassment [47-49].

The efficacy of internet-based interventions is well-established for various mental health disorders, including depression, anxiety, agoraphobia, panic disorder, and stress [25,50,51]. Acceptability of internet-based interventions has been reported across different populations, including students [52], perinatal women [53], and older adults [54].

This study adds to the evidence that pregnant women seek resources and support to self-manage mild to moderate mental health concerns [55]. Consistent with previous studies, the preference of women to address mental health problems on their own highlights the need and opportunity to offer alternatives to traditional face-to-face, therapist-led interventions [56-58]. Providing prenatal women with effective resources and support to self-manage their mild to moderate mental health concerns, including internet-based therapy, may be an effective approach for pregnant women with mild to moderate mental health concerns.

This study was unique in that mental health symptoms may impact engagement in the digital mental health platform. Participants in this study reported that they were less inclined to access the web application platform when they were doing very well and when they were struggling with significant psychological distress. This finding seems to contradict the
findings that mental health symptoms had no relationship with a preference for and engagement in web-based mental health programs [59,60]. These studies indicate that neither high nor low symptoms of depression and anxiety caused individuals to be more or less likely to engage in web-based mental health interventions.

Guided support is a beneficial feature of internet-based interventions; this preference for person-to-person support is consistent with previous work [34,35]. However, evidence regarding the nature of guided support is lacking. The use of face-to-face or person-to-person mental health programs is slightly preferred for those experiencing emotional and personal problems [61-64]. Predictors for the preference of person-to-person mental health interventions included currently experiencing emotional or personal problems. The use of coach-based guided support along with mental health apps for smartphones has been found to improve mental and emotional health by decreasing participants’ depression, anxiety, and general distress [46,65-67]. Guided support or coaching with internet-based mental health interventions has been reported to be an effective, cost-efficient, and acceptable alternative to face-to-face therapy [33]. Systematic reviews exploring the internet-based mental health interventions found that offering some form of support or guidance during the web-based treatment increased the effectiveness and was associated with higher levels of program completion [34,68]. Findings from this study will help move this area of study forward by identifying the importance of coach-based guided support within a pregnant population. This study may lead to an increase in the refinement of smartphone delivery of IPT in pregnant women.

Limitations
The findings of the usability, feasibility, and acceptability of internet-based IPTs are limited to the experiences and perspectives of a small sample. None of the women who withdrew from the study before completing the first module reported reasons for dropping out of the program.

The research team took several actions to minimize the likelihood of bias during the analysis phase. The research team had regular discussions about the coding framework with fellow team members who each reviewed 5 interviews to ensure that the concepts were being appropriately identified and described. Participants who agreed to be interviewed were offered a small monetary compensation for their time, which may have affected their responses. Another limitation may be the generalizability of these findings because of the smaller prenatal sample size.

Clinical Implications
This study provides insights into the acceptability of this internet-based IPT program for prenatal women. This information could be used to further refine the development of targeted IPT mental health support for women during their pregnancy and into the postpartum period. Smartphone app development is required for the delivery of IPT programs. This will support women during their pregnancy and into the postpartum period. Future smartphone IPT programs aimed at prenatal women would also benefit from guided or coach support components.

Conclusions
This study demonstrated that there is a significant interest in prenatal mental health internet-based IPT treatment. The current format of this internet-based IPT needs refinement. This study revealed the strengths and weaknesses of the content and format of this internet-based IPT. In addition, the study participants highlighted potential areas of improvement. The IPT modules for women during the prenatal period would benefit from the further refinement of the content and integration of the revised modules into a randomized controlled trial to explore the efficacy of the internet-based IPT modules on perinatal mental health concerns.

Authors' Contributions
KSB conducted qualitative interviews. KSB, LM, and DEK analyzed qualitative data. All the authors (KSB, DAM, LM, SS, and DEK) participated in the refinement of the study methods, critically reviewed, and provided feedback on the final version submitted for publication, in accordance with the International Committee of Medical Journal Editors criteria.

Conflicts of Interest
None declared.

References


Abbreviations

HOPE: Healthy Outcomes of Pregnancy and Postpartum Experiences
IPT: interpersonal psychotherapy
A Theory-Informed, Personalized mHealth Intervention for Adolescents (Mobile App for Physical Activity): Development and Pilot Study

Alex Domin1, BA, MPhil, PhD; Arif Uslu1, BSc, MSc; André Schulz1, BSc, MSc, PhD; Yacine Ouzzahra2, BSc, MSc, PhD; Claus Vögele1, BSc, MSc, PhD

1Research Group: Self-Regulation and Health, Department of Behavioural and Cognitive Sciences, University of Luxembourg, Esch-sur-Alzette, Luxembourg
2Research Support Department, University of Luxembourg, Esch-sur-Alzette, Luxembourg

Corresponding Author:
Alex Domin, BA, MPhil, PhD
Research Group: Self-Regulation and Health
Department of Behavioural and Cognitive Sciences
University of Luxembourg
Maison des Sciences Humaines
11, Porte des Sciences
Esch-sur-Alzette, 4366
Luxembourg
Phone: 352 46 66 44 93
Fax: 352 46 66 44 39389
Email: alex.domin@uni.lu

Abstract

Background: Evidence suggests that physical activity (PA) during childhood and adolescence is crucial as it usually results in adequate PA levels in adulthood. Given the ubiquitous use of smartphones by adolescents, these devices may offer feasible means to reach young populations and deliver interventions aiming to increase PA participation and decrease sedentary time. To date, very few studies have reported smartphone-based interventions promoting PA for adolescents. In addition, most available fitness apps do not include the latest evidence-based content.

Objective: This paper described the systematic development of a behavior change, theory-informed Mobile App for Physical Activity intervention with personalized prompts for adolescents aged 16 to 18 years. The within-subject trial results provided the first evidence of the general effectiveness of the intervention based on the outcomes step count, sedentary time, and moderate to vigorous PA (MVPA) minutes. The effectiveness of the intervention component personalized PA prompt was also assessed.

Methods: A 4-week within-subject trial with 18 healthy adolescents aged 16 to 18 years was conducted (mean age 16.33, SD 0.57 years). After the baseline week, the participants used the Mobile App for Physical Activity intervention (Fitbit fitness tracker+app), which included a daily personalized PA prompt delivered via a pop-up notification. A paired 1-tailed t test was performed to assess the effectiveness of the intervention. Change-point analysis was performed to assess the effectiveness of a personalized PA prompt 30 and 60 minutes after prompt delivery.

Results: The results showed that the intervention significantly reduced sedentary time in adolescents during the first week of the trial (t17 = −1.79; P = .04; bootstrapped P = .02). This trend, although remaining positive, diminished over time. Our findings indicate that the intervention had no effect on metabolic equivalent of task–based MVPA minutes, although the descriptive increase may give reason for further investigation. Although the results suggested no overall change in heart rate–based MVPA minutes, the results from the change-point analyses suggest that the personalized PA prompts significantly increased heart rate per minute during the second week of the study (t16 = 1.84; P = .04; bootstrapped P = .04). There were no significant increases in participants’ overall step count; however, the personalized PA prompts resulted in a marginally significant increase in step counts per minute in the second week of the study (t17 = 1.35; P = .09; bootstrapped P = .05).

Conclusions: The results of the trial provide preliminary evidence of the benefit of the Mobile App for Physical Activity intervention for modest yet significant reductions in participants’ sedentary time and the beneficial role of personalized PA prompts.
prompts. These results also provide further evidence of the benefits and relative efficacy of personalized activity suggestions for inclusion in smartphone-based PA interventions. This study provides an example of how to guide the development of smartphone-based mobile health PA interventions for adolescents.

(JMIR Form Res 2022;6(6):e35118) doi: 10.2196/35118
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Introduction

Background
The beneficial impact of physical activity (PA) has been extensively documented, showing improved physical and mental health across the life span together with increased life expectancy [1]. In contrast, lack of PA and increased sedentary time continue to represent a serious public health burden. Low PA levels are associated with a higher prevalence of chronic diseases (eg, coronary heart disease, type 2 diabetes, breast cancer, and colon cancer) and an increased risk of morbidity and mortality, accounting for >5.3 million premature deaths annually [2]. In European Union countries, alarming levels of physical inactivity have been observed in adolescents [1]. As indicated by the Organisation for Economic Co-operation and Development report Health at a Glance: Europe 2020, less than 25% of boys and 20% of girls show sufficient levels of self-reported PA at the age of 15 years [3].

There is evidence that PA during childhood and adolescence is crucial as it usually results in adequate PA levels in adulthood [1]. Therefore, it is an essential research and public health priority to increase PA participation and decrease sedentary time in adolescents. Specific attention should be devoted to adolescents aged 16 to 18 years as they show the lowest absolute PA levels among children and young people aged 5 to 19 years [4]. Recent advances in digital technology have the potential to be successfully used in interventions aiming to improve PA-related outcomes in adolescents. In this study, we used the rationale that mobile devices have the potential to help their users engage in and adhere to different types of PA in several contexts (eg, school, leisure time, and transportation). In addition, mobile health (mHealth) interventions have the potential to adaptively respond to individuals’ actions and states and deliver intervention options just in time (ie, when and where they are most appropriate [5,6]). Such just-in-time adaptive interventions (JITAIs) can facilitate health behavior change at times of both need for behavior support and receptivity [7]. Given the ubiquitous use of smartphones by adolescents, these devices may offer feasible means to reach young populations and deliver interventions aiming to increase PA participation and decrease sedentary time. Previous research suggests that an automated advice system may be as productive as or even preferable to a human advisor for increasing PA participation [8,9]. Preliminary evidence suggests that cardiorespiratory fitness gains can be sustained using a dedicated smartphone app [10-12]. The literature on JITAIs in particular shows mixed yet promising evidence. Specifically, a review found mixed evidence for JITAIs effects on behavior, but no study was sufficiently powered to detect any effects. Another study reported that the JITAI condition demonstrated a significant improvement in health over the wait-list control condition [13,14]. In addition to interventions based on smartphone apps potentially being efficacious, they may also come with reduced costs in comparison with interventions involving face-to-face interviewing and guidance.

Although numerous fitness apps for smartphones address PA participation and sedentary behavior, most of them do not include the latest evidence-based content [15]. A recent review concluded that, despite not being grounded in theory, some interventions contain one or more behavior change components or behavior change techniques (BCTs) [16]. However, the systematic implementation of BCTs in dedicated apps has rarely been achieved. Michie et al [17] argue that many interventions applying recommended BCTs are not designed systematically and are theory-inspired rather than theory-based. This may result in low participant engagement with the intervention and a lack of longitudinal effects. Therefore, it is crucial to implement BCTs systematically while evaluating not only the effectiveness of the complete intervention but also the effectiveness of its smallest components. In a recent scoping review, we argued that the efficacy of smartphone-based mHealth PA interventions can be considerably improved through a more systematic approach of developing, reporting, and coding the interventions [18]. Therefore, in this study, we try to build on the previous theoretical findings systematically to maximize the impact of our intervention.

Smartphone-based behavior change interventions are typically tested using randomized controlled trials (RCTs) [19]. Although RCTs provide the highest level of scientific evidence, they evaluate the effect of an intervention as a whole. Therefore, RCTs would typically not provide information regarding which components work best and what factors modulate their efficacy. Considering the critical role of factors such as the timing of administration and the context in which components are implemented [6], an RCT may not provide the level of detail required to appropriately assess the efficacy of smartphone-based interventions. Finally, RCTs are quite long, averaging 5.5 years from recruitment to publication date [20,21]. Therefore, it was suggested to implement alternative designs that may provide prompter and more relevant answers while being more suitable to the research question. Trial designs where participants serve as their own controls, also known as within-subject designs, can reduce the number of study participants needed to detect outcomes and accelerate the research process while also simplifying the study procedures [22]. In addition, such designs have a much shorter duration.
and allow for the testing of the efficacy of individual components [6]. Therefore, an mHealth PA intervention for adolescents may benefit from the implementation of such an evaluation design.

Personalization of intervention components has been shown to be important for their overall success as it may significantly affect the to date unresolved challenge of mHealth intervention engagement of the participants and, as a result, the outcomes of the intervention [23]. However, most current mHealth apps do not often offer personalized features although they could be important in increasing motivation and engagement. Examples of personalization include but are not limited to differentiation between habitual and unforeseen behaviors, collection of information about preferred PA, and activity suggestions depending on the current location or daily schedule [23,24]. Therefore, to maximize the potential of the intervention, it is important that the intervention components are personalized for its participants.

Previous studies mainly centered on the adult population have demonstrated that tackling the aforementioned gaps might be beneficial. Bond et al [25] developed and tested a smartphone-based intervention with a dedicated smartphone app, which significantly reduced sedentary behavior time over 4 weeks. Rabbi et al [23] and Klasnja et al [24] designed smartphone-based interventions that demonstrated preliminary evidence of the efficacy of personalized PA suggestions that are contextualized to the user’s previous behavior and environment. Kramer et al [26] conducted a microrandomized trial (MRT) reporting a significant step goal increase triggered by cash incentive components. Finally, Gaudet et al [27] used a minimalist PA Fitbit tracker–based intervention with adolescents aged 13 to 14 years, which resulted in increased PA.

Objectives

This project aimed to further the findings from previously conducted studies while concentrating on the adolescent population. The Mobile App for Physical Activity intervention uses a personalization feature through setting individualized PA goals and delivering tailored feedback based on the individual’s performance not limited solely to step count. The Mobile App for Physical Activity intervention was developed based on the Behaviour Change Wheel framework [28] by applying an approach that incorporates findings from qualitative studies and recommended and efficacious BCTs based on systematic reviews and meta-analyses. Finally, the research available to date tends to focus on the development of apps for adults rather than adolescents. Although adolescents aged 16 to 18 years represent a highly relevant target group for improving PA participation, only very few studies have addressed this particular age group [18]. To the best of our knowledge, this is the first study to develop a behavior change PA mHealth intervention with personalized prompts for adolescents aged 16 to 18 years evaluated using a within-subject experimental design.

The Mobile App for Physical Activity within-subject trial was conducted with the objective to provide the first evidence of the general effectiveness of the Mobile App for Physical Activity intervention among adolescents based on the outcomes of step count, sedentary time, and moderate to vigorous PA (MVPA) minutes. The effectiveness of the intervention component personalized PA prompt was also assessed using change-point analyses to determine whether similar PA smartphone-based interventions could benefit from the implementation of such a component.

We hypothesized that (1) the Mobile App for Physical Activity intervention would decrease the daily sedentary time of adolescents during the intervention in weeks 1, 2, and 3 compared with baseline measurements (primary variable of interest). We also hypothesized that (2) there would be an increase in the time spent in MVPA minutes and the number of daily steps in weeks 1, 2, and 3 compared with baseline measurements (secondary variables of interest). Finally, we hypothesized that (3) the participants’ step count and heart rate (HR) would show an increase after the delivery of a personalized PA prompt.

Methods

The Mobile App for Physical Activity Intervention

Mobile App for Physical Activity is an intervention developed to promote PA among adolescents aged 16 to 18 years. It was aimed at adolescents who showed insufficient PA levels according to the World Health Organization (WHO) recommendations (ie, <60 minutes of moderate or vigorous PA each day, associated with 11,700 steps daily [29]) but were interested in increasing it. This minimalist, multicomponent mHealth PA intervention combines a Fitbit smartphone app [30], personalized assistance, and a wrist-worn activity tracker (Fitbit Charge 4) [31] that collects HR-based Active Zone Minutes or MVPA minutes, active minutes based on the metabolic equivalent of task (MET) or MVPA minutes, step count, and sedentary minutes based on MET data. The Mobile App for Physical Activity intervention includes basic features of the Fitbit app and tracker as well as additional personalized assistance features—daily personalized PA prompts, weekly goal adjustment, and interactive assistance realized via the chat messaging feature—to help participants resolve any problems concerning achieving daily goals or using the intervention components. All additional components were implemented just in time by AD using the back-end features of the intervention (the Fitbase platform and Fitbit web interface). In total, 4 different outcome measures were controlled for following the recommendations of Thompson et al [32] suggesting the consideration of a multidimensional PA user profile. This device was selected for several reasons. We were interested in a device that would be, on the one hand, attractive yet unnoticeable and the least burdensome (to support user engagement) yet, by contrast, able to collect HR data (for MVPA minute calculation based on HR data in addition to MET values) and that would track and automatically recognize various types of PA performed by users. The triaxial accelerometer produced by Actigraph is considered the gold standard in PA measurement, currently proposing several wrist-worn activity trackers [33]. However, the proposed HR measurement method would have necessitated additional wireless devices, which may be considered...
burdensome by users. In addition, activity recognition was not automated. The latest reviews have reported satisfactory validity, reliability, and feasibility of consumer-grade activity trackers produced by Fitbit and other companies [34,35]. After analyzing the market of commercial activity trackers, we identified the device that matched most of our requirements—Fitbit Charge 4, a small, wrist-worn, waterproof activity tracker with an inbuilt photoplethysmographic sensor to assess HR and automatic recognition of 7 types of PA. Similar Fitbit devices have already been used in mHealth PA interventions for data collection [27,36-40]. The limitation that we encountered with this device related to data received from the Fitbit server—MVPA minutes or, according to Fitbit, activity minutes (calculated based on MET values) and Active Zone Minutes (calculated based on HR values) were provided as is (ie, without providing an algorithm based on which MVPA minutes were calculated). To date, the literature presents mixed evidence on the validity of HR (–3% to +3% error rates), maximal aerobic capacity (VO$_{2\text{max}}$), and energy expenditure measurements [41] yet confirms the relative validity of the Fitbit MVPA minute calculation [42], accurate recognition of the PA type [43], excellent intrument reliability, and good levels of agreement between devices [44]. On the basis of these considerations, we decided to use the Fitbit Charge 4 as a primary data collection device taking into account the limitations described.

The Fitbit app presents the user with a large set of features and tools that can be displayed in a selective manner. To use this software as a part of the Mobile App for Physical Activity intervention, the functionality of the Fitbit app was used as a toolkit and was tweaked to only make use of the features selected below. Therefore, the next constituent of the Mobile App for Physical Activity intervention included a combination of the Fitbit smartphone app and personalized assistance, which included both push and pull intervention components.

The first pull component was graphs and stats. This component, delivered via the home page of the Fitbit app, presents users with graphical feedback on their daily goals with the potential for personalization. Specifically, users can compare the results attained thus far with their personalized goals. Each participant was assigned 2 personalized daily goals: a step count goal and an Active Zone Minutes goal. These goals were set individually via remote Fitbit account access at the end of every week based on a 5% increase from the average daily step or Active Zone Minute count achieved during the previous week. A 5% increase mark was chosen to provide a substantial yet feasible increase goal based on the findings from the study by Degroote et al [45]. If a participant underperformed, the daily step or Active Zone Minute goals remained the same.

The second pull component was interactive assistance. Through a dedicated message tab, the participants received advice or could communicate with AD in case they encountered any problems in either achieving their daily goals or using the intervention components. Web-based support was initially intended as an automated advisor providing personalized support and problem-solving strategies and answering inquiries based on a strategy grounded in artificial intelligence research. However, because of the prolonged development period, for this first version of the Mobile App for Physical Activity intervention, AD substituted an automated advice system. There is recent evidence that, while providing solutions for identified obstacles, the implementation of an automated advisor is considered promising in increasing PA even compared with human advisors. Therefore, this component should be further developed and tested in future trials [9,10,46,47]. This component also has the potential to reinforce coping planning (by providing coping responses for dealing with potential barriers and difficult situations) [26,48].

The first push component was a personalized PA prompt. According to the results of the 2 most recent MRTs, tailored push suggestions in a PA context were associated with greater engagement with an mHealth app and increased PA participation [24,49]. In the Mobile App for Physical Activity, the users received 1 tailored suggestion (delivered as a pop-up notification). Every day after school classes had finished (5 PM-7 PM), the participants received a personalized PA prompt via a Fitbit pop-up notification. Each message was prepared by AD considering the daily step count performance so far and its percentage correlation with the daily goal. Depending on the participant’s achievements, the message could be framed in 5 different ways according to the percentage reached compared with the personalized goal: <40%, ≥40%, ≥60%, ≥80%, and ≥100%. The message also included different PA health benefits that the participants could potentially achieve by following their activity goals based on WHO recommendations [50]. Additional attention was paid to the positive framing of the PA suggestions [47]. The Mobile App for Physical Activity intervention included >25 PA suggestion templates developed by the research team using data collected during focus group discussions. All generated suggestion templates were reviewed and edited, and additional suggestions were created to provide a sufficient number of prompts for each condition, including the personalization to such events as an exam period. An example of such a suggestion would be the following: *Hi, Bob! You did around xxxx steps so far and reached 80% of your goal for today—good job, can you do even better? Interesting fact: physical activity benefits improved concentration, so if you are active, you may get better study results! Keep up the effort!* Therefore, depending on the participants and their performance level as well as their daily goal, messages could differ in relation to five variables: (1) participant name, (2) number of steps so far, (3) step count percentage correlation with the daily goal, (4) PA health benefits based on WHO recommendations, and (5) general message framing. This resulted in a personalized message that could potentially be followed by interactive assistance, which is a qualitatively different combination compared with the generic messages currently provided by most commercial apps. In further iterations of the Mobile App for Physical Activity intervention, this process is planned to be more automated and personalized considering contextual factors.

The second push component was reminders to move. Every day after classes (4 PM-9 PM), if the participants’ behavior was identified as sedentary (no steps or any other HR-increasing activity were performed), they would receive a pop-up reminder motivating them to take ≥250 steps by the end of each hour.
These approaches were designed to support the users’ self-regulation, which is recognized as a principal factor in health behavior change [51,52]. The self-monitoring and feedback strategies implemented in this intervention component are characterized as “especially helpful” and recommended for inclusion in PA promotion interventions [47].

The last intervention component was rewards. This component was introduced to reinforce the self-monitoring strategies used in the Mobile App for Physical Activity intervention. The strategy of providing users with rewards was recently reported to be especially helpful in increasing PA [47]. In the preliminary-held focus group discussions, adolescents identified the sports-related rewards as the most attractive. At intake, the participants were informed that rewards could be obtained based on the number of consecutively accumulated days in line with or above the personalized goals. The rewards consisted of a digital gift voucher from a local sporting goods store. The value of the voucher depended on the number of consecutively accumulated days in line with or above the personalized goals (ie, 3, 5, or 7 days of the week resulted in a €15 [US $15.97], €30 [US $31.94], or €40 [US $42.58] voucher reward, respectively). Rewards or gift vouchers were time-contingent (ie, they were delivered via email directly at the end of the week). The reward scenario aimed to reinforce users’ self-monitoring and the consequent regular performance of sufficient PA. As the Mobile App for Physical Activity intervention was intended to be available to users over a longer period (ie, after the completion of the study), incentives were projected to be effective at early stages and further gradually substituted by habitually formed self-monitoring strategies [53]. Finally, the participants were allowed to keep the activity trackers after the end of the study.

**Selection of the Intervention Components**

The selection of the Mobile App for Physical Activity intervention components was guided by 2 combined approaches. The first approach included an analysis of qualitative studies (survey, interview, and focus group discussion as methods of data collection) that explored user preferences in terms of the technological functionality of PA promotion apps [54-61]. We also conducted a focus group discussion to explore the app feature preferences of adolescents. After identification of potentially advantageous and attractive features for the PA promotion app, we aligned the results with our second approach (ie, the identification and implementation of recommended, effective, and efficacious BCTs).

To identify and select such BCTs, we used the approach described by Lyons et al [62], compiling recommended BCTs from several sources in 1 list [62]. Our selection was based on the following steps: (1) successful BCTs for increasing PA in adolescents based on the meta-analysis by Brannon and Cushing for adolescents [63], (2) BCTs that predicted PA as reported in meta-analyses on PA interventions for adults [51,63-67], (3) recommendations from the systematic review by Sullivan et al [47], and (4) BCTs identified by applying the Behaviour Change Wheel framework [28,68]. We used the Acceptability, Practicability, Effectiveness, Affordability, Side-effects, and Equity criteria (worksheet 7 of the Behaviour Change Wheel manual) to identify the appropriate BCTs based on the Mobile App for Physical Activity intervention functions. As an example, the BCT *Credible source* was identified as appropriate and applied within 2 intervention components: interactive assistance and personalized PA prompt. In the Mobile App for Physical Activity intervention, for both cases, a communication from a credible source in favor of the active behavior was presented. In a final step, the selection was reviewed and confirmed by a panel of 4 senior researchers (Textbox 1).

It is important to note the limitations of the current literature in which the presented BCTs were identified. First, the Mobile App for Physical Activity intervention was developed for adolescents, although data from meta-analyses and reviews for adults were used as there is a gap concerning studies on mHealth PA promotion in younger populations [18]. Second, although the review by Brannon and Cushing [63] concentrates on apps, the meta-analysis they performed was based on classic PA interventions rather than apps. Third, the identified meta-analyses (also based on classic PA interventions) presented a mix of results in terms of BCTs. Therefore, we included BCTs in our list only if they were associated with PA in at least two of the 6 meta-analyses. Finally, yet importantly, there are several reviews on the topic published to date that can inform the reader on BCTs identified in efficacious interventions [11,69,70]; however, only 1 review (Sullivan et al [47]) provides specific recommendations on helpful strategies [47]. Therefore, we implemented the recommendations from these reviews and meta-analyses in that we coded all the BCTs presented according to previous versions of BCT taxonomies (26 and 40 BCTs) into the latest taxonomy (93 BCTs) [71-73].

The combination of potentially advantageous and attractive PA app features and the selection of BCTs associated with PA change supported a novel approach in developing the Mobile App for Physical Activity intervention. The selection of BCT components was based on two factors: (1) components were selected if considered attractive to adolescents and (2) components were selected if they were considered the most appropriate to reflect a certain BCT (eg, components such as *graphical representation of performed PA* would naturally include the BCT *Feedback on behavior*). The result (ie, the components of the app and the BCTs implemented in them) is presented in Table 1.
Textbox 1. Recommended, effective, and efficacious behavior change techniques (BCTs).

BCTs associated with physical activity (PA) identified in at least two of the 6 meta-analyses [51,63-67]
- Self-monitoring of behaviour (2.3), self-monitoring of outcome(s) of behaviour (2.4)
- Goal setting (behaviour; 1.1), goal setting (outcome; 1.3)
- Feedback on behaviour (2.2), feedback on outcome(s) of behaviour (2.7)
- Information about health consequences (5.1)

BCTs associated with PA according to the meta-analysis by Brannon and Cushing [63]
- Information about health consequences (5.1)
- Information about others’ approval (6.3)
- Goal setting (behaviour; 1.1), goal setting (outcome; 1.3)
- Self-monitoring of behaviour (2.3), self-monitoring of outcome(s) of behaviour (2.4)
- Behavioural contract (1.8)

BCTs recommended for implementation by Sullivan et al [47]
- Goal setting: goal setting (behaviour; 1.1), goal setting (outcome; 1.3)
- Self-monitoring: self-monitoring of behaviour (2.3), self-monitoring of outcome(s) of behaviour (2.4)
- Feedback: feedback on behaviour (2.2), feedback on outcome(s) of behaviour (2.7)
- Rewards: reward (outcome; 10.10), nonspecific reward (10.3)
- Social support: social support (unspecified; 3.1), social support (practical; 3.2), social support (emotional; 3.3)
- Coaching: instruction on how to perform the behaviour (4.1)
- Identifying obstacles: problem solving (1.2)
- Restructuring negative attitudes: framing/reframing (13.2)
- Action planning: action planning (1.4)
- Modifying environmental factors: restructuring the physical environment (12.1)

BCTs selected through the Behaviour Change Wheel framework [28,68]
- Credible source (9.1)
- Monitoring of behaviour by others without feedback (2.1), monitoring of outcome(s) of behaviour without feedback (2.5)
- Adding objects to the environment (12.5)
- Review behaviour goal(s) (1.5), review outcome goal(s) (1.7)

Table 1. Behavior change techniques (BCTs) included in the Mobile App for Physical Activity intervention components.

<table>
<thead>
<tr>
<th>Push or pull</th>
<th>Component</th>
<th>BCTs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Push</td>
<td>Personalized PA a prompt</td>
<td>Feedback on behavior, prompts/cues, discrepancy between current behavior and goal, information about health consequences, credible source</td>
</tr>
<tr>
<td>Push</td>
<td>Reminders to move</td>
<td>Feedback on behavior, prompts/cues, discrepancy between current behavior and goal</td>
</tr>
<tr>
<td>Push</td>
<td>Rewards</td>
<td>Reward (outcome), self-monitoring of behavior</td>
</tr>
<tr>
<td>Pull</td>
<td>Interactive assistance</td>
<td>Problem solving, restructuring the physical environment, credible source</td>
</tr>
<tr>
<td>Pull</td>
<td>Graphs and stats</td>
<td>Goal setting (outcome), feedback on behavior, information about health consequences, monitoring of outcome(s) of behavior without feedback</td>
</tr>
</tbody>
</table>

aPA: physical activity.

Theoretical Background
A meta-regression by Michie et al [51] has demonstrated that including such BCTs as self-monitoring combined with at least one other BCT from control theory (ie, prompt intention formation, prompt specific goal setting, providing feedback on performance, prompt self-monitoring of behavior, and prompt review of behavioral goals) in PA interventions is effective [51]. Three of these BCTs—namely, self-monitoring, goal setting, and feedback—correspond to the process of self-regulation or,
more specifically, control theory [74]. This theory suggests that self-monitoring behavior, receiving feedback, setting goals, and reviewing goals following feedback are central to behavioral self-management. Thus, the Mobile App for Physical Activity intervention components were centered on behavioral self-regulation (Figure 1). This, in addition to the aforementioned rigorous selection approach, enabled the selection and sequencing of the central BCTs [75].

Figure 1. Components of adjusted self-regulation control theory, which informed the Mobile App for Physical Activity intervention. PA: physical activity.

Participants
The selection criteria were similar to the ones applied in our focus group discussion study. A local international school was chosen to recruit healthy adolescents aged 16 to 18 years. The advertisement with study details was disseminated via the school’s email service, seeking to attract adolescents who were insufficiently active yet, on principle, willing to increase their PA participation. In addition, several adolescent students of local Luxembourgish schools were recruited from the participant list of the focus group discussion, which took place earlier and has been described elsewhere [76]. The advertisement contained general information about the study and informed potential participants that they would be remunerated for taking part. Remuneration was provided by letting the participants keep the activity tracker implemented in the study (Fitbit Charge 4) and the possibility to win sporting goods store vouchers. The participants needed to be fluent in English and possess a smartphone. Participants were excluded if they had any constraints toward performing PA and if they owned and actively used an activity tracker (eg, Fitbit, Garmin, or Apple Watch) as additional devices provided within the Mobile App for Physical Activity trial could be perceived as burdensome. The study participants were provided with an informed consent form, which had to be signed by the participants themselves (when aged 18 years) or their legal representative (when aged <18 years) before participation.

Ethics Approval
This study was approved by the Ethics Review Panel of the University of Luxembourg (19-046A2 Mobile App for Physical Activity).
friends feature) to send them later the personalized PA prompt via the dedicated Messages chat tab in the Fitbit app. After the initial week (a baseline period), notifications were turned on remotely via Fitbit account manipulation for proper functioning of components, and personalized step and Active Zone Minute goals were set. Users were informed that the Fitbit app could be assessed at any time without a prerrequired frequency. Adherence to both the Fitbit app and the activity tracker and data collection was monitored through the Fitabase platform [79]. Emails were sent to the participants when tracker data were missing for >24 hours or when the participants forgot to synchronize data. If data were not received after 48 hours, the participant was contacted by the study supervisor via SMS text message or a phone call. Normally, this situation did not occur more often than 4 to 6 times per week.

**Statistical Analysis**

The aggregated data set was downloaded in CSV format from the Fitbit application programming interface via the Fitabase platform. Fitbit provides data of a different resolution (days or minutes) and, for the primary analysis, we aggregated daily into weekly records.

To test the first and second hypotheses, we [80] performed paired 1-tailed t tests to reveal within-subject differences in the primary and secondary outcome measures between measurement occasions (baseline, week 1, week 2, and week 3). We tested for the outcome measures outlined in Textbox 2.

Textbox 2. Primary and secondary outcome measures.

<table>
<thead>
<tr>
<th>Primary outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Sedentary minutes based on the metabolic equivalent of task (MET)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Secondary outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Active Minutes based on MET or moderate to vigorous physical activity (MVPA) minutes</td>
</tr>
<tr>
<td>• Active Zone Minutes based on heart rate or MVPA minutes</td>
</tr>
<tr>
<td>• Step count</td>
</tr>
</tbody>
</table>

As the 2 recruitment sources (international school and local schools) had different holiday schedules, we plotted for differences in outcomes between participants from these 2 groups. Owing to the small sample size, we computed a bootstrapped paired 1-tailed t test in addition to the classic paired 1-tailed t test. The measurement occasions were 7-day periods, further referred to as baseline, week 1, week 2, and week 3. Each week 1 to week 3 value was compared with the baseline. The α level was set to .05 for all tests. While α inflation is an issue with multiple testing, we decided not to use the Bonferroni correction as it is considered overly conservative and, therefore, increases the risk of type 2 error. Given the early stage of development and research in this area, we would argue that reporting the uncorrected results contributes to the literature by stimulating studies with larger samples in which hypotheses can then be tested more rigorously.

To test the third hypothesis, we performed change-point detection analysis to identify change points in the means of the step count and the HR time series in the minute-to-minute resolution. As personalized PA prompts were given every day between 5 PM and 7 PM, we used a time frame of 3 PM to 7 PM to estimate change points. Once estimated, we chose the best-fitting change point after 5 PM per participant and day. We then subtracted the averaged step counts and HR of the 30-minute period before from the 30-minute period after the change point to calculate the magnitude of physiological change at that time. The 30-minute period was chosen based on the approach by Klasnja et al [24]. As a 30-minute period value was rather theory-inspired, we used an empirical approach and tested for the magnitude of physiological change also within a 60-minute period. To analyze the differences between weeks, we aggregated the magnitude of HR changes per participant and week. Although we did not provide a personalized PA prompt during the baseline, we nevertheless controlled for the random variations from 5 PM to 7 PM, which resulted in a comparison value for the treatment weeks. All statistical analyses were carried out using RStudio (version 4.1.1; R Foundation for Statistical Computing) [80].

**Results**

**Sample**

We recruited 18 participants, of whom 6 (33%) were women. Most participants (11/18, 61%) were recruited from an international school, whereas the other 39% (7/18) were recruited from Luxembourgish schools. The participants had different levels of motivation to improve their PA behavior, varying from very low to moderate. For most of the participants (11/18, 61%), English was their primary language. Nevertheless, plain English was used within the Mobile App for Physical Activity intervention to make it more attractive to all the participants. The participant mean age was 16.33 (SD 0.57) years. All participants (18/18, 100%) filled in the PAQ-A questionnaire, ranging from a score of 1, which indicates a low PA level, to a score of 5, which indicates a high PA level, with a mean score of 2.72 (SD 0.48). Most participants (16/18, 89%) owned an iOS-powered smartphone, with 11% (2/18) of the participants owning an Android-powered smartphone. We conducted the analysis while differentiating (color coding) between participants from the international school and Luxembourgish schools. However, the recruitment site was not introduced as a between-subject factor owing to the small sample size; therefore, we did not further report data on the differences between recruitment sites, describing rather our general observations of the differences between the 2 sites. Although
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showing similar trends in sedentary behavior, the step count and MVPA minute trends were generally divergent; students from local schools tended to increase their step count and MVPA minutes, whereas students from the international school tended to decrease their step count and MVPA minutes over the trial period.

**Primary Outcome Analysis: Change in Daily Time Spent in Sedentary Behavior Based on MET**

Sedentary minute counts decreased significantly during the first week of the trial compared with the baseline ($t_{17} = -1.79; P = .04$; bootstrapped $P = .02$; Table 2). This effect diminished over time and was no longer significant at week 2 ($t_{17} = -0.51; P = .30$; bootstrapped $P = .30$) and week 3 ($t_{17} = -0.94; P = .17$; bootstrapped $P = .21$). Figure 2 depicts the time course of sedentary minutes over the entire duration of the intervention. The error area in this and the other figures represents the SE of the mean.

**Table 2.** Outcome measures during the baseline and intervention periods.

<table>
<thead>
<tr>
<th>Outcome and measurement occasion</th>
<th>Values per day, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sedentary behavior (minutes per week)</strong></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>789.34 (176.71)</td>
</tr>
<tr>
<td>Week 1</td>
<td>718.30 (177.58)</td>
</tr>
<tr>
<td>Week 2</td>
<td>764.09 (209.89)</td>
</tr>
<tr>
<td>Week 3</td>
<td>749.13 (209.80)</td>
</tr>
<tr>
<td><strong>MVPA (^a) based on MET( ^b) (minutes per week)</strong></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>90.37 (47.94)</td>
</tr>
<tr>
<td>Week 1</td>
<td>100.85 (46.24)</td>
</tr>
<tr>
<td>Week 2</td>
<td>95.50 (55.08)</td>
</tr>
<tr>
<td>Week 3</td>
<td>91.57 (49.10)</td>
</tr>
<tr>
<td><strong>MVPA based on HR ( ^c) (minutes per week)</strong></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>42.88 (27.41)</td>
</tr>
<tr>
<td>Week 1</td>
<td>45.88 (27.15)</td>
</tr>
<tr>
<td>Week 2</td>
<td>37.81 (24.51)</td>
</tr>
<tr>
<td>Week 3</td>
<td>39.94 (32.66)</td>
</tr>
<tr>
<td><strong>Step count (steps per week)</strong></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>14,134.56 (4980.45)</td>
</tr>
<tr>
<td>Week 1</td>
<td>14,298.28 (4523.17)</td>
</tr>
<tr>
<td>Week 2</td>
<td>13,581.28 (5529.25)</td>
</tr>
<tr>
<td>Week 3</td>
<td>14,126.29 (5413.41)</td>
</tr>
</tbody>
</table>

\(^a\)MVPA: moderate to vigorous physical activity.

\(^b\)MET: metabolic equivalent of task.

\(^c\)HR: heart rate.
Secondary Outcome Analyses

**Change in MVPA Minutes Based on MET**

In total, 2 outliers with >500 MVPA minutes a day were excluded. With MET-based MVPA minutes, we observed a reversed nonsignificant trend in comparison with sedentary minute count (Table 2)—in the first week, the descriptive values of MET-based MVPA minutes increased compared with the baseline ($t_{17}$=1.23; $P$=.11; bootstrapped $P$=.12). This effect diminished over time and, although it was still positive in week 2 ($t_{17}$=0.41; $P$=.34; bootstrapped $P$=.34), it was smaller in week 3 ($t_{17}$=0.12; $P$=.45; bootstrapped $P$=.45). None of these changes reached significance levels (see Figure 3 for the complete time course).

**Change in MVPA Minutes Based on HR**

Although we observed an initial nonsignificant increase in the first week ($t_{17}$=0.50; $P$=.31; bootstrapped $P$=.29), we observed a nonsignificant decline compared with the baseline for weeks 2 ($t_{17}$=−0.57; $P$=.71; bootstrapped $P$=.72) and 3 ($t_{17}$=−0.39; $P$=.65; bootstrapped $P$=.63). See Figure 4 for the complete time course.
Figure 4. Averaged moderate to vigorous physical activity (MVPA) minutes based on heart rate (mean±SE of the mean).
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**Change in Step Count**

The analysis of step count revealed a descriptive course similar to the results of the MVPA minutes based on HR (Table 2)—although we observed a slight nonsignificant increase in the first week ($t_{17}=0.20; P=.41$; bootstrapped $P=.43$), there was no clear linear trend over the following weeks. In weeks 2 ($t_{17}=-0.33; P=.62$; bootstrapped $P=.63$) and 3 ($t_{17}=-0.006; P=.50$; bootstrapped $P=.50$), we observed a nonsignificant decline compared with the baseline (Figure 5).
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**Estimation of the Effect After the Delivery of a Personalized PA Prompt: Change-Point Analyses**

**HR at 60 Minutes**

We linearly interpolated some missing data (up to 5 minutes per day) to be able to perform the change-point analysis. If >5 minutes per day were missing, data from that day were excluded before running the change-point analysis. As shown in Table 3, the intervention resulted in a nonsignificant increase in HR compared with the baseline in the first week ($t_{16}=1.28; P=.10$; bootstrapped $P=.09$) and a significant increase in the second week ($t_{16}=1.84; P=.04$; bootstrapped $P=.04$). However, this effect diminished during week 3 ($t_{16}=-0.07; P=.22$; bootstrapped $P=.52$), where we observed a nonsignificant decline compared with the baseline (see Figure 6 for the complete time course).
Table 3. Change-point analysis results.

<table>
<thead>
<tr>
<th>Outcome and measurement occasion</th>
<th>Minutes before</th>
<th>Minutes after</th>
<th>Increase per minute, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Change-point analysis: heart rate at 60 minutes (bpm)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>80.637</td>
<td>81.762</td>
<td>1.12 (11.09)</td>
</tr>
<tr>
<td>Week 1</td>
<td>77.617</td>
<td>84.211</td>
<td>6.59 (11.73)</td>
</tr>
<tr>
<td>Week 2</td>
<td>78.877</td>
<td>89.024</td>
<td>10.14 (16.23)</td>
</tr>
<tr>
<td>Week 3</td>
<td>83.183</td>
<td>80.831</td>
<td>−2.35 (17.29)</td>
</tr>
<tr>
<td><strong>Change-point analysis: heart rate at 30 minutes (bpm)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>81.256</td>
<td>81.893</td>
<td>0.63 (13.28)</td>
</tr>
<tr>
<td>Week 1</td>
<td>78.656</td>
<td>84.534</td>
<td>5.87 (10.36)</td>
</tr>
<tr>
<td>Week 2</td>
<td>79.496</td>
<td>90.772</td>
<td>11.27 (15.88)</td>
</tr>
<tr>
<td>Week 3</td>
<td>83.647</td>
<td>81.865</td>
<td>−1.78 (15.74)</td>
</tr>
<tr>
<td><strong>Change-point analysis: step count at 60 minutes (steps)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>16.955</td>
<td>23.604</td>
<td>6.64 (13.10)</td>
</tr>
<tr>
<td>Week 1</td>
<td>19.813</td>
<td>25.510</td>
<td>5.69 (17.28)</td>
</tr>
<tr>
<td>Week 2</td>
<td>13.912</td>
<td>27.997</td>
<td>14.08 (21.92)</td>
</tr>
<tr>
<td>Week 3</td>
<td>17.826</td>
<td>23.755</td>
<td>5.92 (12.70)</td>
</tr>
<tr>
<td><strong>Change-point analysis: step count at 30 minutes (steps)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>19.732</td>
<td>27.038</td>
<td>7.30 (16.18)</td>
</tr>
<tr>
<td>Week 1</td>
<td>20.191</td>
<td>29.808</td>
<td>9.61 (16.50)</td>
</tr>
<tr>
<td>Week 2</td>
<td>15.036</td>
<td>30.855</td>
<td>15.81 (22.52)</td>
</tr>
<tr>
<td>Week 3</td>
<td>19.794</td>
<td>26.224</td>
<td>6.42 (13.33)</td>
</tr>
</tbody>
</table>

Figure 6. Change-point analysis: heart rate (mean±SE of the mean). bpm: beats per minute.
HR at 30 Minutes

The intervention resulted in a nonsignificant increase in HR compared with the baseline in the first week ($t_{16}=1.15; P=.13$; bootstrapped $P=.13$) and a significant increase in the second week ($t_{16}=1.95; P=.03$; bootstrapped $P=.03$). However, this effect diminished during week 3 ($t_{16}=0.07; P=.47$; bootstrapped $P=.46$), where we observed a nonsignificant decline compared with the baseline (Figure 6).

Step Count at 60 Minutes

Change-point analysis of step count revealed no clear linear trend (Table 3)—although we observed an insignificant decrease in the first week ($t_{17}=-0.23; P=.59$; bootstrapped $P=.58$), there was a significant increase in the second week ($t_{17}=1.35; P=.09$; bootstrapped $P=.05$). In week 3 ($t_{17}=-0.21; P=.58$; bootstrapped $P=.56$), we observed a nonsignificant decline compared with the baseline (see Figure 7 for the complete time course).

Figure 7. Change-point analysis: steps (mean±SE of the mean).

Step Count at 30 Minutes

As shown in Table 3, the change-point analysis of step count revealed a trend similar to the 60-minute measurement period—although we observed an insignificant increase in the first week ($t_{17}=0.50; P=.30$; bootstrapped $P=.29$), there was an increase in the second week, which was significant ($t_{17}=1.34; P=.09$; bootstrapped $P=.05$). In week 3 ($t_{17}=-0.22; P=.58$; bootstrapped $P=.58$), we observed a nonsignificant decline compared with the baseline (Figure 7).

Discussion

Principal Findings

This study, to our knowledge, is the first to develop a behavior change, theory-informed PA mHealth intervention with personalized prompts for adolescents aged 16 to 18 years evaluated using a within-subject experimental design. In contrast to the widespread 1D approach (eg, step count only [12,24,38,40]), this study involved the inclusion of 4 outcome measures to assess the multidimensional PA user profiles.

Overall, the results showed that the Mobile App for Physical Activity smartphone-based intervention produced significant reductions in sedentary time among adolescents during the first week of the trial. This trend, although it remained positive, diminished over time. This may be related to several reasons, including the holiday period, or certain aspects of the intervention being perceived as burdensome. This suggests that the implementation of the Mobile App for Physical Activity intervention may result in better health outcomes for adolescents, although there is currently insufficient evidence available to determine a specific dose-response relationship between sedentary time and health outcomes in adolescents [81]. Our findings indicate that the intervention had no effect on MET-based MVPA minutes, although the descriptive increase may give reason for further investigation. Although the results suggested no overall change in HR-based MVPA minutes, the results from the change-point analyses suggest that the personalized PA prompts significantly increased HR per minute.
(bpm) during the second week of the study. There were no significant increases in the participants’ overall step count; however, the personalized PA prompts resulted in a marginally significant increase in step counts per minute in the second week of the study. The results also revealed that the participants’ engagement, based on the amount of missing data and responses to app suggestions, although initially high, decreased over the study period. These results may suggest that the intervention was successful in giving adolescents a nudge strong enough to interrupt and decrease their sedentary behavior but insufficient for a more high-effort increase in MVPA minutes. Personalized PA prompts, although moderately successful in promoting a light activity increase, did not result in a more intense MVPA minute increase.

As noted in the Results section, there were noticeable differences between participants from the 2 recruitment sites. This study was carried out between the summer term and the vacation period; therefore, this divergence may be explained by the fact that the 2 schools differed in their holiday calendars. Specifically, although the holiday period for students from Luxembourgish schools started at week 3 of the study, students from the international school were in the holiday period earlier, from week 1 onward. This may have resulted in an earlier decrease in PA for students from the international school compared with students from Luxembourgish schools. The descriptive lack of correlation between step count levels and MVPA levels confirmed the importance of accounting for various outcome measures while tracking the participants’ PA in several dimensions.

Our study supports the results of a previous study by Bond et al [25], where a smartphone-based intervention yielded significant decreases in MET-based sedentary behavior in adults, which may confirm that smartphone-based PA interventions also have a high potential among adolescent populations. These results are also in line with some of the previous findings of the studies by Rabbi et al [23] and Klasnja et al [24] supporting the beneficial impact of personalized PA suggestions for adolescents. These results partially confirm the findings of the study by Kramer et al [82] supporting the use of financial incentives to initiate increased PA. However, future interventions should consider the exit strategy where, in time, participants would sustain increased PA levels based on intrinsic rather than extrinsic motivation. Challenges concerning the limited engagement of adolescents (based on the amount of missing data and decreased response to app suggestions over time) were similar to problems encountered by Lubans et al [83]. Engagement with mHealth PA interventions remains an important challenge to overcome for behavior change experts and developers in future interventions. Finally, our findings partially confirm the findings of the study by Gaudet et al [27], in which a minimalistic intervention based on the Fitbit activity tracker resulted in MVPA minute increases in adolescents, which may suggest that interventions including commercial fitness trackers may be advantageous for interventions among adolescent populations. Most published smartphone-based intervention studies such as ours include a relatively small participant sample. Therefore, it is important for future studies to replicate these findings and extend them to larger samples to further investigate approaches to increase adolescents’ PA.

This study used a set of devices and a data platform that are designed to improve sedentary behavior and PA levels among adolescents and are currently commercially available. With their accessibility and relatively low price, compact and waterproof HR- and GPS-powered wrist-worn devices [31] in combination with research-grade data collection platforms provide researchers with attractive solutions for data collection and analysis, mitigating burdensomeness and intervention development time span.

A small number of studies on adolescents in the domain of mHealth PA and even fewer studies using theory-informed interventions call for future research in this area to further knowledge accumulation, both qualitative and quantitative. Systematic methods of intervention development with the help of tools such as the Behaviour Change Wheel and the BCT Taxonomy should be applied further by researchers to allow for the identification of effective intervention components and BCTs for the adolescent age group. Further sustainability of PA and sedentary behavior changes should be investigated via longitudinal studies. Finally, future research should implement alternative designs such as a within-subject design or MRT, which may investigate the efficacy of the intervention’s individual components within a relatively short study duration.

These results suggest the feasibility and promise of smartphone-based PA interventions with personalized PA suggestions for adolescents. Although minimalist in nature, the introduction of such an intervention may represent a sufficient trigger for adolescents to decrease their sedentary behavior and increase their PA levels.

**Strengths and Limitations**

This study has several strengths. It is one of the few studies to develop and test an mHealth PA intervention for adolescents. Key methodological strengths include (1) the multidimensional PA profile assessment, specifically using versatile outcome measures; (2) the rigorous multistage theoretical development of the intervention guided by intervention development frameworks, taxonomies, and the latest research findings; and (3) the use of the latest wearable device and data collection platform, which presented inherent advantages and features, including undemanding data collection, quick device acceptance by participants, and prompt feedback time between participants and researchers.

This study also has important limitations. First, probably aggravated by restrictions imposed by the COVID-19 pandemic, we managed to enroll only a relatively small participant sample. Second, some participants did not wear the device for the entire duration of the study, taking it off during sleep or certain activities as wearing a watch or a fitness tracker was considered dangerous; for instance, in martial arts classes. The participants also forgot to wear the device on several occasions after sleep or forgot to charge the device in a timely manner, which resulted in missing data. Another important limitation is the short-term and small-scale nature of this study, which reduces the possibility to come to exhaustive conclusions. It is also
important to note that the participants took part in the study during the summer holiday period, which may have affected their PA patterns. In line with previous studies, during the baseline week of the study, we turned all the notifications off. However, we could not fully ensure that the participants would not use a Fitbit app or check the data provided by the fitness tracker either; similarly, we could not ascertain that the notifications during the treatment weeks would be read at once. The participants’ second-language proficiency may have affected their overall engagement with the intervention. Finally, as the proprietary algorithms used to calculate HR- and MET-based MVPA minutes are not publicly available, caution must be taken when interpreting PA data collected by such trackers.

Despite these limitations, this study provides preliminary evidence of the usefulness of an mHealth PA smartphone intervention while shedding light on potential directions for future mHealth PA smartphone intervention developments.

Conclusions
This study provides preliminary evidence of the benefits of the Mobile App for Physical Activity intervention for modest yet significant reductions in the participants’ sedentary time and the beneficial role of personalized PA prompts. These results also provide further evidence of the benefits and relative efficacy of personalized activity suggestions for inclusion in smartphone-based PA interventions. This study also provides an example of how to guide the development of subsequent smartphone-based mHealth PA interventions for adolescents. Future investigations should focus on replicating these findings and testing the potential for scalability of such an intervention in larger population samples.
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Abstract

Background: The government and partners have invested heavily in the health information system (HIS) for service delivery, surveillance, reporting, and monitoring. Sierra Leone’s government launched its first digital health strategy in 2018. In 2019, a broader national innovation and digital strategy was launched. The health pillar direction will use big data and artificial intelligence (AI) to improve health care in general and maternal and child health in particular. Understanding the number, distribution, and interoperability of digital health solutions is crucial for successful implementation strategies.

Objective: This paper presents the state of digital health solutions in Sierra Leone and how these solutions currently interoperate. This study further presents opportunities for big data and AI applications.

Methods: All the district health management teams, all digital health implementing organizations, and a stratified sample of 72 (out of 1284) health facilities were purposefully selected from all health districts and surveyed.

Results: The National Health Management Information System’s (NHMIS’s) aggregate reporting solution populated by health facility forms HF1 to HF9 was, by far, the most used tool. A health facility–based weekly aggregate electronic integrated disease surveillance and response solution was also widely used. Half of the health facilities had more than 2 digital health solutions in use. The different digital health software solutions do not share data among one another, though aggregate reporting data were sent as necessary. None of the respondents use any of the health care registries for patient, provider, health facility, or terminology identification.

Conclusions: Many digital health solutions are currently used at health facilities in Sierra Leone. The government can leverage current investment in HIS from surveillance and reporting for using big data and AI for care. The vision of using big data for health care is achievable if stakeholders prioritize individualized and longitudinal patient data exchange using agreed use cases from national strategies. This study has shown evidence of distribution, types, and scale of digital health solutions in health facilities and opportunities for leveraging big data to fill critical gaps necessary to achieve the national digital health vision.

(JMIR Form Res 2022;6(6):e29930)  doi:10.2196/29930
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Introduction

Background
The Ministry of Health and Sanitation (MoHS) inaugurated an eHealth coordination hub in 2017 to facilitate the systematic application of digital health solutions (or services and applications) for health systems improvement through data [1]. This culminated in the launch of the first national digital health strategy for 2018-2023 [2]. In 2019, the Directorate of Science Technology and Innovation at the Presidency also launched a broader National Innovation and Digital Strategy for 2019-2029. The broader strategy set out three strategic health pillars [3]:

1. Application of data science methods (including artificial intelligence [AI]) to diagnostic images, genomics, mobility, environmental, and other data analytical methods for automated disease diagnostics, predicting disease outbreaks, disease prevention, and identifying high-risk groups for planning and resource allocation
2. Use of AI to support junior-level and expert-level health care practitioners to make better health care decisions related to treatments and referrals in quicker time and for more people
3. Use of an integrated community and technology approach to significantly reduce maternal and child mortality.

As seen from the strategic health pillars, big data and AI are fundamental to the success of the national visions. As noted by Andreu-Perez et al [4], the phrase “Big data” is becoming a buzzword whose usage continues to double every year. They went on to outline the six Vs of big data in health care: value, volume, velocity, variety, veracity, and variability. Health care data’s clinical and public health value in financial terms and in health outcomes continue to drive interests in health care data globally. For instance, the total UK Health and Social Care expenditure in 2020 was 140 billion pounds representing 4% of total expenditure [5]. Similarly, the per capita national health expenditure in the United States stood at US $10,739 as of 2017 [6]. Low- and middle-income countries such as Sierra Leone continue to underperform their high-income counterparts in terms of health outcomes. This is particularly evident in the maternal and child health outcomes [7].

The volume of health care data generated in the United States alone in 2011 was 150 exabytes (10^{18} gigabytes) [8]. While we do not currently have such statistics for Sierra Leone, this helps to indicate the volume of data expected in a truly big data–enabled health system. One can expect individualized health care data such as vital signs, historical information, or high-resolution sound and imaging data to be the bedrock of a big data–enabled health system. The different types of data coming from different sources such as sensors, mobile apps, and hospital clinic information systems all represent the variety component of a big data system. Genetic, laboratory, and population health data all introduce their different challenges and perspectives to health care data. There is now increasing demand for real-time health care data: velocity. Health systems strive to improve data quality as the data travel from source to where they are used: veracity. The quality of data is dependent on data sources, and the quality reduces with each human interface. Will a given datum be available over time? What is the guarantee of its consistency? These and other questions are addressed in the variability and trustworthiness of health care data. In Sierra Leone, the government has improved health care data reporting completeness and timeliness of reporting from the health facilities in the country.

There are 1284 health facilities in Sierra Leone, including 24 district hospitals, and the rest are primary health care units (PHUs) [9]. Each health facility service delivery point and disease surveillance unit reports through the District Health Information System (DHIS) to the MoHS at the central level [9,10]. Data flow through the different levels of information is as shown in Figure 1 from the national digital health strategy [2]. The health facility’s aggregate service delivery report submission rate was 98.6%, with 91.4% submitting on time [2].
Study Objective

This study was commissioned to understand the different health facilities and other health systems’ digital health solutions. We also analyzed and present how these solutions are used to share information among different stakeholders in the health system, the structure of data shared, and how the data are used for decision-making. Findings from this mapping exercise conducted in 2019 provide evidence of the linkage between the availability of individualized (or longitudinal) digital health data and the exchange of these data in support of the national digital health vision. The methodology section discusses the overall investigation methodologies, including sampling, data collection, analysis, and interpretation. Next, we present our findings and the implications with key recommendations.

Table 1. Survey tools used for digital health mapping.

<table>
<thead>
<tr>
<th>Tool name</th>
<th>Target respondent</th>
<th>Alternative</th>
<th>Where it is applied</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessment Survey for District Health Management Team</td>
<td>District health medical officer</td>
<td>Authorized representative</td>
<td>District level</td>
</tr>
<tr>
<td>Assessment Survey for Implementing Partners</td>
<td>Implementing partners or implementing ministries, departments and agencies leads</td>
<td>Authorized representative</td>
<td>National or district level</td>
</tr>
<tr>
<td>Health Facility Checklist</td>
<td>Hospital superintendent or PHU(^a) officer in charge</td>
<td>Representative</td>
<td>Health facility</td>
</tr>
</tbody>
</table>

\(^a\)PHU: primary health care unit.

Methods

Survey Tools

For this survey, the 13 district health medical officers (DMOs) were targeted for survey. The DMOs are the health care policy implementers in their respective district and oversee district health programs at health facilities in their district. In addition, a stratified sample of 72 health facilities were also selected and visited. A separate tool was developed for digital health implementing organizations in the country. The 3 survey tools used for the survey are those shown in Table 1. Each of the questionnaires were coded into CommCare electronic mobile form [11]. Each DMO was visited, and the questionnaire was applied. Similarly, the digital health implementing organizations were visited, and a questionnaire was applied.
**Health Facility Sampling**

For the health facilities, a stratified sampling technique that includes 72 health facilities (out of 1284) with a confidence level of 95% and 11% margin of error to ensure findings can be generalizable. Health facilities were stratified into urban and rural and into high, medium, or low digital health activity health facilities, using information from the Directorate of Policy, Planning and Information (DPPI) at the MoHS working with respective DMOs. The health facilities surveyed include 17 urban and 55 rural health facilities, as shown in Table 2. In total, 96% (n=69) are public sector health facilities. The district’s DMO determines urban-rural classification. A facility is classified as low digital health activity if no digital health solution is in use at the health facility, medium if 1 or 2 solutions are used, and high if 3 or more.

These classifications were in addition to their Hospital versus PHU categorizations. In order to arrive at our sample size, a minimum of 5 health facilities were purposefully targeted for selection in each district visited. Each district DMO suggested one district hospital as part of the 5 survey health facilities. One health facility with high digital health activity was prioritized, followed by one with medium activity, followed by low (or no) activity. The process outlined above is repeated until the required number of health facilities is reached.

**Table 2.** Distribution of health facilities surveyed, by district (health facility survey).

<table>
<thead>
<tr>
<th>Health facilities by district, n</th>
<th>Bo</th>
<th>Bombali</th>
<th>Bonthe</th>
<th>Kailahun</th>
<th>Kambia</th>
<th>Kenema</th>
<th>Koinadugu</th>
<th>Kono</th>
<th>Moyamba</th>
<th>Poto</th>
<th>Pujehun</th>
<th>Tonkolili</th>
<th>Western Rural</th>
<th>Western Urban</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

a: R: rural.
b: U: urban.

**DMO and Implementer Sampling**

In addition to health facilities, all the DMOs and all identified digital health implementers were surveyed. Implementing partner organizations were included for the structured survey if they have an active digital health implementation at the national or district level, as determined by the DPPI at the MoHS. The implemetner survey tool covered the state of their digital health solutions. In total, 15 implementing organizations reported supporting digital health solutions in Sierra Leone and were all surveyed. Each implementer had one or more digital health solutions at various degrees of implementation. Similarly, the DMO—heading the District Health Management Team (DHMT)—was surveyed for the state of digital health solutions at the health facility they oversee.

**Data Collection and Analysis**

Study personnel surveyed targeted respondents at the national level and then moved to the district and health facility levels. No identifiable information was collected as authorized institutional representatives were surveyed. The quantitative data collection and structured interviews were carried out using the CommCare mobile app, which facilitated automatic data transmission to the cloud for easy access. Enumerators collected data using mobile forms, which were aggregated into a Microsoft Excel spreadsheet. The aggregated data were later analyzed with “pandas” and “matplotlib” libraries of Python.

**Results**

Here we present our study findings concerning the state of digital health solutions in Sierra Leone. The digital health solutions group the findings, data sharing practices, and current data use.

**Solutions (Services and Applications)**

**DHMT Survey Findings**

The number and distribution from the survey is presented as reported by the DHMT and by health facilities. Based on the survey of DHMTs, Kailahun, Kenema, Karame, Pujehun, Moyamba, Freetown-Western-Rural, and Freetown-Western-Urban reported having 4 or more digital health services and applications. Bo and Kono districts had 3, and the remaining districts had 2 or fewer. Among the digital health solutions, every district used the national District Health Information Software (DHIS2).

**Health Facility Survey Findings**

Similarly, the health facility survey showed that in total, 3 health facilities had 4 or more digital health services and applications in use, 4 facilities had 3 solutions in use, and the majority had 2 services and applications in use or only the DHIS for aggregate reporting. Figure 2 provides a breakdown of this distribution by hospitals and the different PHUs. Based on health facility respondents, digital tools used by health facilities were aggregate electronic Integrated Disease Surveillance (eIDSR) and DHIS2. Others include the case-based reporting tool based on odk, commcare, ihris, vaxtrac, and healthConnect. Some health facilities also indicated using SMS reporting through RapidPro and the NHMIS-paper-form HF1_HF9 reporting tool.

Almost all facilities reported that the services and applications were functional, except a negligible few, which were reported not to be working at the time of the data collector’s visit. The World Health Organization (WHO) classified digital health interventions into client, health care provider, health system administrator, and data services—facing services and applications (solutions) [12]. Based on these categorizations, the majority of the services and applications deployed were either for data services or for health care providers. Table 2 shows the
distribution and purpose of these digital health solutions by health facility type. SA_1 represents the first service and application, and SA_5 represents the fifth service and application. The first column in Table 3 implies that 5 hospitals had at least 1 service and application that are used for data service. In addition, there is one hospital whose fourth service and application are used for data services, and one hospital whose fifth service and application are used for data services.

Respondents at the health facilities surveyed were asked about how the services and applications were accessed at their facilities. The hospitals accessed their digital health solutions mainly using computers and through the internet. Similarly, the PHUs accessed their digital health solutions primarily using tablets (or smartphones) (Figure 3), although the maternal and child health posts used more basic phones than the other PHUs on average. Each rectangle represents access type, relative sizes of each rectangle indicate the number of health facilities, and the color indicates the health facility type.

Figure 2. Health facilities by the number of digital health activities (health facility survey). CHC: community health center; CHP: community health post; MCHP: maternal and child health post; No: number.
<table>
<thead>
<tr>
<th>Health facility type and purpose of the services and applications</th>
<th>Number of health facilities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SA_1</td>
</tr>
<tr>
<td><strong>Hospital</strong></td>
<td></td>
</tr>
<tr>
<td>data_services</td>
<td>5</td>
</tr>
<tr>
<td>healthcare_provider data_services</td>
<td>4</td>
</tr>
<tr>
<td>client data_services</td>
<td>1</td>
</tr>
<tr>
<td>client healthcare_provider, health_systems_administrator, and data_services</td>
<td>1</td>
</tr>
<tr>
<td>health_systems_administrator</td>
<td>1</td>
</tr>
<tr>
<td>healthcare_provider, health_systems_administrator, and data_services</td>
<td>1</td>
</tr>
<tr>
<td>health_systems_administrator and data_services</td>
<td>0</td>
</tr>
<tr>
<td>Client</td>
<td>0</td>
</tr>
<tr>
<td><strong>Community health centers</strong></td>
<td></td>
</tr>
<tr>
<td>healthcare_provider and data_services</td>
<td>8</td>
</tr>
<tr>
<td>healthcare_provider, health_systems_administrator, and data_services</td>
<td>8</td>
</tr>
<tr>
<td>data_services</td>
<td>4</td>
</tr>
<tr>
<td>Client and data_services</td>
<td>2</td>
</tr>
<tr>
<td>Client, healthcare_provider, health_systems_administrator, and data_services</td>
<td>1</td>
</tr>
<tr>
<td>health_systems_administrator and data_services</td>
<td>1</td>
</tr>
<tr>
<td>healthcare_provider</td>
<td>1</td>
</tr>
<tr>
<td>Client and healthcare_provider</td>
<td>0</td>
</tr>
<tr>
<td><strong>Community health posts</strong></td>
<td></td>
</tr>
<tr>
<td>healthcare_provider and data_services</td>
<td>10</td>
</tr>
<tr>
<td>data_services</td>
<td>2</td>
</tr>
<tr>
<td>Client</td>
<td>1</td>
</tr>
<tr>
<td>Client and data_services</td>
<td>1</td>
</tr>
<tr>
<td>Client, healthcare_provider, and data_services</td>
<td>1</td>
</tr>
<tr>
<td>Client, healthcare_provider, health_systems_administrator, and data_services</td>
<td>1</td>
</tr>
<tr>
<td>Client and health_systems_administrator</td>
<td>1</td>
</tr>
<tr>
<td>health_systems_administrator</td>
<td>1</td>
</tr>
<tr>
<td>health_systems_administrator and data_services</td>
<td>1</td>
</tr>
<tr>
<td>healthcare_provider</td>
<td>1</td>
</tr>
<tr>
<td><strong>Maternal and child health posts</strong></td>
<td></td>
</tr>
<tr>
<td>data_services</td>
<td>4</td>
</tr>
<tr>
<td>healthcare_provider and data_services</td>
<td>4</td>
</tr>
<tr>
<td>Client and data_services</td>
<td>2</td>
</tr>
<tr>
<td>healthcare_provider, health_systems_administrator, and data_services</td>
<td>2</td>
</tr>
<tr>
<td>health_systems_administrator</td>
<td>1</td>
</tr>
<tr>
<td>health_systems_administrator and data_services</td>
<td>1</td>
</tr>
<tr>
<td>healthcare_provider and health_systems_administrator</td>
<td>1</td>
</tr>
<tr>
<td>Client, healthcare_provider, health_systems_administrator, and data_services</td>
<td>1</td>
</tr>
</tbody>
</table>
Implementing Partner Survey Finding

Implementing partners used the services and applications shown in the word-art in Multimedia Appendix 1. The majority of the tools used were for data collection, processing, and reporting. The majority of the implementing partners supported the use of the DHIS, either through the national instance or a different instance. All surveyed implementing organizations noted that the status of their digital health effort was “active and working.”

Information Sharing

The findings from all the 13 districts show that all DHMTs share both service delivery and implementation information with health facilities in their district. All but one share (or send) both implementation and service delivery data with the central MoHS, nongovernment organizations (NGOs) or other implementing organizations. In total, 6 districts shared this information via email, 6 shared it in print format, and 3 reported sharing data via SMS. All districts submit data to the NHMIS web portal in the required format every month. Health facility information sharing is along the aggregate data reporting only to the DHMT or supporting NGOs. At PHUs, 78% share aggregate data with the DHMT only, and the other 22% share the aggregate data with the DHMT and NGOs. Similarly, hospitals share aggregated service delivery and implementation data with 16% either sharing to NGO or to no one as shown in Table 4. No health facility or district shares individualized information between different applications.

The majority of the implementing partners reported having a written standard operating procedure to facilitate data exchange at the health facilities they supported. Almost all partners surveyed shared data in a government-approved format, in addition to other formats. The majority of the partners shared data with health facilities, DHMTs, and the MoHS.

Table 4. Distribution of where aggregate data are sent by hospitals (health facility survey).

<table>
<thead>
<tr>
<th>Where the data are sent</th>
<th>Proportion, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>To no one</td>
<td>8</td>
</tr>
<tr>
<td>District Health Management Team</td>
<td>23</td>
</tr>
<tr>
<td>Central Directorate of Policy, Planning and Information</td>
<td>23</td>
</tr>
<tr>
<td>District Health Management Team and central Directorate of Policy, Planning and Information</td>
<td>23</td>
</tr>
<tr>
<td>District Health Management System, nongovernment organizations, and central Directorate of Policy, Planning and Information</td>
<td>15</td>
</tr>
<tr>
<td>Nongovernment organizations</td>
<td>8</td>
</tr>
</tbody>
</table>
**Data Use**

All surveyed health facilities reported using data for decision-making.

**Discussion**

**Solutions (Services and Application)**

Using the three structured interview approaches to determine the status of digital health solutions deployed in Sierra Leone highlighted the different dimensions and the distribution of these solutions. As shown in Figure 4a, the DHMT survey shows an even distribution of these tools across the districts. However, the implementing partner survey shows that the distribution is skewed to 2 districts, as shown in Figure 4b. Another dimension of this survey from the health facilities shows that most PHUs have 2 or more digital health services and applications. Furthermore, the majority of these solutions are intended for data services and use tablets as access mechanisms. On the other hand, hospital solutions use computers alone or computers and tablets. This is expected as the workload at hospitals often requires bigger-form factor hardware devices. Furthermore, hospitals have better electricity and internet-network infrastructure to support using computer-based services and applications (as against tablet-based services).

**Figure 4.** Number of operational services and application per district. (a) Number of operational services and applications (District Health Management Team survey); (b) number of operational services and applications (implementer survey).

**Interoperability**

Although stakeholders share information within and across institutions in government data sets, the structure and format of these data vary greatly (email, SMS, paper forms, and portal reporting). The implication of our findings is that no digital health foundational registry (patient, provider, practitioner, and health terminology classification) is used by any of these tools. There should be coordination around a standardized data format to reduce duplication among implementing partners, especially for individualized data-based solutions. Data-intensive digital health solutions should improve the feedback loop and data use, especially at health facility levels [13]. License-free individualized data sharing standards such as the Fast Healthcare Interoperability Resource should be explored [14]. The WHO’s International Classification of Diseases or Systematize Nomenclature of Medicine Clinical Terms will be invaluable in designing an interoperability terminology interface as proposed in the digital health strategy [15]. In order to mitigate data blocking as classified by the US Health Insurance Portability and Accountability Act (HIPAA) [16], blockchain, an emerging technology that allows shared ownership and administration of data, can be used [17]. Data blocking has been responsible for limited interoperability, and low- and middle-income countries often use western regulations such as the HIPAA as the best practices benchmark. An insufficient feedback loop was identified by the surveys, especially at health facilities.

**Big Data Opportunities and Digital Health Vision**

Application of big data in health care can be critical, and evidence from around the world supports this [18]. However, different surveys of the application of big data in health care show that these applications use individual-level data rather than aggregate-level information [18]. Given that no solution currently shares or exchanges individual-level data (longitudinal patient data), opportunities for using facility-generated big data at present are greatly limited to aggregate disease surveillance only. Steps necessary to improve individualized information sharing are critical to achieving the vision of digital health. This can also impact the quality of health system data and the ability to use the data. Investment in a multi-sourced data triangulation system will be a low-hanging fruit for data interoperability and use especially at district levels.
Limitations
Given that the digital ecosystem is evolving, and owing to the rapid deployment of digital interventions fueled by the pandemic, we acknowledge that new solutions may have been deployed after the survey. However, this snapshot mapping will prove invaluable to policy makers. In addition, other key enabling environment components such as digital health infrastructure, workforce capacity, and funding remain key barriers to achieving these ideals.

Conclusions
This mapping from frontline health workers, policy makers, and implementers has shown that there are many digital health solutions in operation at health facilities in Sierra Leone. This study also shows that only aggregate-level data are shared for reporting and monitoring purposes only. Individualized information (or longitudinal patient data) is not currently processed for exchange among different solution providers. Hospitals mostly use computer-based solutions, while PHUs mostly use tablet-based solutions. No foundational digital health registry is used by any of the surveyed and mapped digital health solutions.

There are opportunities to leverage the 6 Vs of big data (value, volume, velocity, veracity, variability, and variety) to achieve the national digital health vision. Integrated care resulting from big data–facilitated electronic health records is only possible through individualized data-enabled care coordination [19].
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Abstract

Background: Hypertension is the most prevalent and important risk factor for cardiovascular disease, affecting nearly 50% of the US adult population; however, only 30% of these patients achieve controlled blood pressure (BP). Incorporating strategies into primary care that take into consideration individual patient needs, such as remote BP monitoring, may improve hypertension management.

Objective: From March 2018 to December 2018, Stanford implemented a precision health pilot called Humanwide, which aimed to leverage high-technology and high-touch medicine to tailor individualized care for conditions such as hypertension. We examined multi-stakeholder perceptions of hypertension management in Humanwide to evaluate the program’s acceptability, appropriateness, feasibility, and sustainability.

Methods: We conducted semistructured interviews with 16 patients and 15 health professionals to assess their experiences with hypertension management in Humanwide. We transcribed and analyzed the interviews using a hybrid approach of inductive and deductive analysis to identify common themes around hypertension management and consensus methods to ensure reliability and validity.

Results: A total of 63% (10/16) of the patients and 40% (6/15) of the health professionals mentioned hypertension in the context of Humanwide. These participants reported that remote BP monitoring improved motivation, BP control, and overall clinic efficiency. The health professionals discussed feasibility challenges, including the time needed to analyze BP data and provide individualized feedback, integration of BP data, technological difficulties with the BP cuff, and decreased patient use of remote BP monitoring over time.

Conclusions: Remote BP monitoring for hypertension management in Humanwide was acceptable to patients and health professionals and appropriate for care. Important challenges need to be addressed to improve the feasibility and sustainability of this approach by leveraging team-based care, engaging patients to sustain remote BP monitoring, standardizing electronic medical record integration of BP measurements, and finding more user-friendly BP cuffs.

(JMIR Form Res 2022;6(6):e32874) doi:10.2196/32874
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Introduction

Background

Hypertension is the most prevalent and important risk factor for cardiovascular disease, affecting 1 in 4 adults worldwide [1]. According to the Centers for Disease Control and Prevention, in 2014, hypertension was the underlying cause of death of 410,000 Americans, with >1100 deaths each day [2]. Nearly half of US adults are hypertensive, with a blood pressure (BP) >130/80 mm Hg. If left untreated, hypertension increases the risk of heart attack, stroke, kidney disease, and Alzheimer disease [3]. The risk of these adverse consequences can be mitigated through BP reduction by adhering to hypertension treatment, including behavior modification (eg, low-sodium diet and regular exercise) and taking medication, as recommended by the American Heart Association (AHA) guidelines [2].

Adherence to hypertension treatment has been associated with reductions of 35% to 40% in stroke incidence, 20% to 25% in myocardial infarction incidence, and 50% in heart failure incidence [4]. However, only 54% of US patients with hypertension have controlled BP [5]. Challenges to achieving controlled BP include failure to respond to medication, treatment side effects leading to subpar adherence, and lack of engagement in preventive behaviors such as adopting a healthy diet and increasing physical activity [6,7]. Thus, there is a need to advance hypertension management through individualized approaches that engage patients.

Precision health is an emerging approach to patient-centered care [8] that incorporates patients’ variations in genes, environment, and behavioral lifestyle to construct personalized treatment and prevention approaches [9]. From a population health perspective, precision health can improve prevention of heart disease by defining subgroups of patients with hypertension that may benefit from specific therapies [6]. For the individual patient, hypertension management using precision health can enable better targeting of personalized treatment options by identifying high-risk patients or those in early disease stages in the hopes of averting negative outcomes in the future [10]. Previous research has shown that remote BP monitoring combined with health coaching [11] or pharmacist management [12] improves BP control by providing consistent and accurate BP data to both patients and physicians, which is then used to inform the selection of more effective treatment options [13]. Remote BP monitoring has also been shown to empower patients in relation to managing their hypertension [14] and improve the patient-clinician alliance [15].

As a result of the COVID-19 pandemic, there is an even greater clinical need for remote BP monitoring for hypertension management, as reflected by recent policies. On March 20, 2020, the Food and Drug Administration issued an enforcement policy for the expedited use and availability of digital remote monitoring equipment to facilitate patient monitoring during COVID-19 [16]. Although this policy is only to remain in effect during the pandemic, recent uptakes of remote BP monitoring may be sustained owing to support from other policies. For example, in 2019, the National Committee for Quality Assurance updated the hypertension quality measure to allow BP readings to be taken using remote patient monitoring devices and telehealth encounters to satisfy certain components of the quality measure [17]. The use of home BP measurement is also recommended for the ongoing diagnosis and treatment of hypertension in both the 2020 International Society of Hypertension Global Hypertension Practice Guidelines [18] and the 2017 American College of Cardiology and AHA Blood Pressure Guidelines [19].

As a result, remote BP monitoring is becoming increasingly important for hypertension management and, more broadly, in population health programs. Despite recommendations, adoption is precluded by mediators and moderators of remote BP monitoring integration, including the usability of the digital health tools, ease of clinical workflow incorporation, and availability of technical support [20]. Research is still needed to identify the best practices to sustain remote BP monitoring by overcoming barriers on both the patient side (ie, reductions in motivation) and the clinic side, such as the high costs of hardware maintenance and related software for digital health monitoring [21].

Objectives

Stanford conducted a precision health pilot, Humanwide, to assess the feasibility of embedding a precision health model in a community-based primary care clinic [10]. The goal of Humanwide was to deliver precision health through a combination of “high tech and high touch” care via the use of genetic and pharmacogenomic testing, digital health monitoring, and intensive one-on-one health coaching in the context of team-based primary care [22]. To our knowledge, this is the first implementation of a multipronged precision health delivery model integrated into a primary care clinic. Considering the continuing implementation hurdles that BP management poses and the potential of precision health in this space of patient care, the purpose of this analysis was to formally assess the implementation outcomes of feasibility, acceptability, appropriateness, and sustainability [23] of hypertension management via Humanwide and examine multi-stakeholder perceptions of this approach.

Methods

Overview

The implementation of Humanwide took place between March 2018 and December 2018. Patient participation in this study was entirely optional. After enrollment in the pilot study, patient information was shared securely with researchers (NS and CBJ), who then contacted patients to determine their interest in participating in the evaluation. Before conducting the interviews, the evaluation team obtained the participants’ verbal consent. The participants were made aware that the interviews would be confidential and in no way affect their care. Interviews and transcripts were only accessed by the external evaluation team and not by Humanwide health professionals. Audio and transcription files were maintained in Health Insurance Portability and Accountability Act–compliant box files. The deidentified aggregate findings were shared with health professionals and Humanwide team members.
Overview of Humanwide Pilot

Humanwide entailed four components that were added to standard primary care: (1) a baseline wellness visit to assess patient lifestyle, demographics, and socioenvironmental health factors, with follow-up health coaching visits as needed; (2) digital health remote biometric monitoring through the HealthKit app (Apple Inc) [24], including Bluetooth-enabled home scale glucometer, BP cuff for intermittent remote BP readings via the Withings device and app [25], and pedometer; (3) family history assessment and follow-up genetic testing for patients identified from the assessment as at risk for breast cancer, familial hypercholesterolemia, or Lynch syndrome; and (4) pharmacogenic testing to examine a patient’s likely response to a given class of drugs given their genetic makeup [10].

Implementing these components required care coordination across multiple physicians and specialists, medical assistants (MAs), a pharmacist, a behavioral health practitioner, a registered nurse, and a genetics counselor. The inclusion criteria were (1) adults aged >18 years, (2) seeing a health professional at the pilot study clinic, (3) having a smartphone (to take part in the digital health component), and (4) having time to participate. Health professionals recruited patients that they felt could benefit from Humanwide components, such as medically complex patients managing more than one chronic illness. Attention was given to recruiting diverse patients with respect to age, race and ethnicity, gender, and medical complexities. Primary care health professionals invited 69 patients to participate in Humanwide, and 50 (72%) enrolled. The 19 (28%) patients who declined enrollment reported lack of time as their main reason for nonenrollment.

Table 1. Summary interview guide for health professionals.

<table>
<thead>
<tr>
<th>Category</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision health and hypertension</td>
<td>What was your experience like with hypertension management in Humanwide?</td>
</tr>
<tr>
<td>Remote blood pressure monitoring</td>
<td>Which parts of remote blood pressure monitoring worked well? Which parts did not work well?</td>
</tr>
<tr>
<td></td>
<td>What kind of expectations did receiving blood pressure data place on you?</td>
</tr>
<tr>
<td>Genetic testing and pharmacogenomics</td>
<td>Can you tell us if and how genetic or pharmacogenomic testing affected hypertension management?</td>
</tr>
<tr>
<td>Health coaching</td>
<td>Can you tell us if and how one-on-one health coaching affected hypertension management?</td>
</tr>
<tr>
<td>Implementation feasibility and sustainability</td>
<td>What are your thoughts about the sustainability of hypertension management in Humanwide? What would make this approach more sustainable?</td>
</tr>
</tbody>
</table>

Data Analysis

We used a hybrid qualitative approach integrating a priori and emergent themes [26]. A priori subjects of interest included hypertension, digital health, pharmacogenomics, genetic testing, and health coaching. Emergent themes were identified via thematic analysis, which involved careful reading and rereading of the transcripts in line with the inductive approach [26]. The analysis involved 3 steps. First, JB read all patient and health professional transcripts using NVivo 11 software (QSR International) and coded them using the a priori subjects of interest [27]. Second, JB extracted emergent themes from all transcripts with input from the full authorship team. Third, emergent themes were assessed in relation to the following implementation science outcomes based on Proctor et al [23]: acceptability (satisfaction with various aspects), appropriateness (perceived fit), feasibility (suitability for everyday use and ability to be carried out considering resources, training, and staff), and sustainability (facilitators and barriers to spread). Coding

Interviews and Data Collection

All patients and health professionals involved with Humanwide were eligible for interviews, and patient recruitment for interviews occurred simultaneously during Humanwide enrollment. Health professionals in the primary clinic and specialists outside of the clinic who were contributing to patient care as part of the pilot were included in the interviews. Patients and health professionals were recruited for interviews via convenience sampling. We tracked roles (ie, primary care physician [PCP], nurse, or pharmacist) to aim for a purposive sample.

We developed a semistructured interview guide to assess the implementation outcomes of feasibility, appropriateness, and acceptability of Humanwide [23]. Interview questions assessed perceptions of each pilot component—genetic testing, pharmacogenomics, digital health, and health coaching—and addressed recommendations for future implementation of Humanwide with respect to hypertension management. As the interviews were semistructured, if a patient mentioned hypertension or remote BP monitoring, the questions were then phrased to assess how the pilot components affected their hypertension management (see Table 1 for a summary of the interview guide questions pertaining to hypertension). A total of 3 researchers trained in qualitative methods (NS, JB, and CBJ) conducted audio-recorded interviews in person in a private conference room or over the phone. To the researchers’ knowledge, no other individuals were present during the interviews. Patient interviews ranged from 17 to 36 minutes (mean 25, SD 6.7 minutes). Health professional interviews ranged from 22 to 60 minutes (mean 45, SD 13.9 minutes). No financial or other compensation was provided for participating in the interviews.
questions and novel emergent codes were discussed during weekly meetings with CBJ, NS, and JB over the course of 4 months. In total, 2 researchers (CBJ and NS) conducted quality checks and verified a final coding schema that included codes for a priori concepts and constructs as well as emergent themes.

**Ethics Approval**
This study was given a nonresearch determination and Human Subjects Research Exemption protocol 43279 by the Stanford Institutional Review Board.

**Results**

**Participants**
Of the 50 patients in Humanwide, 16 (32%) participated in the qualitative evaluation. The interviewed patients were diverse—50% (8/16) were non-White, and 56% (9/16) were women (Table 2)—and representative of the 50 patients enrolled based on race and ethnicity, gender, and age. Patients who explicitly referenced hypertension, remote BP monitoring, or both in their interviews were included in the analysis (10/16, 63%). We interviewed 11 health professionals in the Humanwide pilot clinic, including 9 (82%) PCPs, 1 (9%) pharmacist, and 1 (9%) registered nurse; interviews referencing hypertension or BP monitoring were included in the analysis (6/11, 55%). We also interviewed 4 key informant specialist medical doctors (MDs) involved in the pilot whose practices were outside the primary care clinic. The key informants were a cardiovascular geneticist, a pharmacogenomic specialist, a physician expert in biomedical informatics, and a physician specializing in the management of chronic medical conditions, particularly hypertension (Table 3).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Patients, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>30 to 39</td>
<td>3 (19)</td>
</tr>
<tr>
<td>40 to 49</td>
<td>6 (38)</td>
</tr>
<tr>
<td>50 to 59</td>
<td>5 (31)</td>
</tr>
<tr>
<td>60 to 69</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Race and ethnicity</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>8 (50)</td>
</tr>
<tr>
<td>Asian</td>
<td>5 (31)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (19)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>7 (44)</td>
</tr>
<tr>
<td>Women</td>
<td>9 (56)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Health professionals, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profession</td>
<td></td>
</tr>
<tr>
<td>Primary care physician</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Specialist medical doctor</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Pharmacist</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Nurse</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Men</td>
<td>3 (30)</td>
</tr>
</tbody>
</table>

**Emergent Qualitative Themes**
Overall, the remote BP monitoring component of Humanwide was the only component that the patients mentioned as contributing to hypertension management. Other components (ie, health coaching, pharmacogenomics, and genetic testing) were not mentioned in conjunction with hypertension management. The participants reported that remote BP monitoring led to mixed increases in patient motivation, enhanced patient-clinician engagement, and improved patient hypertensive management. The participants discussed varied efficiency with remote BP monitoring, and the health professionals were overwhelmed by unfiltered BP data and by providing individualized feedback. The health professionals proposed solutions to these barriers, including managing data through electronic medical record (EMR) settings and leveraging...
Table 4 summarizes the themes that emerged from the analysis along with illustrative quotes from the interviews mapped to implementation outcomes.

### Table 4. Themes and illustrative examples mapped to implementation outcomes.

<table>
<thead>
<tr>
<th>Implementation outcome and emergent theme</th>
<th>Illustrative examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Acceptability</strong></td>
<td></td>
</tr>
<tr>
<td>Increased patient motivation</td>
<td>“I figure if I am measuring my blood pressure on a regular basis and I am noticing that it is high, it should be a mental kick in the head that says ‘Oh hey, I am going to do something about this.’” [Patient 8]</td>
</tr>
</tbody>
</table>
| Increased patient-clinician engagement   | “I think the key thing that it does is it builds that relationship. If I have to see you in three months, you’re not going to think about doing your blood pressure. Maintaining, pushing a little more of, ‘How are you doing? What’s going on?’ Just trying to understand that. I think our goal was to try to be more engaged in their lives outside of clinic.” [Health professional 4, PCP]
| **Appropriateness**                      |                       |
| Remote blood pressure monitoring         | “And also some days I feel like really dizzy and like I am about to faint so then I immediately check my blood pressure to see if it is normal because sometimes I feel like my heart is pounding very fast, so anything that I feel that is not right or something is different, I immediately check to see my blood pressure.” [Patient 5] |
| Efficiency with remote blood pressure monitoring | “Just because we were able to access how things are at home. We could see what their blood pressure looks like at home versus in the clinic. It saves a lot of time when you’re meeting with patients cause you have all that information ahead of time.” [Health professional 11, specialist MD]
| **Feasibility**                          |                       |
| Efficiency with remote blood pressure monitoring | “Then I can show them the data, hey, look my blood pressure monitor taken this day is this, taken this day is this. Yeah I like the application itself. The application piece is good. It keeps my historical data.” [Patient 7] |
| Technical difficulties with blood pressure cuff | “You have to make sure your bluetooth is on and then you have to make sure every-thing pairs and sometimes with the blood pressure cuff it will like go through the whole thing where it is squeezing and whatever and then it will be like, oh, error, it did not read.” [Patient 6] |
| Time lost                                | “But it does put that added burden back on me to look through it [BP readings]. I’m getting five to ten trackers, tracking notices, now every single day. The patients have those tracking information back for me. But if I’m trying to look at everything, which...that’s my goal, then it’s too much.” [Health professional 1, PCP]
| **Sustainability**                       |                       |
| Managing data through EMR\(^d\) settings | “EPIC has some tools to visualize data in general and it is incorporated in those same views. Just as a normal PC doc would visualize BP data um same basic kind of mechanisms and dashboards. But I think it is an area of active discussion and debate. Like are the tools for health professionals and patients to interact with their data are they as good as they could be and how can we make them more useful.” [Health professional 13, specialist MD] |
| Sustaining patient motivation            | “I think we’re trying with the digital health, and I think we’ll continue to try. I think, again, it has huge benefit for the people that will do it. I think we need to figure out how to get people to do it, but I think it still has great potential.” [Health professional 5, PCP] |
| Need for team-based care                 | “I think our goal was to try to be more engaged in their lives outside of clinic. That was one of the purposes of these things. How do we do that? Do we need more support doing that? Could an MA\(^e\) do that?” [Health professional 2, PCP] |

\(^a\)PCP: primary care physician.

\(^b\)MD: medical doctor.

\(^c\)BP: blood pressure.

\(^d\)EMR: electronic medical record.

\(^e\)MA: medical assistant.
Implementation Outcomes

Overall, remote BP monitoring was acceptable and appropriate for hypertension management, whereas other components (ie, health coaching, pharmacogenomics, and genetic testing) were not mentioned as contributing to hypertension care. The patients and health professionals reported some barriers to feasibility and sustainability but recommended solutions to overcome these concerns for future implementation.

Acceptability

Overview

The use of remote BP monitoring to facilitate hypertension management was acceptable to most patients (13/16, 81%) and health professionals (8/10, 80%) and led to increased patient-health professional engagement; however, acceptance was mixed as not all patients with hypertension used it. On the positive side, the patients enjoyed receiving individualized feedback and treatment guidance from physicians; in some cases, this improved the patients’ motivation to make lifestyle modifications and engage in remote BP monitoring. In contrast, there were several technological glitches with the wireless Bluetooth BP cuff used, and it was thus not deemed an acceptable device in the long term by patients or health professionals.

Mixed Patient Motivation

The patients perceived remote BP monitoring with the wireless Bluetooth cuff as one of the main contributors to motivation, although maintenance was difficult for some (3/16, 19%). Patients with hypertension reported an improved desire to make behavioral changes such as implementing a routine exercise regimen. They described how seeing their BP measurements made them more conscientious of their health, which increased their motivation for self-management. The patients also reported an increased sense of accountability to their health professional, which further contributed to motivation:

I mean the attention from the medical staff and the fact that it is there in the app [on my smart phone] is going to make me become more efficient at [blood pressure monitoring]. [Patient 7]

The patients perceived health professional feedback as the “cue to take action” (patient 3) to adhere to treatment.

Despite increased patient motivation, the health professionals reported that patients did not sustain remote BP monitoring:

The [challenge] of Humanwide is that it probably requires some thought on how to adequately coach patients so that they feel really engaged in the use of wearables. [Health professional 12, specialist MD]

A total of 13% (2/15) of the health professionals discussed that, as patients with hypertension controlled their BP, they sometimes stopped using the cuff because they felt less incentivized. In addition, the health professionals mentioned that some patients who needed remote BP monitoring did not participate:

It’s insightful to me that it’s just really hard to get buy-in for that [blood pressure cuff]...For those that are interested, it’s great, but it’s very few. [Health professional 2, PCP]

A few (3/15, 20%) health professionals discussed not having the bandwidth to reach out to all patients with hypertension who were less engaged in remote BP monitoring; instead, the health professionals capitalized on patients who were engaged using a “nudge-based approach” (health professional 12), “frequent touches” (health professional 4), and “targeted management plans” (health professional 6).

Appropriateness

Overview

The health professionals and patients perceived remote BP monitoring to be appropriate based on their experiences of improved hypertension management and patient-health professional engagement, with fewer clinic visits. The health professionals reported that diagnosing patients with masked hypertension with the help of remote BP monitoring allowed patients to incorporate lifestyle changes earlier to achieve BP control. In addition, the health professionals reported titrating the medications of patients with hypertension faster because of remote BP monitoring, potentially leading to moderate improvements in overall clinic efficiency. Most patients with hypertension (15/16, 94%) enjoyed the digital health component and found it helpful to achieve controlled BP because they became more aware of their BP and knowledgeable of how to take part in their treatment.

Increased Patient-Clinician Engagement

The use of remote BP monitoring appeared to promote patient-clinician engagement and treatment adherence. The health professionals kept in touch with patients by providing individualized feedback on BP data. A patient mentioned the following:

My doctor called me and noted that my blood pressure was higher than it should be and let me know about that, that I need to take action on it. [Patient 8]

The patients with hypertension noted that they really “enjoyed” (patient 3) and “appreciated” (patient 6) receiving feedback from the clinical care team. In addition, the patients perceived this feedback as helpful for achieving their behavioral goals.

The health professionals similarly implied that the increased connection with their patients improved patient understanding of and adherence to their treatment regimen:

We have a tighter relationship. When I reach out, it’s not like I saw them last year. They’ll maybe listen a little bit more. We’ll have a little bit more of a conversation. [Health professional 10, pharmacist]

Most health professionals (12/15, 80%) mentioned that receiving the BP data placed an expectation on them to reach out to their patients to provide feedback.

Improved Patient Hypertensive Management

The participants perceived improved hypertensive management as a result of remote BP monitoring. The participants reported that remote BP monitoring improved “awareness of what was going on at home” (patient 3), as best described by a patient:
Now that there is an application and a digital record that allows me to be more conscientious, “Oh wow, it has been a week, or it has been 4 days, or it has been 3 days,” and, you know, that is now in my mind being more attentive about checking my blood pressure. [Patient 7]

The health professionals mentioned at-home BP data serving as a “checkpoint” (health professional 11) to ensure that patients were well-managed. A total of 20% (3/15) of the health professionals noted that some patients had normal BP in the clinic but elevated BP out of the clinic:

Individuals who never had a diagnosis of hypertension were getting blood pressure measurements in the range that would meet the criteria for hypertension as a diagnosis, and then they were able to...make lifestyle changes that were very tailored to them, that then reduced their blood pressure, and prevented hypertension. [Health professional 6, PCP]

Home BP monitoring was coupled with regular measurements in the clinic to help ensure accuracy and precision between home and clinic BP measurements.

Feasibility

Overview

There were concerns regarding the long-term feasibility of hypertension management in Humanwide because of the following barriers: (1) limitations of the BP cuff, including limited sizing, which may have led to inaccurate results for those with high BMI; (2) technical difficulties because of wireless connectivity issues; (3) time lost sifting through overwhelming amounts of BP measurements in the EMR; and (4) the number of health professionals needed to provide individualized feedback to patients. Unfortunately, the patients and health professionals became frustrated with the BP cuff’s technological issues, which led to drops in engagement with remote BP monitoring throughout the pilot. The health professionals also reported significant time lost reading through patient BP data to identify clinically actionable measurements. Although the patients mentioned difficulties with the BP readings not syncing to their EMR and the cuff not taking measurements:

They are a little glitchy. The blood pressure cuff is probably the easiest [remote monitoring digital health tool] to use but there are several steps involved. [Patient 6]

The health professionals echoed this sentiment, reporting that patients did not regularly monitor BP because of glitches with the technology:

They [patients] get frustrated when they put the cuff on, and it doesn’t work. They don’t want to do it. [Health professional 2, PCP]

Technological difficulties also affected health professional workflow because the health professionals often had to help patients troubleshoot over the phone or schedule a patient visit:

With the BP cuff, sometimes there were technical issues and they [patients] kind of knew to ask me or I gave them resources to call. [Health professional 11, specialist MD]

Indeed, the pilot intake process included a full hour with an MA entirely devoted to troubleshooting digital health devices. The patients mentioned needing to adjust their arm position for the cuff to work, and a patient required an additional office visit for guidance.

Sustainability

Overview

The health professionals mentioned several concerns related to the sustainability of remote BP monitoring as part of hypertension management. They discussed the negative impacts on the sustainability of remote BP workflows and patient

I don’t have to call my patient asking them to read back some blood pressures, and conversely I know when they are not recording their blood pressures. [Health professional 13, specialist MD]

This example illustrates the potential of remote BP monitoring to improve health professionals’ awareness of patient progress and inform individualized treatment.

The health professionals also discussed that having patient BP data before a clinic visit saved time and made the visit more productive. The health professionals implied that it improved clinic efficiency as it took fewer visits to stabilize patients on their medication:

I think we’re able to titrate them quicker, to make the blood pressure medicine changes quicker than we would having to come into the office every three to six months. So, we get them to goal quicker. [Health professional 2, PCP]

Of the 15 health professionals, 9 (60%) corroborated that they became “pretty efficient in terms of the workflow” (health professional 4) since implementing remote BP monitoring.

Although the participants discussed increased efficiency with remote BP monitoring, many expressed concerns over technological glitches with the wireless Bluetooth BP cuff. The patients mentioned difficulties with the BP readings not syncing to their EMR and the cuff not taking measurements:

They are a little glitchy. The blood pressure cuff is probably the easiest [remote monitoring digital health tool] to use but there are several steps involved. [Patient 6]

The health professionals echoed this sentiment, reporting that patients did not regularly monitor BP because of glitches with the technology:

They [patients] get frustrated when they put the cuff on, and it doesn’t work. They don’t want to do it. [Health professional 2, PCP]

Technological difficulties also affected health professional workflow because the health professionals often had to help patients troubleshoot over the phone or schedule a patient visit:

With the BP cuff, sometimes there were technical issues and they [patients] kind of knew to ask me or I gave them resources to call. [Health professional 11, specialist MD]

Indeed, the pilot intake process included a full hour with an MA entirely devoted to troubleshooting digital health devices. The patients mentioned needing to adjust their arm position for the cuff to work, and a patient required an additional office visit for guidance.

Sustainability

Overview

The health professionals mentioned several concerns related to the sustainability of remote BP monitoring as part of hypertension management. They discussed the negative impacts on the sustainability of remote BP workflows and patient

Yeah I like the application itself. The application piece is good. It keeps my historical data. [Patient 1]
motivation and engagement from feasibility issues: BP cuff technical glitches reducing motivation for patients, health professional time lost sifting through BP measurements, and time constraints limiting health professionals’ individualized feedback to patients. According to patient and health professional interviewees, the patients measured their BP daily, especially during the first half of the intervention period (March 2018 to July 2018), with a gradual drop in frequency of BP measurements in the latter half of the pilot.

The health professionals suggested several solutions to overcome feasibility and sustainability issues, including using a different wireless Bluetooth cuff in the future, providing patients with more information or guidance on how to properly use the cuff, better leveraging team-based care, and enabling measurement of BP data through automated EMR settings. Ideally, guidance for BP cuff use would be accessed outside the clinic through video tutorials or on-demand technological support. EMR settings could be adjusted such that health professionals receive an alert only when a patient’s BP is above a certain cutoff. A final suggestion was to incorporate artificial intelligence (AI)-based BP cuffs that would only surface alarming BP measurements. Overall, a great deal of care coordination, technological improvements, and approaches to sustain remote BP monitoring needs to be addressed to achieve long-term sustainability.

Overwhelmed by Unfiltered Data and Providing Individualized Feedback

The health professionals received a deluge of BP data in the EMR from remote monitoring and reported time lost as a result of reviewing these data and following up with patients:

> I have to respond to them or do something with the information. But it’s now turning out to be five to ten every single day that I’m getting. And obviously I think it’s useful, which is why I’m doing it. But at some point, I’m gonna say, “This is just too much.” [Health professional 2, PCP]

The health professionals reported that providing tailored feedback to patients was appropriate for hypertension management but acknowledged that the current workflow, where health professionals are solely responsible for communication, might not be acceptable in the long term. Conversely, several health professionals implied that daily communication with patients was worth their time even though there were no shortcuts:

> You can’t just say, “Do this,” which is fine. I mean, you have to understand that it’s just not going to be a quick [fix]. I mean, it’s that relationship, right? You’re building that relationship. [Health professional 2, PCP]

A health professional even felt that daily communication was sustainable:

> The frequent touches and the frequent follow-up is very doable. [Health professional 4]

Health Professional Proposed Solutions

Managing Data Through EMR Settings

The health professionals managed BP data through EMR settings to reduce extra time spent sifting through BP measurements by setting “overs and unders” (health professional 12) so they would only be notified when a patient’s BP was too high or low. Another strategy included setting the EMR to receive BP data every 2 weeks. The health professionals reported that it was not feasible to check BP measurements in real time. A health professional emphasized advising patients with hypertension to seek emergency help as they normally would if they encountered alarming BP measurements in conjunction with signs and symptoms of a hypertension emergency. If the patients were experiencing high BP measurements in isolation, they were advised to reach out to their PCP for potential medication adjustments or follow-up visits.

A few health professionals (3/15, 20%) also suggested developing graphical displays of BP measurements over time that could be visualized within the EMR to capture trends, outliers, and average BP values:

> Graphical displays are the most meaningful for the health professional who is looking at it [BP data]. Most of my colleagues, when we are in clinic, we look at the graphical trend over time and we look at the average. [Health professional 6, PCP]

Optimal visualization of BP data via the EMR remains an area of “active discussion and debate” (health professional 13).

Need for Team-Based Care

Many health professionals emphasized the importance of team-based care to enable successful hypertension management. A total of 40% (6/15) of the health professionals mentioned using MAs and pharmacists when treating patients with hypertension and the importance of everyone working at the top of their license. To best integrate remote BP monitoring, 13% (2/15) of the health professionals discussed needing to alter the typical patient-health professional model:

> If you just apply technology to existing workflows and models you are not necessarily going to have better outcomes. You need to figure out, “What care models do these new technologies enable?” And it is things like centralization and different care team members interacting differently to data. [Health professional 13]

The health professionals expressed that not all health care systems will have the resources to implement remote BP monitoring and individualized health professional feedback. However, a health professional discussed the potential for web-based patient management with the help of remote BP monitoring:

> We are trying to build on top of that kind of precision health approach with a protocolized team-based strategy for remote patient monitoring and appropriate care referral, with the thought being that most physicians or health professionals may have difficulty seeing their patients more regularly than 3
The health professionals also mentioned the ability of remote BP monitoring to reduce patient visits and, therefore, increase clinic efficiency.

**Discussion**

**Principal Findings**

This study explored emergent themes along with facilitators and barriers to hypertension management in the first reported precision health pilot study integrated into a primary care setting. The participants reported that remote BP monitoring led to improvements in patient treatment adherence and lifestyle behavior changes. These accounts are similar to those of previous studies showing improved medication management and adoption of lifestyle changes in patients using remote BP monitoring and health coaching [28,29]. The purpose of this evaluation was to assess the implementation outcomes for the Humanwide precision health pilot to inform future expansion of the intervention.

Most health professionals (9/15, 60%) stated that remote BP measurements are helpful for managing patients with hypertension as they are “actionable” and “are providing a new source of ground truth” (health professional 16, specialist MD). The AHA similarly recommends remote BP monitoring for a more comprehensive view of patients’ BP control [30]. Other benefits of remote BP monitoring coupled with office BP measurements include better prediction of cardiovascular morbidity and mortality, improved patient understanding of hypertension management leading to better treatment adherence, and increased detection of BP variability [31].

The health professionals mentioned difficulty in obtaining patient buy-in to start remote BP monitoring. PCPs from a recent qualitative study suggested patient education sessions to enhance patient engagement by emphasizing how remote BP monitoring can be a source of individual empowerment in clinical care [32]. Another study proposed a model based on the business process management paradigm to empower patients by setting negotiated health goals and providing consistent lines of communication between the patient and their health care team to help trigger initial engagement in remote BP monitoring [33].

Along with the difficulty in encouraging patients to initially engage in remote BP monitoring, there were concerns that motivation was not sustainable in the long term. Some patients reportedly stopped using their cuff near the end of the pilot, potentially because they achieved BP control. However, patients who achieve well-controlled hypertension should continue monitoring their BP on a semiregular basis [30]. Common patient-level moderators of BP control include self-efficacy, self-awareness, and education [34]. Self-monitoring of lifestyle behaviors (eg, diet, physical activity, and sleep) tends to be an effective tool for changing behavior but may be less well-suited for maintaining behavior as it is challenging to do so in the long term [31]. Although some studies show that remote BP monitoring combined with telehealth counseling could improve adherence to hypertension care [35], most patients (14/16, 88%) did not report engaging in health coaching sessions. We believe that this lack of engagement was potentially due to greater interest in the more novel pilot components of genetic testing, pharmacogenomic testing, and Bluetooth devices. Although the participants did receive genetic and pharmacogenomic testing, the results of these tests did not significantly affect their hypertension management or treatment regime.

Tools to improve long-term engagement in BP monitoring are needed, and future strategies could include a more systematized nudge-based approach in which health professionals regularly provide patients feedback based on their BP measurements. Future work could also explore a combination of remote BP monitoring, health professional feedback, and engaging patients’ social support members (ie, family and friends), much like an intervention currently being studied at Penn Family Care [36].

At the health care system level, physicians had several suggestions to address the barriers that surfaced, including leveraging team-based care to sift through patient BP measurements and buoy individualized feedback to patients, AI-based tools to surface clinically relevant data, and improved BP cuff technology. A recent meta-analysis showed that multicomponent strategies, including team-based care and medication titration by a nonphysician (ie, an MA or pharmacist), were most effective for systolic BP reduction compared with other interventions [37]. A study found that most patients are interested in using AI-based tools in their care [38], which may someday include an AI-based algorithm in development that differentiates clinically relevant BP measurements from outliers and extraneous data [39]. In addition, the AHA recently called for improved BP cuff technology and a set of clear standards on how to use these cuffs, echoing this study’s issue with technical glitches with the BP cuffs used [40]. Bluetooth-enabled BP cuffs can allow clinicians to monitor patterns in patients’ BP data. However, there are several access barriers to consider, including the need for a smartphone app to connect the Bluetooth BP cuff and consistent Wi-Fi, which may not be affordable for all patients or available in rural areas [41]. Future research is needed to explore patients’ and health professionals’ perceptions of Bluetooth-enabled BP cuffs relative to manual BP cuffs for home monitoring. In addition, implementation science research is necessary to determine whether Bluetooth-enabled BP cuffs can be implemented in various settings given their cost and mixed feasibility.

The COVID-19 pandemic has surfaced a clinical need and demand for remote BP monitoring. According to a study published by the AHA, BP control worsened in both men and women at the onset of the COVID-19 pandemic [42]. A recent qualitative study found that PCPs believe that remote BP monitoring can improve hypertension management, but successful implementation requires improving patient acceptance and seamless integration into clinical workflows [32]. We would expect remote BP monitoring to become the gold standard based on this evaluation and previous research. For remote BP monitoring to be accessible and sustainably used, there would need to be improvements in BP data visualization and EMR incorporation [43]. Bluetooth technology [44], insurance...
coverage of Bluetooth BP cuff technology [45], and team-based care [46].

Strengths and Limitations
Several limitations should be noted for interpreting the study findings, including testing in a single clinic, the small number of patients and health professionals interviewed, and the absence of quantitative data to assess actual patient changes in BP. Of the 50 patients in the Humanwide pilot, 34 (68%) were not interviewed because of our convenience sampling method. This method has known limitations, including lack of generalization, inability to represent subpopulations accurately, and bias toward people who will participate [47]. To account for these biases, we attended to demographics of the sample, making a purposive attempt to include perspectives from a variety of roles for clinicians and determining that our demographic balance for patients would include all groups of interest.

Thematic saturation has been systematically assessed in previous qualitative studies, with determinations that thematic saturation was reached in 2 studies at 12 interviews [48,49]. As previously mentioned, our sample sizes for health professionals and patients were relatively small (n=15 and n=16). On the basis of previous work with saturation and our assessment of no novel themes regarding BP, we found our patient data set to represent thematic saturation. Our clinician data set confirmed the themes from the patient data set. This agreement between data sets is a strong indicator through data triangulation [50] that our findings represent thematic saturation of BP perspectives in this pilot. All patients who mentioned remote BP monitoring or hypertension (10/16, 63%) were included in the data analysis. This study highlights the experiences of multiple stakeholders, including patients and health professionals, to inform the future dissemination of hypertension management in Humanwide and precision health more broadly.

Conclusions
We found that, of the 4 components of Humanwide (pharmacogenomics, genetic testing, digital health, and health coaching), digital health via remote BP monitoring was reported to be the most impactful for hypertension management from the perspective of both patients and health professionals. Despite the barriers, remote BP monitoring is promising, as reflected by enhanced patient-health professional engagement, perceived improvements in patient care, and increased clinic efficiency. Future recommendations to overcome barriers include the integration of patient BP data into the EMR, automated ways of monitoring and identifying actionable BP measurements, leveraging team-based care to facilitate data monitoring and individualized feedback, and tools to increase sustained patient use.
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Abstract

Background: Men who have sex with men (MSM) residing outside of large urban areas are underrepresented in research on online partner seeking and sexual behaviors related to transmission of HIV.

Objective: We aimed to determine associations between the use of the internet or social networking apps (online tools) to meet partners for sex, dating, or for both purposes (online partner seeking) and sexual behaviors among MSM residing in small and midsized towns in Kentucky, United States.

Methods: Using peer-referral sampling and online self-administered questionnaires, data were collected from 252 men, aged 18 to 34 years, who had recently (past 6 months) engaged in anal sex with another man and resided in Central Kentucky. Using multivariable logistic regression models, we assessed associations of online partner seeking and HIV-related sexual behaviors.

Results: Most (181/252, 71.8%) of the participants reported using online tools for partner seeking. Of these 181 respondents, 166 (91.7%) had used online tools to meet partners for sex (n=45, 27.1% for sex only; and n=121, 72.9% for sex and dating) and 136 (75.1%) had used online tools to meet partners for dating (n=15, 11% for dating only; and n=121, 89% for sex and dating). Adjusted analyses revealed that MSM who had engaged in condomless insertive and receptive anal intercourse were less likely to report online partner seeking (adjusted odds ratio [aOR] 0.22, 95% CI 0.07-0.68; P=.009 and aOR 0.25, 95% CI 0.10-0.66; P=.005, respectively). Increased number of insertive and receptive anal sex partners and substance use before or during sex were associated with higher odds of online partner seeking (aOR 1.31, 95% CI 1.11-1.55; P=.001; aOR 1.20, 95% CI 1.05-1.39; P=.008; and aOR 2.50, 95% CI 1.41-4.44; P=.002, respectively).

Conclusions: Among MSM who reside outside of large urban areas and practice online partner seeking, HIV risk-reduction interventions should address safer sex practices, including the risks for HIV transmission associated with alcohol or drug use before or during sex. MSM who do not practice online partner seeking are in need of continued outreach to reduce condomless anal sex.

(JMIR Form Res 2022;6(6):e35056) doi:10.2196/35056
Introduction

Background

Men who have sex with men (MSM) have the highest burden of HIV in the United States [1], with almost 70% of the new HIV cases being attributable to male-to-male sexual contact [1]. Although prior research has contributed immensely to our understanding of prevention of HIV transmission among MSM, new avenues for partner seeking among MSM have emerged over the past 3 decades, including through the internet, social media, and geosocial networking apps.

The use of the internet and social media can facilitate health-protective and safer sex practices among MSM who seek partners online [2,3]. Internet profiles become a place for MSM to disclose attitudes toward substance use [4] and HIV status [2,4-7], as well as inform others whether they take pre-exposure prophylaxis (PrEP) for HIV prevention [8]. Such practices may help internet-using MSM to make more informed sexual health decisions [2,5,7]. As described in previous research some internet-using MSM are more likely to report HIV testing [9] and condom use during anal intercourse with partners met online [10-12].

However, online partner seeking has also been associated with increased engagement in HIV-related risk behaviors [9-11,13-20], including an increased number of sex partners [11,17,18,21], higher prevalence of substance use [9,22], condomless anal intercourse with male partners [13,18,19], and casual sex with HIV-positive partners met online [16]. Compared with meeting partners in person, online partner seeking among MSM has also been associated with potential transmission of HIV [23] and greater odds of testing positive for sexually transmitted infections (STIs; eg, syphilis [24], gonorrhea, and chlamydia [22]), but the factors driving these associations are not well understood.

Most studies to date have described associations between the use of online partner seeking and sexual risk behaviors among MSM residing in large metropolitan centers; for example, Los Angeles [11,22,25], New York City [7,18,26,27], and San Francisco [28] in the United States. Few studies (including those published more than 10 years ago [29-31]) have examined patterns of internet use and associated sexual risk behaviors among MSM from rural areas [29-32] or small and midsized towns [33]. Similar to findings from large metropolitan areas [22], rural MSM who used the internet to search for sex partners had a higher prevalence of condomless anal intercourse [30,31]. Evidence shows that MSM from rural communities can be especially susceptible to social estrangement [34] and hostility [35], as well as sexual isolation and stigma [36,37], and that rural MSM often have few identifiable venues where they can meet other MSM [33,35,38,39]. MSM who reside outside of large urban areas may use social networking and dating websites or mobile apps as a safe and convenient way to meet partners [35] and travel from, or to, nearby metropolitan centers to meet people contacted online [35,40,41]. These findings highlight the need for additional research on sexual behaviors and the use of various online tools for partner seeking among MSM across the urban and nonurban continuum.

The Goal of This Study

As noted [42], MSM from small and midsized towns have been underrepresented in research, leaving a gap in knowledge that is concerning especially among those who reside in the American South, a region that remains disproportionately affected by HIV [1,43]. As there is a need for more geographic diversity in studies on the topic, we focused on MSM residing in 15 Central Kentucky counties that predominantly consist of small and midsized towns [44,45] and are located in the Bluegrass Area Development District [46]. In 2019, the Bluegrass Area Development District had the second greatest percentage of HIV diagnoses (19%) in the state of Kentucky [47], where the majority of cases among men were diagnosed in MSM (67%), persons who inject drugs (PWID; 8%), or MSM and PWID (6%) [47]. The relevance of the region to HIV research also lies in the region’s geographic proximity to rural Central Appalachia, which is considered highly vulnerable to an HIV outbreak associated with injection drug use [48], and to 2 recent HIV clusters in Northern Kentucky [49,50] and West Virginia [51], wherein most cases were among PWID [52] and PWID with male-to-male sexual contact [53]. In 2020, Kentucky was named 1 of just 7 rural states targeted by the Ending the HIV Epidemic initiative based on the percentage of new diagnoses occurring in rural areas [54]. Therefore, the aim of this exploratory study was to describe online partner seeking among MSM residing in small and midsized towns in Kentucky and to compare HIV sexual risk behaviors in this understudied population between those who use online tools for partner seeking and those who do not.

Methods

Study Design and Data Collection

From February 2018 to July 2018, a total of 253 participants were recruited using targeted street outreach and web-based respondent-driven sampling, which was previously shown to be an effective technique for reaching stigmatized populations, including MSM [55]. The recruitment process for the study is described in more detail elsewhere [56]. Briefly, the research team posted flyers on social media through a study-specific page and young adult lesbian, gay, bisexual, transgender, and queer groups and distributed flyers at various local venues that were outwardly friendly to members of the lesbian, gay, bisexual, transgender, and queer community (including adult entertainment stores, bars, and health clinics) as well as at 2 local pride festivals. All flyers directed individuals to the study website, where a link to the study’s online Qualtrics survey was posted. Upon completion of the survey, participants were offered a US $25 incentive in the form of an e-gift card or mailed payment [56]. Participants could refer up to 3 peers and receive
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up to US $30 if their referrals were eligible and completed the survey [56].

On the basis of demographic and behavioral factors associated with new HIV infections, the eligibility criteria included being male, aged 18 to 34 years, having engaged in anal sex with another man during the past 6 months, and residing in 1 of 15 Central Kentucky counties. The study specifically focused on young MSM because they experience the highest burden of HIV [57]. In total, 787 screening questionnaires were received, among which 490 (62.2%) were eligible and 414 (52.6%) were complete survey entries. Recent studies have demonstrated that online research may be at risk of fraudulent or invalid responses [58,59]. As such, the study staff implemented a rigorous fraud prevention and detection mechanism to ensure data quality based on check of geolocation, telephone number, name, email address, personal information, and survey duration [56]. The protocol also included direct outreach by staff to those deemed potentially fraudulent. Of the 414 responses considered, after implementing our fraud-detection strategy, we excluded 161 (38.9%) responses, leaving 253 (61.1%) valid responses [56]. The 253 participants screened eligible by checking that they had engaged in anal sex with another man in the past 6 months. However, during further data cleaning, we identified that, of these 253 participants, 1 (0.4%) contradicted their screening answer in their response of a zero value for the question about the number of lifetime male partners. Thus, this participant was excluded. The final analytic sample included 252 participants who were recruited online, through flyers, or through in-person outreach activities.

Ethics Approval
The institutional review board at the University of Kentucky approved the study protocol (76147). Survey participants completed informed consent forms [56].

Measures

Outcome Variable
As many social networking and dating sites have both webpages and smartphone-based apps, online partner seeking in this study is defined as the use of either type of online platform for dating or sex. The outcome was defined as an affirmative response to at least one of the following 2 survey questions: “In the past 6 months, have you used any social media tools or apps to meet people for sex?” and “In the past 6 months, have you used any social media tools or apps to meet partners to date, not necessarily just for sex?” Given their significant correlation ($\chi^2=70.1; P<.001$), the answers were combined in an aggregate outcome: online partner seeking, which was a binary variable (yes or no).

Demographic Characteristics
Participants provided information on various demographic characteristics, including age, gender, race, ethnicity, sexual orientation, highest level of education completed, income in the past 30 days (in US $), and county of residence. Because of the sample’s limited heterogeneity on gender, race and ethnicity, sexual orientation, and education, these variables were recoded into 2-level categories representing, respectively, man versus other gender groups; White and non-Hispanic versus other racial and ethnic groups; gay or mostly gay versus other sexual orientation; high school or General Educational Development Test (GED) or less versus (some) college degree or higher. Rural-Urban Continuum Codes [44] were used to classify counties of residence as metropolitan (5 counties, codes 1-3) and nonmetropolitan (6 counties, codes 4-6). Of note, the metropolitan counties were far smaller than the metropolises that have been the focus of previous research (eg, Los Angeles and San Francisco); the largest county had a population of less than 325,000 [45] and encompassed a midsized town. The other 4 metropolitan counties ranged in population size from 24,939 to 48,586 [44].

Behavioral Characteristics and STI and HIV Status
The survey included questions about lifetime behaviors such as sex with HIV-positive partners, HIV testing, antiretroviral therapy, and PrEP use among the respondents. The survey also asked about recent (past 6 months) drug use and engagement in sexual behaviors, including types of intercourse (insertive only, receptive only, and either insertive or receptive), number of male anal sex partners with whom the participant was the insertive (ie, was top) or receptive (ie, was bottom) partner, and frequency of condom use in insertive and receptive positions. Condomless insertive and receptive anal intercourse were analyzed as 2 binary variables created based on responses to questions that asked participants to report the percentage of recent anal sex acts in which a condom was used. Because of kurtosis in the distribution for continuous variables as well as the HIV risk entailed in any condomless sex [60], the variables were dichotomized where condomless insertive or receptive anal intercourse was defined as <100% condom use during insertive or receptive sex acts in the past 6 months (similar to previous research [61,62]). Of note, the survey did not ask participants to specify the HIV status of their partners. In addition, we examined recent engagement in group sex and use of alcohol or any drug (including marijuana, prescription drugs to get high, or any other illicit drug) before or during sex. The survey also asked whether participants had ever been diagnosed with STIs (chlamydia, gonorrhea, oral or anal herpes, or syphilis) or tested positive for HIV in their lifetime.

Statistical Analysis
SAS software (version 9.4; SAS Institute Inc) was used to conduct all analyses. Unadjusted odds ratios (ORs) and adjusted ORs (aORs) and 95% CIs obtained from bivariate and multivariable logistic regression models, respectively, were used as the measures of association between online partner seeking and demographic and behavioral characteristics. We estimated 3 models examining the association between online partner seeking and 3 behaviors relevant to HIV transmission based on previous literature [60,63-66] that were significantly ($P<.05$) associated with online partner seeking in bivariate analyses and had a sufficient cell size for analysis: condomless insertive anal intercourse (model 1) and condomless receptive anal intercourse (model 2) with male partners, as well as substance use before or during sex (model 3).

On the basis of findings from previous research about differences in online partner seeking by demographics as well as...
as results of diagnostics of confounding by demographic variables in our analysis, final models were adjusted for age [9,67], education [9], and race and ethnicity [9,15,25,68,69]. Models focused on estimating the association between online partner seeking and condomless insertive or receptive anal intercourse were also adjusted for the number of male insertive or receptive partners in the past 6 months and PrEP use in the lifetime. We examined all possible 2-way interactions for each model with their corresponding covariates and found no significant interactions. In addition, we tested for multicollinearity in all adjusted models and identified no multicollinearity. We also conducted sensitivity analyses while adjusting all models for residence in metropolitan and nonmetropolitan counties.

We used complete case analysis for each of the final multivariable regression models. Examination of missing versus included observations revealed no associations between missingness and most of the covariates of interest and no differences regarding the values of the dependent variable, online partner seeking.

Results

Characteristics of Survey Participants

Of the 252 respondents, 205 (81.3%) were White and non-Hispanic, 244 (96.8%) identified as male, and 215 (85.3%) self-identified as gay or mostly gay. The median age of participants was 25.8 (IQR 22.8-29.2) years. Of the 252 respondents, 216 (85.7%) were in college or had obtained an undergraduate degree or higher; in addition, 214 (84.9%) were currently residing in a metropolitan county, whereas 38 (15.1%) resided in nonmetropolitan areas (Table 1).

Of the 181 respondents who reported using online tools for partner seeking, 166 (91.7%) had used online tools to meet partners for sex (n=45, 27.1% for sex only; and n=121, 72.9% for sex and dating) and 136 (75.1%) had used online tools to meet partners for dating (n=15, 11% for dating only; and n=121, 89% for sex and dating). Overall, 71.8% (181/252) of the respondents had used online tools to meet other men for sex or dating: 24.9% (45/181) used online tools to meet people for sex only, 8.3% (15/181) used online tools to meet people exclusively for dating, and 66.9% (121/181) used online tools for both sex and dating. More than 20 online tools were listed by the 181 MSM who practiced online partner seeking, including Grindr (n=154, 85.1%), Tinder (n=93, 51.4%), Facebook (n=57, 31.5%), Scruff (n=53, 29.3%), and Adam4Adam (n=28, 15.5%), as well as others such as Backpage, Bumble, Craigslist, eHarmony, GROWlr, Hornet, Hot or Not, Instagram, Jack’d, Manhunt, Match, Meetme, OK Cupid, Plenty of Fish, Snapchat, Tumblr, Twitter, and VGL.
Table 1. Demographic, health, and behavioral characteristics of the respondents (N=252).

<table>
<thead>
<tr>
<th>Characteristics or behavior</th>
<th>Values(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>25.8 (22.8-29.2)</td>
</tr>
<tr>
<td>Income in the past 30 days (US $), median (IQR)</td>
<td>1600 (800-2500)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>244 (96.8)</td>
</tr>
<tr>
<td>Other (transgender man or woman; gender queer)</td>
<td>8 (3.2)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>211 (83.7)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>20 (7.9)</td>
</tr>
<tr>
<td>Other (Pacific Islander, biracial, or multiracial)</td>
<td>18 (7.1)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>235 (93.3)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>12 (4.8)</td>
</tr>
<tr>
<td>Race and ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>White and non-Hispanic</td>
<td>205 (81.3)</td>
</tr>
<tr>
<td>Other</td>
<td>40 (15.9)</td>
</tr>
<tr>
<td>Sexual orientation, n (%)</td>
<td></td>
</tr>
<tr>
<td>Gay or mostly gay</td>
<td>215 (85.3)</td>
</tr>
<tr>
<td>Other (bisexual or heterosexual or pansexual or queer)</td>
<td>36 (14.3)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Less than or some high school or high school graduate or GED(^b)</td>
<td>36 (14.3)</td>
</tr>
<tr>
<td>Some college or college graduate or higher</td>
<td>216 (85.7)</td>
</tr>
<tr>
<td>County of residence(^c), n (%)</td>
<td></td>
</tr>
<tr>
<td>Metropolitan</td>
<td>214 (84.9)</td>
</tr>
<tr>
<td>Nonmetropolitan</td>
<td>38 (15.1)</td>
</tr>
<tr>
<td>Recent behaviors (past 6 months)</td>
<td></td>
</tr>
<tr>
<td><strong>Type of anal sex with male partners, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Only insertive (ie, participant was always in insertive position)</td>
<td>59 (23.4)</td>
</tr>
<tr>
<td>Only receptive (ie, participant was always in receptive position)</td>
<td>44 (17.5)</td>
</tr>
<tr>
<td>Insertive or receptive</td>
<td>148 (58.7)</td>
</tr>
<tr>
<td>Number of male insertive anal sex partners(^d), median (IQR)</td>
<td>1 (1-3)</td>
</tr>
<tr>
<td>Number of male receptive anal sex partners(^e), median (IQR)</td>
<td>1 (1-4)</td>
</tr>
<tr>
<td>Number of male oral sex partners, median (IQR)</td>
<td>3 (1-8)</td>
</tr>
<tr>
<td>Condomless insertive anal intercourse(^d), n (%)</td>
<td>180 (71.4)</td>
</tr>
<tr>
<td>Condomless receptive anal intercourse(^e), n (%)</td>
<td>170 (67.5)</td>
</tr>
<tr>
<td>Engagement in group sex, n (%)</td>
<td>63 (25)</td>
</tr>
<tr>
<td><strong>Recent substance use (past 6 months), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Used drugs to get high</td>
<td>144 (57.1)</td>
</tr>
<tr>
<td>Daily use of drugs to get high</td>
<td>33 (13.1)</td>
</tr>
<tr>
<td>Alcohol or any illicit drug use before or during sex</td>
<td>151 (59.9)</td>
</tr>
</tbody>
</table>

\(^a\) Values are expressed as counts (percent) unless otherwise noted.

\(^b\) GED: General Educational Development.

\(^c\) Metropolitan areas were defined as those within the 30 largest Metropolitan Statistical Areas.

\(^d\) Median (IQR).

\(^e\) Number excludes those who self-reported to be gay or mostly gay.
Values

<table>
<thead>
<tr>
<th>Characteristics or behavior</th>
<th>Values^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Illicit drug use before or during sex with people met through social media (N=181; not available: 71)</td>
<td>65 (35.9)</td>
</tr>
</tbody>
</table>

**Lifetime behaviors, n (%)**

- Ever had sex with HIV-positive partners: 54 (21.4%)
- Ever used drugs to get high in the lifetime: 192 (76.2%)
- Ever injected drugs in the lifetime: 14 (5.6%)

**HIV or STI status and PrEP use, n (%)**

- Ever tested positive for STIs: 72 (28.6%)
- Ever been tested for HIV: 215 (85.3%)
- Ever tested positive for HIV: 17 (6.7%)
- Antiretroviral therapy uptake: 17 (6.7%)
- Ever used PrEP: 37 (14.7)%

^aPercentages are out of the total sample and may not add to total 100% because of rounding to 1 decimal. Sample sizes for some variables could vary because of missing data as well as refuse to answer or not applicable (n/a) responses.

GED: General Educational Development Test.

^eThe US Department of Agriculture 2013 Rural-Urban Continuum Codes were used to classify counties of residence as metropolitan (5 counties, codes 1-3) and nonmetropolitan (6 counties, codes 4-6).

^fWith whom participants were in the insertive position.

^gWith whom participants were in the receptive position.

^hSTI: sexually transmitted infection.


^jPrEP use in the lifetime was reported by 1 respondent with self-reported HIV-positive status.

**Unadjusted Associations of Online Partner Seeking**

Some health-protective behaviors were more common among those using online tools (Table 2). The odds of reporting online partner seeking were lower for those who practiced condomless insertive (OR 0.26, 95% CI 0.10-0.70; P=.008) and receptive (OR 0.30, 95% CI 0.12-0.75; P=.01) anal intercourse with male partners. The odds of reporting online partner seeking were significantly higher among those who reported PrEP use in the lifetime (OR 3.73, 95% CI 1.27-10.96; P=.02).

Compared with nonusers, users of online tools for partner seeking reported a higher median number of recent male insertive anal sex (2 vs 1; OR 1.28, 95% CI 1.10-1.49; P=.001), receptive anal sex (2 vs 1; OR 1.19, 95% CI 1.05-1.33; P=.005), and oral sex partners (4 vs 1; OR 1.25, 95% CI 1.12-1.40; P<.001). In our sample, of the 252 respondents, 144 (57.1%) reported drug use in the past 6 months (Table 1); of these 144 respondents, 33 (22.9%) reported daily drug use. Online partner seeking was more likely to be observed among those who reported recent drug use (OR 2.04, 95% CI 1.16-3.57; P=.01) as well as substance use before or during sex (OR 2.34, 95% CI 1.34-4.09; P=.003). Of the 181 users of online tools, 65 (35.9%) reported recent substance use before or during sex with people they met through social media (Table 1). Although not considered for further analysis because of small cell sizes, engagement in group sex was significantly higher among users than among nonusers of online tools for partner seeking (OR 2.93, 95% CI 1.36-6.32; P=.006). Differences in reporting history of HIV (OR 0.87, 95% CI 0.29-2.58; P=.80) or STI (OR 1.51, 95% CI 0.79-2.87; P=.21) diagnoses were insignificant between users and nonusers.
Table 2. Unadjusted and adjusted comparisons of men who have sex with men who are users versus nonusers of online tools for partner seeking by demographic and behavioral characteristics (N=252).

<table>
<thead>
<tr>
<th>Characteristics or behavior</th>
<th>Users&lt;sup&gt;a,b&lt;/sup&gt; (n=181)</th>
<th>Nonusers&lt;sup&gt;a&lt;/sup&gt; (n=71)</th>
<th>OR&lt;sup&gt;c&lt;/sup&gt; (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>25.2 (22.5-28.8)</td>
<td>27.1 (24.1-29.5)</td>
<td>0.94 (0.88-1.00)</td>
<td>.07</td>
</tr>
<tr>
<td>Income in the past 30 days (US $), median (IQR)</td>
<td>1500 (750-2500)</td>
<td>1750 (1000-2500)</td>
<td>0.99 (0.98-1.00)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>176 (97.2)</td>
<td>68 (95.8)</td>
<td>Reference</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Other</td>
<td>5 (2.8)</td>
<td>3 (4.2)</td>
<td>0.64 (0.15-2.77)</td>
<td>.55</td>
</tr>
<tr>
<td><strong>Race and ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White and non-Hispanic</td>
<td>145 (82.4)</td>
<td>60 (87)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>31 (17.6)</td>
<td>9 (13)</td>
<td>1.43 (0.64-3.17)</td>
<td>.39</td>
</tr>
<tr>
<td><strong>Sexual orientation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay or mostly gay</td>
<td>152 (84)</td>
<td>63 (90)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Other (bisexual or heterosexual or pansexual or queer)</td>
<td>29 (16)</td>
<td>7 (10)</td>
<td>1.71 (0.72-4.12)</td>
<td>.23</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤GED&lt;sup&gt;f&lt;/sup&gt; or high school graduate</td>
<td>25 (13.8)</td>
<td>11 (15.5)</td>
<td>0.87 (0.41-1.89)</td>
<td>.73</td>
</tr>
<tr>
<td>≥Some college or college graduate</td>
<td>156 (86.2)</td>
<td>60 (84.5)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>County of residence&lt;sup&gt;g&lt;/sup&gt;, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metropolitan</td>
<td>159 (87.9)</td>
<td>55 (77.5)</td>
<td>2.10 (1.03-4.29)</td>
<td>.04</td>
</tr>
<tr>
<td>Nonmetropolitan</td>
<td>22 (12.2)</td>
<td>16 (22.5)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Recent behaviors (past 6 months)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Type of anal sex with male partners, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Only insertive (ie, participant was always in insertive</td>
<td>44 (24.4)</td>
<td>15 (21.1)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>position)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Only receptive (ie, participant was always in receptive</td>
<td>25 (13.9)</td>
<td>19 (26.8)</td>
<td>0.45 (0.19-1.04)</td>
<td>.06</td>
</tr>
<tr>
<td>position)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insertive or receptive</td>
<td>111 (61.7)</td>
<td>37 (52.1)</td>
<td>1.02 (0.51-2.05)</td>
<td>.95</td>
</tr>
<tr>
<td><strong>Number of male insertive anal sex partners&lt;sup&gt;h&lt;/sup&gt;, median (IQR)</strong></td>
<td>2 (1-5)</td>
<td>1 (0-1)</td>
<td>1.28 (1.10-1.49)</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Number of male receptive anal sex partners&lt;sup&gt;i&lt;/sup&gt;, median (IQR)</strong></td>
<td>2 (1-5)</td>
<td>1 (1-1)</td>
<td>1.19 (1.05-1.33)</td>
<td>.005</td>
</tr>
<tr>
<td><strong>Number of male oral sex partners, median (IQR)</strong></td>
<td>4 (2-10)</td>
<td>1 (1-2)</td>
<td>1.25 (1.12-1.40)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Condomless insertive anal intercourse&lt;sup&gt;h&lt;/sup&gt;, n (%)</strong></td>
<td>122 (75.3)</td>
<td>58 (92.1)</td>
<td>0.26 (0.10-0.70)</td>
<td>.008</td>
</tr>
<tr>
<td><strong>Condomless receptive anal intercourse&lt;sup&gt;i&lt;/sup&gt;, n (%)</strong></td>
<td>115 (73.3)</td>
<td>55 (90.2)</td>
<td>0.30 (0.12-0.75)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Engagement in group sex, n (%)</strong></td>
<td>54 (29.8)</td>
<td>9 (12.7)</td>
<td>2.93 (1.36-6.32)</td>
<td>.006</td>
</tr>
<tr>
<td><strong>Recent substance use (past 6 months) , n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used drugs to get high</td>
<td>113 (62.4)</td>
<td>31 (44.9)</td>
<td>2.04 (1.16-3.57)</td>
<td>.01</td>
</tr>
<tr>
<td>Alcohol or any illicit drug use before or during sex</td>
<td>119 (65.8)</td>
<td>32 (45.1)</td>
<td>2.34 (1.34-4.09)</td>
<td>.003</td>
</tr>
<tr>
<td><strong>Lifetime behaviors, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever tested positive for STIs&lt;sup&gt;j&lt;/sup&gt;</td>
<td>56 (31.3)</td>
<td>16 (23.2)</td>
<td>1.51 (0.79-2.87)</td>
<td>.21</td>
</tr>
<tr>
<td>Have been tested for HIV</td>
<td>158 (87.3)</td>
<td>57 (80.3)</td>
<td>1.69 (0.81-3.50)</td>
<td>.16</td>
</tr>
<tr>
<td>Ever tested positive for HIV</td>
<td>12 (7.7)</td>
<td>5 (8.8)</td>
<td>0.87 (0.29-2.58)</td>
<td>.80</td>
</tr>
<tr>
<td>Antiretroviral therapy uptake</td>
<td>12 (6.7)</td>
<td>5 (7)</td>
<td>0.95 (0.32-2.80)</td>
<td>.92</td>
</tr>
<tr>
<td>PrEP&lt;sup&gt;k&lt;/sup&gt; use</td>
<td>33 (18.2)</td>
<td>4 (5.6)</td>
<td>3.73 (1.27-10.96)</td>
<td>.02</td>
</tr>
</tbody>
</table>
Adjusted Associations of Online Partner Seeking

Adjusting for demographics (Table 3), PrEP use in the lifetime as well as the number of recent male insertive or receptive anal sex partners and condomless insertive and receptive anal intercourse events were associated with lower odds of online partner seeking (aOR 0.22, 95% CI 0.07-0.68; \( P = .009 \) and aOR 0.25, 95% CI 0.10-0.66; \( P = .005 \), respectively). Adjusting for demographics, substance use before or during sex was associated with increased odds for online partner seeking (aOR 2.50, 95% CI 1.41-4.44; \( P = .002 \)). Our sensitivity analysis, while adjusting for residence in metropolitan and nonmetropolitan counties, provided similar results regarding significance and magnitude of associations, indicating lower odds of online partner seeking among those who had reported condomless insertive or receptive anal sex and higher odds of online partner seeking for those who reported substance use before or during sex (Multimedia Appendix 1). Sensitivity analyses also showed that there were no differences in online partner seeking between residents of metropolitan counties and those of nonmetropolitan counties.
Table 3. Adjusted comparisons of men who have sex with men who are users versus nonusers of online tools for partner seeking by sexual and drug-related behavioral characteristics.

<table>
<thead>
<tr>
<th>Characteristic or behavior</th>
<th>Model 1 (n=214)</th>
<th></th>
<th>Model 2 (n=209)</th>
<th></th>
<th>Model 3 (n=245)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>aOR (95% CI)</td>
<td>P value</td>
<td>aOR (95% CI)</td>
<td>P value</td>
<td>aOR (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Demographic characteristics and PrEP use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.89 (0.82-0.97)</td>
<td>.007</td>
<td>0.96 (0.89-1.04)</td>
<td>.34</td>
<td>0.94 (0.87-1.00)</td>
<td>.06</td>
</tr>
<tr>
<td>Race and ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White and non-Hispanic</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>0.77 (0.29-2.06)</td>
<td>.61</td>
<td>0.91 (0.35-2.38)</td>
<td>.85</td>
<td>1.40 (0.61-3.23)</td>
<td>.43</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤GED or high school graduate</td>
<td>0.46 (0.16-1.35)</td>
<td>.16</td>
<td>1.10 (0.39-3.10)</td>
<td>.86</td>
<td>0.64 (0.27-1.56)</td>
<td>.33</td>
</tr>
<tr>
<td>≥Some college or college graduate</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Ever used PrEP in the lifetime</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4.26 (1.32-13.77)</td>
<td>.02</td>
<td>3.67 (1.00-13.51)</td>
<td>.05</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Recent behaviors (past 6 months)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of male insertive anal sex partners</td>
<td>1.31 (1.11-1.55)</td>
<td>.001</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Number of male receptive anal sex partners</td>
<td>N/A</td>
<td>N/A</td>
<td>1.20 (1.05-1.39)</td>
<td>.008</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Condomless insertive anal intercourse</td>
<td>0.22 (0.07-0.68)</td>
<td>.009</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Condomless receptive anal intercourse</td>
<td>N/A</td>
<td>N/A</td>
<td>0.25 (0.10-0.66)</td>
<td>.005</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Alcohol or any illicit drug use before or during sex</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>2.50 (1.41-4.44)</td>
<td>.002</td>
</tr>
</tbody>
</table>

aOR: adjusted odds ratio.  
N/A: not applicable.  
GED: General Educational Development Test.  
With whom participants were in the insertive position.  
With whom participants were in the receptive position.

Discussion

Principal Findings

This cross-sectional study of 252 young adult MSM residing in small and midsized towns in Central Kentucky revealed that 181 (71.8%) respondents had used online tools to meet partners for sex, dating, or for both purposes. Of these 181 respondents, 166 (91.7%) had used online tools to meet partners for sex (n=45, 27.1%, for sex only and n=121, 72.9%, for sex and dating) and 136 (75.1%) had used online tools to meet partners for dating (n=15, 11%, for dating only and n=121, 89%, for sex and dating). In our study, those who practiced online partner seeking reported a higher number of male insertive and receptive anal sex partners in the past 6 months and many reported substance use before or during sex. MSM who used online tools for partner seeking were more likely to report condom use during anal intercourse with male partners than their counterparts who did not practice online partner seeking.

The percentage of men using online tools for partner seeking in our study (181/252, 71.8%) is at the high end of what has been observed in other studies in large urban settings (64.6%-72.1%) [10,20,70]. These findings are consistent with previous research suggesting that because of the limited number of MSM-friendly venues for entertainment and social interaction [33,39], MSM residing outside of large metropolitan areas might use online tools for partner seeking even more to lower the risk of stigma [33,35,36,38] associated with their sexual identity. It is worth noting that our study sample consisted of a substantial proportion of MSM residing outside of major urban areas compared with samples from other studies on the topic that have almost exclusively focused on large urban settings [7,11,18,22,25-28]. Interestingly, despite higher proportions of users of online tools among MSM residing in metropolitan counties, our adjusted analysis revealed no differences in online partner seeking between residents of metropolitan areas and those of nonmetropolitan areas.
In line with previous research [20], including among rural MSM [71], online partner seeking for dating was less common than that for sex among users of online tools in our study: 24.9% (45/181) reported use of online tools exclusively for sex and only 8.3% (15/181) used online tools to seek partners specifically for dating (ie, not necessarily just for sex). Most of the users of online tools (121/181, 66.9%) were interested in seeking partners for both dating and sex. It is likely that MSM who reported online partner seeking for both purposes were predominantly interested in casual or one-time sex partners and, as seen in other studies, were also “dating for fun” [72]. Previous research shows that engagement in risk behaviors may vary by the intention of online partner seeking [73]. Bauermeister et al [73] showed that MSM who frequently practiced online partner seeking specifically for casual sex engaged more in condomless sex acts than MSM who frequently sought dating partners or MSM who rarely practiced online partner seeking. Some authors [14,18,26] have presumed that people who use online tools to look for sexual encounters, especially for casual sex partners, may have higher levels of sensation seeking [74] associated with lower levels of self-control [75]: the 2 characteristics that are generally related to sexual risk taking among MSM [66,75-80]. Because of the small numbers of MSM who reported use of online tools exclusively for dating or for sex, there was insufficient statistical power to detect differences in associations of risk behaviors with online partner seeking by the 2 intentions and future studies are recommended.

Consistent with previous research from large urban centers [10,11,22,67], online partner seeking among MSM in our study was associated with several risk behaviors, including an increased number of male insertive and receptive anal sex partners in the past 6 months before and after adjusting for PrEP use in the lifetime as well as substance use before or during sex. Similar to previous studies [81,82], unadjusted analyses revealed that a larger proportion of users of online tools reported recent drug use and engagement in group sex. Although online partner seeking was associated with various risk factors, our study also showed that some protective behaviors were more prevalent among users of online tools versus nonusers. This finding is important given that some HIV care providers have negative perceptions of MSM who report online partner seeking, and who are assumed to engage in increased sexual risk behaviors, without acknowledgment that it may also be associated with protective behaviors [83]. This study’s findings and those of others [9,67,81,82,84,85] demonstrating the association of online partner seeking not only with sexual risk but also with protective behaviors is important to help HIV care providers understand the nuances of online partner seeking and thereby have more open conversations about online partner seeking with their clients. Past studies show equivocal results about the relationship between online partner seeking and condomless sex, with some studies among MSM from rural areas or large cities showing higher odds [30,31,86,87], whereas others report lower odds [10-12] or no associations [85,88]. Our results revealed lower odds for online partner seeking among those who reported recent condomless insertive and receptive anal sex. In a study on MSM residing outside of large urban areas, Bowen et al [71] suggested that in high-risk situations, such as meeting relatively unknown partners online, MSM tend to frequently use condoms. However, with primary partners or men to whom they feel attracted, MSM may engage in condomless sex even if they are not very familiar with their partner and are unaware of their partner’s HIV status [71]. More research using relationship-level data will be valuable in better understanding how online partner seeking may play a role in affecting this association.

Evidence shows that MSM who seek partners online are more likely to report HIV [9] or STI [85] testing and willingness to use PrEP [84,89]. Consistent with previous research, we observed more (although not statistically significantly) HIV testing among users and nonusers of online tools in unadjusted analyses. MSM are recommended to be tested for HIV if they have had more than 1 sex partner since their last HIV test [90]. Therefore, the association between HIV testing and online partner seeking may be explained by increased sexual activity among users of online tools in our study and, likely, by more awareness of, and interest in, sexual health. The unadjusted analysis also revealed that a larger proportion of MSM who used online tools reported having ever taken PrEP than those who had not used online tools. However, the small number of participants who had received PrEP among nonusers of online tools prevented us from deriving consistent inferences in the adjusted analysis (ie, there were only marginally significant associations in the model for condomless receptive anal sex).

In our sample, only 15.3% (36/235) of the MSM potentially eligible for PrEP use (after excluding 17 respondents who were aware of their HIV-positive status) had ever used PrEP, which is lower than the percentages for PrEP use reported from studies on MSM residing in large urban areas [91] but higher than the percentages reported in other studies on MSM from rural areas in the American South [89]. According to cross-sectionally collected data from 20 urban locations in the United States and territories as part of the National HIV Behavioral Surveillance conducted by the Centers for Disease Control and Prevention [92], there was a notable increase in PrEP awareness (from 60% to 90%) and use (from 6% to 35%) from 2014 to 2017 among MSM who are at risk for HIV infection [91]. Some authors have presumed that recent increases in PrEP awareness and use might be partly attributable to HIV prevention campaigns on social media [91]. Notably, an analysis of data from the American Men’s Internet Survey [93] revealed that the likelihood of PrEP awareness and use was lower in rural and nonmetropolitan regions than in urban areas [94]. These findings in combination with our study’s results indicate a need to increase PrEP awareness and uptake among nonurban MSM and highlight the need to explore social media as a strategy to do so.

Limitations

First, this was a cross-sectional survey. Second, data are subject to recall and self-report biases, although the use of an online self-administered questionnaire should mitigate this limitation because it is typically better suited for collection of sensitive data [95,96], as should the federal certificate of confidentiality which was explained to participants in the consent and survey; this provides additional protection to the data. Third, although data on antiretroviral therapy uptake were collected, data on viral load were not, leaving us unable to describe the sample in terms of viral load suppression. Fourth, this was a convenience sample of young adult MSM residing in Central Kentucky and...
the sample may not be representative of all young adult MSM, especially those of lower educational attainment. Many resided in a midsized college town and were still in school or have already received their degree. A number of studies have shown that MSM who seek partners online are more likely to have higher level of education and be of higher income and, thus, are more likely to access the internet and mobile apps [9]. Therefore, our analyses were adjusted for confounding by educational attainment.

In addition, the study recruited participants through multiple sources, including but not limited to social media, leading to potential overrepresentation of men who frequently use online tools for partner seeking. A study on nonurban MSM by Bowen et al [71] and a meta-analysis by Liau et al [13] showed that more men recruited online practiced internet partner seeking than men recruited offline. Of the 252 participants in our study, 64 (25.4%) were recruited at a pride festival. Some suggest that men who attend pride festivals are more open about their sexuality and engagement in same-sex sexual activity [67]. Bowen et al [71] reported that more nonurban MSM recruited through conventional sampling methods were in long-term monogamous relationships than men recruited solely on the internet [71]. However, it is worth noting that only 20.6% (52/252) reported social media as a way in which they had learned about the survey. Some (79/252, 31.3%) of the participants reported learning about the study through more than 1 method (eg, through peer referral and seeing it on social media); hence, responses regarding the recruitment methods were not mutually exclusive. Furthermore, the proportion of MSM practicing online partner seeking did not differ significantly by the type of recruitment method, and thus we did not adjust for recruitment type in the analysis. Finally, the study did not distinguish between different types of social networking and dating websites or smartphone-based geosocial networking apps that were reported by respondents but rather focused on the overall use of various online tools for partner seeking.

Despite these limitations, our study is among the first to describe the experiences of MSM residing outside of major cities, a population that is underrepresented in research on the topic. We believe that the lack of differences between our findings and those of national and urban studies are as informative as the differences themselves because they provide insights into the extent to which MSM residing in small and midsized towns are similar to those residing in large cities and, therefore, may respond similarly to similar intervention approaches or experience similar challenges.

Conclusions

To our knowledge, this study is one of the first of its kind to examine online partner seeking and associated sexual behaviors among MSM from small and midsized towns and the first one in Kentucky: 71.8% (181/252) had used online tools to meet partners for sex, dating, or for both purposes. Consistent with research on MSM from larger metropolises, online partner seeking was associated with some sexual risk behaviors such as increased number of anal sex partners and substance use before or during sex. These results provide insights regarding the content of targeted HIV risk-reduction internet- or mobile-based interventions among MSM who practice online partner seeking. However, unlike most studies among MSM from rural areas or large urban centers, we observed positive associations of online partner seeking with some protective behaviors such as condom use during insertive and receptive anal intercourse. This suggests that more tailored interventions are needed to reduce the risk of HIV transmission associated with condomless anal intercourse among MSM who do not practice online partner seeking.
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Abstract

Background: We piloted a web-based, provider-driven mobile app (DialysisConnect) to fill the communication and care coordination gap between hospitals and dialysis facilities.

Objective: This study aimed to describe the development and pilot implementation of DialysisConnect.

Methods: DialysisConnect was developed iteratively with focus group and user testing feedback and was made available to 120 potential users at 1 hospital (hospitalists, advanced practice providers [APPs], and care coordinators) and 4 affiliated dialysis facilities (nephrologists, APPs, nurses and nurse managers, social workers, and administrative personnel) before the start of the pilot (November 1, 2020, to May 31, 2021). Midpilot and end-of-pilot web-based surveys of potential users were also conducted. Descriptive statistics were used to describe system use patterns, ratings of multiple satisfaction items (1=not at all; 3=to a great extent), and provider-selected motivators of and barriers to using DialysisConnect.

Results: The pilot version of DialysisConnect included clinical information that was automatically uploaded from dialysis facilities, forms for entering critical admission and discharge information, and a direct communication channel. Although physicians comprised most of the potential users of DialysisConnect, APPs and dialysis nurses were the most active users. Activities were unevenly distributed; for example, 1 hospital-based APP recorded most of the admissions (280/309, 90.6%) among patients treated at the pilot dialysis facilities. End-of-pilot ratings of DialysisConnect were generally higher for users versus nonusers (eg, “I can see the potential value of DialysisConnect for my work with dialysis patients”: mean 2.8, SD 0.4, vs mean 2.3, SD 0.6; P=.02). Providers most commonly selected reduced time and energy spent gathering information as a motivator (11/26, 42%) and a lack of time to use the system as a barrier (8/26, 31%) at the end of the pilot.

Conclusions: This pilot study found that APPs and nurses were most likely to engage with the system. Survey participants generally viewed the system favorably while identifying substantial barriers to its use. These results inform how best to motivate providers to use this system and similar systems and inform future pragmatic research in care coordination among this and other populations.
Introduction

Background

The coordination of care is a significant challenge in the fragmented US health care system [1]. For US patients receiving dialysis, who are hospitalized for an average of 9.5 days per year (associated with annual Medicare costs of approximately US $12 billion) [2], transitions between the outpatient dialysis facility and the hospital present unique challenges. In addition to the usual elements of successful care transitions [3], dialysis-specific issues must be coordinated with providers during hospitalization and at discharge, such as identification and mitigation of difficulty with dialysis adherence; maintenance of patients’ dialysis schedules during hospitalization; and communication of changes in dry weight, vascular access status, or medications (particularly those that should be administered intravenously during outpatient dialysis treatments, such as antibiotics) to dialysis providers [4]. Although the frequency of dialysis treatment presents an opportunity to improve timely coordination for patients receiving dialysis [4], patients are likely to return to their facilities without having seen other outpatient providers who could help coordinate postdischarge care, and patients themselves may be unable to provide the reason for hospitalization or updated medical information after discharge. These care transition challenges contribute to poor outcomes, such as 30-day readmissions, which occur after approximately one-third of hospitalizations among patients receiving dialysis [2] and often before the patient presents to the dialysis facility [5]. Thus, early follow-up care after discharge is a necessary component of successful care transitions for these patients [6]: we and others have shown in previous work that time-sensitive clinical factors such as documented changes in dry weight [7], timely medication reconciliation [8], and increased physician encounters after discharge [9] are all associated with lower hospital readmission risk among patient receiving dialysis.

Electronic health records (EHRs) represent a possible means of instant information exchange between dialysis and hospital providers to address these issues; however, US outpatient dialysis facilities are usually managed independently and do not share EHRs with the hospitals to which their patients are admitted. Regional health care information exchanges are meant to circumvent these issues and close the patient information gap across health care settings [10]; however, the evidence for better outcomes is mixed [11], given that communication may not be timely, there may be no context for the information shared, and the information may not include what the provider is seeking (eg, information in medical notes rather than in the EHR). Thus, although the Centers for Medicare and Medicaid Services have explicitly prioritized the reduction of hospital readmissions in patients receiving dialysis [12-14]—and, implicitly, the improvement of care coordination between US hospitals and dialysis facilities—the lack of tools to ensure timely exchange of critical information during the hospital–dialysis facility transition remains a primary barrier to improving hospital outcomes in this population [15].

Objective

To address this barrier, we conducted a pragmatic pilot study in which we developed DialysisConnect, a secure web-based provider communication platform, and implemented it at our 4 Emory Dialysis outpatient facilities and Emory University Hospital Midtown (EUHM). Emory Dialysis and EUHM share an academic affiliation but do not share health care management or, importantly, an EHR. We aimed to (1) gather information on the critical components of the system from stakeholders and potential users, including hospital providers (hospitalists, advanced practice providers [APPs; nurse practitioners or physician assistants], and social workers or care coordinators), and dialysis providers (nephrologists, APPs, nurses, and social workers); (2) develop and introduce the system into the clinical setting with the help of site champions to determine which potential users engaged with the system and how; and (3) examine provider perceptions of the system. Together, this information on the feasibility, acceptability, and potential sustainability of this system, as piloted, is important for future research addressing communication gaps and care coordination between settings for patients receiving dialysis. Here, we describe the development and pilot implementation of DialysisConnect.

Methods

Development of DialysisConnect

The initial wireframes for DialysisConnect, which were created by the technical team (led by RM) and showed each intended task (admission, communication, and discharge), were based on an existing platform for the exchange of transplant referral information for patients receiving dialysis [16]. The proposed workflow process for DialysisConnect was developed by the research team (including experts in epidemiology and health services research, hospital medicine, nephrology, gerontology, and engineering) [17]. Initial feedback on this DialysisConnect prototype (video simulation using static wireframes) was collected from 4 focus groups of stakeholders and potential users of DialysisConnect (excluding the site champions), as previously described [17]. The purpose of the focus groups (led by AEV) was to gather feedback on the desired elements and features of the system and increase future buy-in by the inclusion of potential users of DialysisConnect in its creation. Data regarding feedback on the proposed system were collated from the transcripts for the technical team (Multimedia Appendix 1). Incorporation of this initial feedback into the test system was prioritized by its importance to the focus group participants, the degree of automation that was possible, and the ease of building features into the system over a short period. Research team members thoroughly evaluated this test system and presented
it to the clinical teams at the hospital and dialysis facilities in February 2020; disruptions to clinical care early in the COVID-19 pandemic led to an 8-month delay in the rollout, during which additional planned future upgrades to the system and user testing (n=9 potential users, including the site champions [JPL and TM at Emory Dialysis and CMO and KJ at EUHM]) were performed. Each participant was asked to perform a standardized set of tasks on the test system, with guidance from the research team (LCP and CH). Observations and feedback (Multimedia Appendix 2) were provided to the technical team for a final round of fixes and updates to the system before rollout.

Just before rollout, the team conducted remote group training sessions using the pilot version of DialysisConnect (Figure 1; Multimedia Appendix 3), and group emails were sent to all potential DialysisConnect users (as identified by champions) to announce the live rollout, along with detailed user guides (Multimedia Appendices 4 and 5) and contact information for questions. Throughout the pilot study, the list of potential users was updated as needed, and all significant upgrades (Textbox 1) were announced via email, including reminders about the availability of on-demand training sessions and revised user guides (Multimedia Appendices 4 and 5). The user guides included an idealized scenario of use for both hospital and dialysis providers, in which (1) a hospital provider identified an Emory Dialysis patient at admission; (2) the hospital provider reviewed any relevant, automatically uploaded information about the patient (eg, nephrologist, clinic, recent laboratories, and medications) and checked the reasons for admission; (3) a dialysis provider received an automated message about admission generated by the hospital provider’s entry and logged in to review the patient and status; (4) hospital and dialysis providers communicated via instant messages as needed or desired about the patient’s status throughout the hospitalization; (5) a hospital provider clicked through the discharge elements at the patient’s discharge; and (6) dialysis providers reviewed the discharge elements and, as needed, confirmed receipt (eg, for antibiotic orders). Given that this was a pilot in which we hoped to learn how staff engaged with the system, no specific expectations or benchmarks for the use of the system were communicated by the research team, although site champions were free to encourage use through whatever means they preferred. DialysisConnect remains available to all users; however, there has been no active encouragement of the use of DialysisConnect since May 2021.

**Figure 1.** Overview of the major features of the DialysisConnect system.

**Textbox 1.** Substantial upgrades made to DialysisConnect during the pilot study.

**Upgrades**
- November 19, 2020: automated file feed from Emory Dialysis updated to include nephrologist name and emergency contact information
- January 29, 2021: automated file feed from Emory Dialysis updated to include laboratory values and medications; option for users to view graphs of laboratory values over time added
- April 14, 2021: addition of “response required” option on messages (vs “read” status only), so that recipient was required to acknowledge the sender’s message (eg, to acknowledge antibiotic orders were received and acted upon)
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Pilot Implementation of DialysisConnect

Data Sources
Evaluation of the pilot implementation of DialysisConnect was primarily based on the system and provider survey data. System data downloaded directly from DialysisConnect included data on users, hospitalizations, page activities, and exchanged messages. Users were defined as potential users (all providers who had access to DialysisConnect), active users (logged in at least once during the pilot), and top users (defined by the ≥90th percentile of the number of log-ins or ≥45 log-ins). Daily user and activity data were aggregated by study week. Brief web-based surveys were sent to current potential users (regardless of actual use) at both Emory Dialysis and EUHM in January 2021 (n=106; midpilot) and in May 2021 (n=116; end of pilot); midpilot and end-of-pilot surveys included identical items related to actions and beliefs regarding DialysisConnect, adapted from implementation measures that were guided by the normalization process theory [18,19] and scored on a Likert scale (1=not at all; 2=to some extent; 3=to a great extent), as well as items assessing motivators of and barriers to using the system (Multimedia Appendix 6). Finally, EHR data from EUHM were used to identify hospitalizations that had occurred from November 1, 2020, to May 31, 2021, among Emory Dialysis patients.

Analysis
The system and user survey data were summarized using descriptive statistics. For survey data, the overall characteristics of participants and participant-identified motivators of and barriers to the use of DialysisConnect were described, and ratings of items related to actions and beliefs regarding DialysisConnect were described overall and stratified by user status and setting (dialysis facility vs hospital) at the time of the survey; paired 2-tailed t tests were used to compare midpilot and end-of-pilot survey ratings for the users who responded to both surveys. The capture of hospitalizations in DialysisConnect was estimated as the percentage of hospitalizations documented in the EHR among Emory Dialysis patients who were entered into DialysisConnect over the course of the pilot. All analyses were performed using Stata (version 17.0; StataCorp).

Ethical Considerations
Provider participants in the initial focus groups and midpilot and end-of-pilot surveys provided informed consent and were incentivized with meals (focus groups) and nominal (US $10) gift cards (surveys). In this pragmatic study, potential users in the pilot were not incentivized to use the system. The need for consent was waived for the EHR and system data, which were only reported in aggregated form. The entire study protocol was approved by the Emory Institutional Review Board (IRB00102971).

Results
Features of DialysisConnect
An overview of the features of the pilot version of DialysisConnect is presented in Figure 1. The home page included an overall hospitalization report, listings of patients who were hospitalized at the time of the study and were previously hospitalized, and a message center (Multimedia Appendix 3). The admission feature allowed hospital providers to search for and select patients and review medical information about the patients and identify reasons for hospitalization; instant automated messages informed dialysis providers of admissions (Multimedia Appendix 3). The message feature allowed providers to view automated messages (at admission, discharge, and document upload), send and view user-initiated messages, check read status for messages, and request and upload documents (Multimedia Appendix 3). To prompt log-ins, users also received automated messages externally, by email (default) or SMS text messages, with links to the system. Hospital providers could use the discharge feature to complete a brief, instantaneously delivered discharge report, including discharge date, status, and diagnosis; antibiotics to order; medication changes; and dialysis prescription or dry weight changes (Multimedia Appendix 3). The system was flexible and allowed modifications during the pilot based on user requests or inputs (Textbox 1).

DialysisConnect Users and Activity

Characteristics of Users
A total of 120 individuals at EUHM and Emory Dialysis (identified by project champions) had access to DialysisConnect over the course of the pilot (n=61, 50.8% from EUHM and n=59, 49.2% from Emory Dialysis; Figure 1). Potential hospital users were primarily hospitalists but also included APPs, nephrology fellows, and care coordinators and social workers. Most potential dialysis facility users were nurses or nurse managers, followed by nephrologists, APPs, vascular access team members, and a dietitian (Table 1).
**Table 1.** Cumulative *DialysisConnect* user activity and message activity during the pilot (November 1, 2020 to May 31, 2021)—overall and by role.

<table>
<thead>
<tr>
<th>User role</th>
<th>Potential users (n=120), n (%)</th>
<th>Active users&lt;sup&gt;a&lt;/sup&gt; (n=46), n (%)</th>
<th>Top users&lt;sup&gt;b&lt;/sup&gt; (n=11), n (%)</th>
<th>Total log-ins (n=1699), n (%)</th>
<th>Total messages&lt;sup&gt;c&lt;/sup&gt; (n=1145), n (%)</th>
<th>User-initiated messages only (n=573), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hospital</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All hospital users</td>
<td>61 (100)</td>
<td>16 (100)</td>
<td>1 (100)</td>
<td>300 (100)</td>
<td>913 (100)</td>
<td>348 (100)</td>
</tr>
<tr>
<td>Hospitalist</td>
<td>49 (80.3)</td>
<td>9 (56.3)</td>
<td>0 (0)</td>
<td>21 (7)</td>
<td>7 (0.8)</td>
<td>5 (1.4)</td>
</tr>
<tr>
<td>App&lt;sup&gt;d&lt;/sup&gt;</td>
<td>4 (6.6)</td>
<td>3 (18.8)</td>
<td>1 (100)</td>
<td>238 (79.3)</td>
<td>861 (94.3)</td>
<td>339 (97.4)</td>
</tr>
<tr>
<td>Nephrology fellow</td>
<td>5 (8.2)</td>
<td>4 (25)</td>
<td>0 (0)</td>
<td>41 (13.7)</td>
<td>45 (4.9)</td>
<td>4 (1.1)</td>
</tr>
<tr>
<td>Care coordinator or social worker</td>
<td>3 (4.9)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Dialysis facility</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All dialysis facility users</td>
<td>59 (100)</td>
<td>30 (100)</td>
<td>10 (100)</td>
<td>1399 (100)</td>
<td>232 (100)</td>
<td>225 (100)</td>
</tr>
<tr>
<td>Nephrologist</td>
<td>12 (20.3)</td>
<td>7 (23.3)</td>
<td>0 (0)</td>
<td>54 (3.9)</td>
<td>7 (3)</td>
<td>7 (3.1)</td>
</tr>
<tr>
<td>APP</td>
<td>2 (3.4)</td>
<td>2 (6.7)</td>
<td>2 (20)</td>
<td>277 (19.8)</td>
<td>202 (87.1)</td>
<td>202 (89.8)</td>
</tr>
<tr>
<td>Dialysis nurse or nurse manager</td>
<td>26 (44.1)</td>
<td>21 (70)</td>
<td>8 (80)</td>
<td>1068 (76.3)</td>
<td>23 (9.9)</td>
<td>16 (7.1)</td>
</tr>
<tr>
<td>Dietitian</td>
<td>1 (1.7)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Vascular access team</td>
<td>2 (3.4)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Administrative assistant</td>
<td>7 (11.9)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Social worker</td>
<td>9 (15.3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Logged into the system at least once over the course of the pilot.

<sup>b</sup>Top users were in the ≥90th percentile for all potential users (≥45 log-ins).

<sup>c</sup>Includes automated messages sent by the system at admission, at discharge, and when documents were uploaded.

<sup>d</sup>APP: advanced practice provider.

**DialysisConnect Log-Ins**

From November 1, 2020, to May 31, 2021, of the 120 potential users included in the analysis, 46 (38.3%) were active users and 11 (9.1%) were top users (*Table 1*). Hospital APPs (238/300, 79.3% log-ins; 217/238, 91.2% by a single APP [CG]), dialysis facility APPs (277/1399, 19.80% log-ins), and dialysis facility nurses and nurse managers (1068/1399, 76.34% log-ins) were responsible for most of the system log-ins (*Table 1*). Physicians were responsible for 4.41% (75/1699) of log-ins; care coordinators (hospital) and the dietitian, vascular access team members, administrative assistants, and social workers (dialysis facility) never logged in to *DialysisConnect* (*Table 1*). Over the course of the pilot, activity, as measured by the number of page events (number of pages with which users interacted, eg, home page and admission page) and unique users logging in (*Figure 2*) per week, was relatively stable, with no evidence of increase at the time of substantial upgrades (*Textbox 1*), and there was a decline in both measures at the end of the pilot.
Figure 2. The (A) median number of DialysisConnect page events (number of pages with which users interacted; eg, home page and admission page), (B) number of DialysisConnect users, and (C) the time (hours) from when the message was sent to when the message was read per week over the period from November 1, 2020, to May 31, 2021.

DialysisConnect Messages

Table 1 shows the total message activity in DialysisConnect during the pilot. A total of 1145 messages were sent, 573 (50.04%) of which were user-initiated messages (541/573, 94.4% by a single hospital APP [CG] and dialysis facility APPs; Table 1). Over the course of the pilot, the median number of hours to read status for messages sent varied but was <48 hours in all weeks of the pilot (Figure 2). All 21 messages that were sent with the response required option (April 14, 2021, to May 31, 2021) received a response, with a median response time of 18.3 (IQR 2.3-70.9) hours.

Hospitalization Events Entered Into DialysisConnect

A total of 309 incident hospitalization events, representing 184 unique patients, were entered into DialysisConnect during the study period by a single hospital APP (CG; 280/309, 90.6%) and 2 nephrology fellows (29/309, 9.4%). Most events (276/309, 89.3%) were among patients receiving hemodialysis, and the remaining events were among patients treated with peritoneal dialysis (31/309, 10%) or an unspecified modality (2/309, 0.6%). Of the 309 hospital events, 296 (95.8%; 178/184, 96.7% of individuals) were among active Emory Dialysis patients whose events occurred in the period from November 1, 2020, to May 31, 2021, and were included in the EUHM EHR (n=296, 81.3% of all 364 hospital events recorded for Emory Dialysis patients in the EUHM EHR in the same period). The capture of events was higher for inpatient admissions (223/260, 85.8%) than for observational stays (73/104, 70.2%). After 11 months from the end of the pilot (April 30, 2022), 335 additional hospitalization events were entered into the system.

User Perceptions of DialysisConnect

Characteristics of Survey Participants

Midpilot and end-of-pilot surveys were completed by 21.7% (23/106) and 22.4% (26/116) of potential users; 23% (9/40) of respondents completed both surveys. Participants were primarily physicians, APPs, and nurses who had been working in their setting for >12 months. Most were actual users at the time of the survey, although this dropped from 68% (15/22) to 54% (14/26) by the end of the pilot (Table 2).
### Table 2. Characteristics of DialysisConnect user survey participants (N=40<sup>a</sup>).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Survey administered, n (%)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Midpilot (n=23)</td>
<td>End of pilot (n=26)</td>
<td></td>
</tr>
<tr>
<td><strong>Site&lt;sup&gt;b&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dialysis facility</td>
<td>10 (43)</td>
<td>15 (58)</td>
<td></td>
</tr>
<tr>
<td>Hospital</td>
<td>13 (57)</td>
<td>11 (42)</td>
<td></td>
</tr>
<tr>
<td><strong>Role</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician</td>
<td>11 (48)</td>
<td>10 (39)</td>
<td></td>
</tr>
<tr>
<td>APP&lt;sup&gt;c&lt;/sup&gt;</td>
<td>5 (22)</td>
<td>4 (15)</td>
<td></td>
</tr>
<tr>
<td>Nurse</td>
<td>3 (13)</td>
<td>7 (27)</td>
<td></td>
</tr>
<tr>
<td>Social worker</td>
<td>1 (4)</td>
<td>2 (8)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3 (13)</td>
<td>3 (12)</td>
<td></td>
</tr>
<tr>
<td><strong>Length of time in role (months)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;6</td>
<td>3 (13)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>6-12</td>
<td>3 (13)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>&gt;12</td>
<td>17 (74)</td>
<td>25 (96)</td>
<td></td>
</tr>
<tr>
<td><strong>User of the system at time of survey</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>15 (68)</td>
<td>14 (54)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>7 (32)</td>
<td>12 (46)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Nine participants filled out both surveys, leaving 40 unique individuals across both surveys.

<sup>b</sup>Nephrologists included in the dialysis facility group.

<sup>c</sup>APP: advanced practice provider.

### Participant Ratings of DialysisConnect

Overall, the mean ratings of the items representing actions and beliefs about DialysisConnect were positive (Table 3). For both the midpilot and end-of-pilot surveys, users rated items more positively than nonusers; for example, end-of-pilot ratings were 2.8 versus 2.3 ($P=.02$) for “I can see the potential value of DialysisConnect for my work with dialysis patients” and 2.4 versus 1.8 ($P=.04$) for “Sufficient training is provided to enable staff to implement DialysisConnect” (Table 3). In general, participants working in dialysis facilities provided more positive ratings than those working in the hospital, although they rated the system as more disruptive to working relationships (end-of-pilot ratings, 2.5 vs 1.9; $P=.03$); only a few of the differences between participants in the 2 settings were statistically significant (Table 4). For the participants who completed both surveys (9/40, 23%), there were no differences between the midpilot and end-of-pilot survey ratings, except for the management support of DialysisConnect, which, on average, was rated more positively at midpilot than at the end of pilot (2.9 vs 2.3), although this difference was not statistically significant ($P=.10$).
Table 3. Ratings of *DialysisConnect* by survey participants in midpilot (1/21) and end-of-pilot (5/21) surveys—overall and by user status—at the time of the survey.

<table>
<thead>
<tr>
<th>Item</th>
<th>Rating (1=not at all; 2=to some extent; 3=to a great extent)</th>
<th>Midpilot survey</th>
<th>End-of-pilot survey</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Overall&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</td>
<td>Users&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</td>
</tr>
<tr>
<td>I can see how <em>DialysisConnect</em> differs from usual ways of communicating with dialysis facilities or hospitals</td>
<td>2.2 (0.5)</td>
<td>2.3 (0.6)</td>
<td>2.0 (0.0)</td>
</tr>
<tr>
<td>I understand how <em>DialysisConnect</em> could improve transitions of care for dialysis patients</td>
<td>2.3 (0.5)</td>
<td>2.4 (0.5)</td>
<td>2.1 (0.4)</td>
</tr>
<tr>
<td>I can see the potential value of <em>DialysisConnect</em> for my work with dialysis patients</td>
<td>2.4 (0.6)</td>
<td>2.5 (0.6)</td>
<td>2.1 (0.4)</td>
</tr>
<tr>
<td>Users of the system in this organization have a shared understanding of the purpose of <em>DialysisConnect</em></td>
<td>2.4 (0.5)</td>
<td>2.5 (0.5)</td>
<td>2.2 (0.4)</td>
</tr>
<tr>
<td>There are key people at my institution who drive <em>DialysisConnect</em> forward and get others involved</td>
<td>2.5 (0.6)</td>
<td>2.6 (0.5)</td>
<td>2.2 (0.8)</td>
</tr>
<tr>
<td>I believe that participating in <em>DialysisConnect</em> is a legitimate part of my role in caring for dialysis patients</td>
<td>2.3 (0.7)</td>
<td>2.4 (0.7)</td>
<td>2.0 (0.6)</td>
</tr>
<tr>
<td>I am open to working with colleagues to optimize our use of <em>DialysisConnect</em> for patient care</td>
<td>2.6 (0.5)</td>
<td>2.7 (0.5)</td>
<td>2.3 (0.5)</td>
</tr>
<tr>
<td>I support <em>DialysisConnect</em></td>
<td>2.5 (0.5)</td>
<td>2.7 (0.5)</td>
<td>2.1 (0.4)</td>
</tr>
<tr>
<td>I can easily integrate <em>DialysisConnect</em> into my existing work</td>
<td>2.1 (0.7)</td>
<td>2.3 (0.7)</td>
<td>1.7 (0.5)</td>
</tr>
<tr>
<td><em>DialysisConnect</em> disrupts working relationships&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1.3 (0.7)</td>
<td>1.4 (0.8)</td>
<td>1.2 (0.4)</td>
</tr>
<tr>
<td>I have confidence in other people’s ability to use <em>DialysisConnect</em></td>
<td>2.2 (0.5)</td>
<td>2.3 (0.5)</td>
<td>2.0 (0.6)</td>
</tr>
<tr>
<td>Work is assigned to those with skills appropriate to <em>DialysisConnect</em></td>
<td>2.2 (0.7)</td>
<td>2.3 (0.8)</td>
<td>2.0 (0.0)</td>
</tr>
<tr>
<td>Sufficient training is provided to enable staff to implement <em>DialysisConnect</em></td>
<td>2.2 (0.4)</td>
<td>2.3 (0.5)</td>
<td>2.0 (0.0)</td>
</tr>
<tr>
<td>Sufficient resources are available to support <em>DialysisConnect</em></td>
<td>2.3 (0.5)</td>
<td>2.4 (0.5)</td>
<td>2.0 (0.0)</td>
</tr>
<tr>
<td>Management adequately supports <em>DialysisConnect</em></td>
<td>2.5 (0.5)</td>
<td>2.6 (0.5)</td>
<td>2.0 (0.0)</td>
</tr>
<tr>
<td>I value the effects that <em>DialysisConnect</em> has had on my work</td>
<td>2.2 (0.9)</td>
<td>2.4 (0.8)</td>
<td>1.5 (0.6)</td>
</tr>
<tr>
<td>Item</td>
<td>Midpilot survey</td>
<td>End-of-pilot survey</td>
<td></td>
</tr>
<tr>
<td>---------------------------------------------------------------------</td>
<td>----------------</td>
<td>---------------------</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Overview, mean (SD)</td>
<td>Users, mean (SD)</td>
<td>Nonusers, mean (SD)</td>
</tr>
<tr>
<td>The staff here agree that DialysisConnect is worthwhile</td>
<td>2.3 (0.6)</td>
<td>2.4 (0.5)</td>
<td>2.0 (0.7)</td>
</tr>
<tr>
<td>Feedback about DialysisConnect can be used to improve it in the future</td>
<td>2.5 (0.5)</td>
<td>2.7 (0.5)</td>
<td>2.3 (0.5)</td>
</tr>
<tr>
<td>I can easily modify how I work with DialysisConnect</td>
<td>2.1 (0.7)</td>
<td>2.3 (0.7)</td>
<td>1.7 (0.5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>N=22 (n=15, 68% users and n=7, 32% nonusers) for the midpilot survey; N=26 (n=14, 54% users and n=12, 46% nonusers) for the end-of-pilot survey. One of the respondents did not answer the question regarding system use.

<sup>b</sup>Users versus nonusers at the time of the survey by t test.

<sup>c</sup>Ratings were flipped for this item (1=not at all disruptive; 3=disruptive to a great extent).
### Table 4. Ratings of DialysisConnect by survey participants in midpilot (1/21) and end-of-pilot (5/21) surveys—overall and by participant setting.

<table>
<thead>
<tr>
<th>Item</th>
<th>Rating (1=not at all; 2=to some extent; 3=to a great extent)</th>
<th>Midpilot survey</th>
<th>End-of-pilot survey</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Overall&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</th>
<th>Hospital&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</th>
<th>Dialysis facility&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</th>
<th>Overall&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</th>
<th>Hospital&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</th>
<th>Dialysis facility&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>I can see how DialysisConnect differs from usual ways of communicating with dialysis facilities or hospitals</td>
<td>2.2 (0.5)</td>
<td>2.2 (0.4)</td>
<td>2.3 (0.7)</td>
<td>.52</td>
<td>2.5 (0.6)</td>
<td>2.3 (0.6)</td>
<td>2.7 (0.5)</td>
<td>.09</td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>I understand how DialysisConnect could improve transitions of care for dialysis patients</td>
<td>2.3 (0.5)</td>
<td>2.2 (0.4)</td>
<td>2.5 (0.5)</td>
<td>.20</td>
<td>2.6 (0.6)</td>
<td>2.3 (0.6)</td>
<td>2.8 (0.4)</td>
<td>.02</td>
<td></td>
<td></td>
<td>.05</td>
</tr>
<tr>
<td>I can see the potential value of DialysisConnect for my work with dialysis patients</td>
<td>2.4 (0.6)</td>
<td>2.2 (0.6)</td>
<td>2.6 (0.5)</td>
<td>.14</td>
<td>2.5 (0.6)</td>
<td>2.2 (0.6)</td>
<td>2.8 (0.4)</td>
<td>.005</td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>Users of the system in this organization have a shared understanding of the purpose of DialysisConnect</td>
<td>2.5 (0.5)</td>
<td>2.4 (0.5)</td>
<td>2.6 (0.5)</td>
<td>.42</td>
<td>2.3 (0.6)</td>
<td>2.0 (0.5)</td>
<td>2.5 (0.5)</td>
<td>.05</td>
<td></td>
<td></td>
<td>.58</td>
</tr>
<tr>
<td>There are key people at my institution who drive DialysisConnect forward and get others involved</td>
<td>2.5 (0.6)</td>
<td>2.5 (0.5)</td>
<td>2.6 (0.7)</td>
<td>.84</td>
<td>2.3 (0.6)</td>
<td>2.2 (0.7)</td>
<td>2.4 (0.7)</td>
<td>.01</td>
<td></td>
<td></td>
<td>.91</td>
</tr>
<tr>
<td>I believe that participating in DialysisConnect is a legitimate part of my role in caring for dialysis patients</td>
<td>2.3 (0.7)</td>
<td>2.2 (0.7)</td>
<td>2.5 (0.7)</td>
<td>.25</td>
<td>2.5 (0.6)</td>
<td>2.1 (0.7)</td>
<td>2.7 (0.5)</td>
<td>.09</td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>I am open to working with colleagues to optimize our use of DialysisConnect for patient care</td>
<td>2.6 (0.5)</td>
<td>2.5 (0.5)</td>
<td>2.7 (0.5)</td>
<td>.45</td>
<td>2.5 (0.6)</td>
<td>2.3 (0.6)</td>
<td>2.7 (0.5)</td>
<td>.01</td>
<td></td>
<td></td>
<td>.92</td>
</tr>
<tr>
<td>I support DialysisConnect</td>
<td>2.5 (0.5)</td>
<td>2.5 (0.5)</td>
<td>2.5 (0.5)</td>
<td>.86</td>
<td>2.6 (0.5)</td>
<td>2.4 (0.5)</td>
<td>2.7 (0.5)</td>
<td>.06</td>
<td></td>
<td></td>
<td>.91</td>
</tr>
<tr>
<td>I can easily integrate DialysisConnect into my existing work</td>
<td>2.1 (0.7)</td>
<td>2.0 (0.7)</td>
<td>2.2 (0.6)</td>
<td>.49</td>
<td>2.3 (0.8)</td>
<td>1.9 (0.8)</td>
<td>2.7 (0.6)</td>
<td>.01</td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>DialysisConnect disrupts working relationships&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1.3 (0.7)</td>
<td>1.2 (0.6)</td>
<td>1.5 (0.8)</td>
<td>.32</td>
<td>1.3 (0.6)</td>
<td>1.3 (0.5)</td>
<td>1.3 (0.6)</td>
<td>.92</td>
<td></td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td>I have confidence in other people’s ability to use DialysisConnect</td>
<td>2.2 (0.5)</td>
<td>2.1 (0.5)</td>
<td>2.4 (0.5)</td>
<td>.14</td>
<td>2.2 (0.7)</td>
<td>1.9 (0.5)</td>
<td>2.5 (0.6)</td>
<td>.03</td>
<td></td>
<td></td>
<td>.91</td>
</tr>
<tr>
<td>Work is assigned to those with skills appropriate to DialysisConnect</td>
<td>2.2 (0.7)</td>
<td>2.1 (0.8)</td>
<td>2.3 (0.5)</td>
<td>.55</td>
<td>2.1 (0.6)</td>
<td>1.9 (0.6)</td>
<td>2.2 (0.6)</td>
<td>.01</td>
<td></td>
<td></td>
<td>.81</td>
</tr>
<tr>
<td>Sufficient training is provided to enable staff to implement DialysisConnect</td>
<td>2.3 (0.5)</td>
<td>2.3 (0.5)</td>
<td>2.3 (0.5)</td>
<td>.87</td>
<td>2.1 (0.7)</td>
<td>2.1 (0.6)</td>
<td>2.1 (0.7)</td>
<td>.01</td>
<td></td>
<td></td>
<td>.81</td>
</tr>
<tr>
<td>Sufficient resources are available to support DialysisConnect</td>
<td>2.3 (0.5)</td>
<td>2.3 (0.5)</td>
<td>2.4 (0.5)</td>
<td>.76</td>
<td>2.4 (0.6)</td>
<td>2.3 (0.5)</td>
<td>2.4 (0.7)</td>
<td>.10</td>
<td></td>
<td></td>
<td>.81</td>
</tr>
<tr>
<td>Management adequately supports DialysisConnect</td>
<td>2.5 (0.5)</td>
<td>2.3 (0.5)</td>
<td>2.7 (0.5)</td>
<td>.18</td>
<td>2.3 (0.7)</td>
<td>2.0 (0.8)</td>
<td>2.5 (0.5)</td>
<td>.10</td>
<td></td>
<td></td>
<td>.81</td>
</tr>
<tr>
<td>I value the effects that DialysisConnect has had on my work</td>
<td>2.2 (0.8)</td>
<td>2.0 (0.9)</td>
<td>2.4 (0.7)</td>
<td>.35</td>
<td>2.4 (0.7)</td>
<td>2.1 (0.8)</td>
<td>2.5 (0.5)</td>
<td>.19</td>
<td></td>
<td></td>
<td>.81</td>
</tr>
</tbody>
</table>
User-Identified Motivators of and Barriers to Using DialysisConnect

Overall, among the lists of potential motivators and barriers, motivators (Figure 3) were more commonly selected by the survey participants than barriers (Figure 3). The most common motivators selected were the reduction in time spent gathering information, more informed care, and more timely care and support (21/26, 81%; 19/26, 73%; and 16/26, 62%, respectively, at the end of the pilot; Figure 3). The most common barriers selected were lack of time in addition to usual duties, lack of site champions, and insufficient training or documentation (8/26, 31%; 7/26, 27%; and 7/26, 27%, respectively, at the end of the pilot; Figure 3). When asked to rank the top motivator, participants most commonly selected the potential to gather information, the ability to provide more informed care, and the potential to improve communication with outside providers (midpilot: 6/23, 26%; 6/23, 26%; and 4/23, 17%, respectively; end of pilot: 11/26, 42%; 4/26, 15%; and 4/26, 15%, respectively). At midpilot, the top-ranked barriers were lack of time in addition to usual duties (4/23, 17%) and insufficient training or documentation, inability to navigate the site, and perceived duplication of work (3/23, 13%) each; at the end of the pilot, lack of time, in addition to usual duties (8/26, 31%) and inability to navigate the site (5/26, 19%), were the most common top-ranked barriers, and no participants named perceived duplication of work as a top barrier to the use of DialysisConnect.

Figure 3. (A) Motivators of and (B) barriers to the use of DialysisConnect identified by user survey participants in the user survey. Participants could select >1 motivator and barrier; hence, total percentages exceed 100%. EUHM: Emory University Hospital Midtown.

Other Participant Feedback

By the end of the pilot, 86% (12/14) of those using DialysisConnect reported intending to keep using the system, and 92% (11/12) of those who did not use DialysisConnect reported intending to start. When asked for suggestions for improvement, participants suggested features that were not included (eg, including patients admitted to non-Emory hospitals and integration of DialysisConnect into the EHR); however, they also listed multiple features and support that were provided either throughout the pilot (eg, web-based training) or during the pilot in response to real-time feedback (eg, updating laboratories and medications and sending notifications to physicians only about their patients). In free-text responses, participants identified issues with suboptimal use (“...system functions well if staff will use it”) and internal communication about the system (“...don’t recall any of the clinical admin or patient care staff mentioning DialysisConnect...”) but also praised the system’s utility (“I believe it to be excellent source to improve communication and care for our patients” and “It has been and continues to be a great help in caring for the in-center dialysis patients...”) and ease of use (“...system is user-friendly and even on the busiest days doesn’t take provider more than a few minutes to add or update a patient...”).
Discussion

Principal Findings

In this study, we developed and piloted a flexible web-based communication portal between providers at dialysis facilities and hospitals, the design and content of which were driven by potential users in both settings, suggesting that DialysisConnect is a potentially feasible solution to the gap in communication between dialysis facilities and hospitals. Although most of the potential users with access to the system were physicians, APPs in both settings and dialysis nurses were the most active users during the pilot. Our data also suggest that DialysisConnect is a usable solution. In midpilot and end-of-pilot surveys, both users and nonusers of the system rated DialysisConnect positively, and users also stated that the system was easy to use and did not disrupt their workflow. Survey participants identified multiple motivators for using DialysisConnect, predominantly the potential of the system to reduce time and energy spent in gathering information from other settings. However, future work in this area would need to address several reported barriers to the use of DialysisConnect, including a lack of time in addition to usual clinical duties, perceived lack of a system champion, and insufficient training and documentation.

Provider perceptions of lack of time in addition to usual clinical duties was an expected barrier in this pilot, given the new, untested nature of the system and the general challenges of affecting provider behavior change. Including multiple, active, and contextually relevant behavior change strategies, such as continuing education incentives, might help overcome this barrier [20,21]. In fact, we found that the barrier of perceived duplicated work effort was no longer identified as a barrier by participants at the end of the pilot study, suggesting that users may have dropped processes made obsolete by DialysisConnect (eg, phone calls).

Providers also commonly reported that a lack of training and supporting documentation was a barrier to using DialysisConnect. However, our research team provided multiple group and individual training sessions and detailed user guides for potential users in both settings at the start of the pilot, as well as additional, as-needed group or individual training sessions and updated user guides with every DialysisConnect user communication. The perception of lack of training and documentation despite these efforts may have been partially because of COVID-19–related disruptions; the research team was unable to provide formal and informal in-person training, as originally planned, and many potential users may not have had web-based meetings and email communications in their usual workflow and, thus, may have missed training opportunities. Importantly, the perception of lack of training is also likely partially because of another commonly reported barrier: the reported lack of support by management and key people driving DialysisConnect forward. This lack of support may have driven poor attendance in the web-based group training sessions.

In addition to the abovementioned barriers, several potential users noted in the surveys that the lack of integration, or even an icon to enter DialysisConnect from the desktop rather than navigating to the website, was a barrier. The lack of EHR integration also meant that automated information on patients had to be uploaded via patient census files that were provided by the dialysis facilities (but not hospitals), causing some lags in the information, particularly for new patients. The feasibility of including this information for other dialysis facilities or hospitals in future implementation would depend on the willingness of health care administration and information technology to provide such files or facilitate EHR integration of the system. However, the lack of EHR integration provided some advantages as well, as the Health Insurance Portability and Accountability Act–compliant system was web-based and, therefore, EHR-agnostic. It was implementable in both settings with fewer institution-specific, often burdensome information technology compliance requirements than EHR-integrated systems. Thus, we were able to offer the system to potential users across both settings and make changes to the system in real time.

Despite these barriers, 81.3% (296/364) of hospital admissions were captured over the course of the pilot study. Furthermore, this capture rate was accomplished by a single APP in the hospital setting and suggests that fidelity to the intervention can be high, even with few users: overall, a small number of users, who were primarily APPs and nurses, were responsible for most DialysisConnect activities. APPs were far more active than physicians at either site, which may reflect the APPs’ greater time available for clinical care, site champion encouragement of APPs specifically, and the existing roles of APPs in institutions as independent physician extenders. In fact, our APPs were already performing most of the intersetting communication at the start of the pilot. Although social workers expressed initial enthusiasm for DialysisConnect in early focus groups [17], none of the social workers, who were given full access to the system and who facilitated critical nonclinical support (eg, transportation and financial assistance) to ensure a successful care transition, logged into the system during the pilot. This may reflect a lack of site champion encouragement of social workers; the perception of DialysisConnect as a platform to exchange medical information only; or particular disengagement of social workers; the perception of this capture rate was accomplished by a single APP in the system and Accountability Act–compliant system was web-based and, therefore, EHR-agnostic. It was implementable in both settings with fewer institution-specific, often burdensome information technology compliance requirements than EHR-integrated systems. Thus, we were able to offer the system to potential users across both settings and make changes to the system in real time.

Finally, there is evidence that DialysisConnect could be a sustainable intervention. Most survey participants who were users of DialysisConnect stated that they would continue using the system at the end of the pilot. Furthermore, we found that many hospitalization events continued to be entered into DialysisConnect after the conclusion of the pilot when no communication encouraging its use was being sent by the research team. Site champions who identify and assign users at defined points in the workflow are likely to increase their sustainability. Sustainability is a key attribute for interventions such as DialysisConnect, which would be used in pragmatic settings where research teams are usually not embedded.
**Comparison With Prior Work**

The reporting of interventions to reduce readmissions, specifically in the population of patients receiving dialysis, is limited to a few quality improvement projects and is generally focused on effectiveness rather than implementation. For example, the study by Wingard et al. [22] reported the results of a pre-post study of the effectiveness of a phased, multicomponent intervention aimed at reducing hospital readmissions among patients at 26 US dialysis facilities (with patients from 18 nonrandomized facilities serving as controls). Readmissions were reduced after the introduction of the intervention (0.88-0.66 per patient-year) in the intervention facilities; however, the decline was not statistically significant compared with the decline in the control facilities ($P=0.26$).

Sparse information about implementation was provided, except that they found that only 42% of the patients were successfully contacted by assigned case managers within 30 days of discharge for the posthospitalization call or visit intervention component. Similarly, in another pre-post quality improvement study with a single-component intervention (postdischarge telephone follow-up) aimed at reducing readmissions in a dialysis population admitted to a single hospital, readmissions were reduced (from 28.4% to 24.6% in the 3-month project). However, in an audit, investigators found that only 71% of visits were assigned to a manager; of these, only 80% recorded a patient call attempt, and of these, 38% of patients completed the interview [23]. Although our intervention did not include a direct patient contact component, these prior results highlight the challenges for staff, particularly nurses, in dedicating time to such tasks, even when the tasks are supported by health care administration and assigned as part of the clinical workflow. This difficulty is exacerbated by inadequate dialysis nurse staffing levels, which have been shown to be predictive of hospital readmission [24,25].

**Limitations**

Limitations other than those noted previously deserve mention. First, the design of DialysisConnect precluded the inclusion of nephrologists who attended Emory Dialysis and EUHM as users in both settings; thus, they were only able to log in as dialysis facility users. Second, the user surveys had low response rates, which may have biased our results in either direction; however, we were able to collect data from users versus nonusers and from both settings. Third, some suggested changes to the system may have increased its use but were very labor intensive for our initial, limited pilot, including adding the ability for dialysis providers to start a hospitalization event when they send the patient to the hospital and incorporate information from the emergency department. Fourth, DialysisConnect was developed without patient or surrogate input and was unlikely to address the sociodemographic factors associated with hospital readmission in previous studies [26,27]. Fifth, system use logs are temporary and potentially helpful information, such as pages visited more frequently, SMS text messages versus email preferences for alerts, and access via mobile versus web browsers, which cannot be determined; for future studies, these and similar systems could be modified to create permanent logs of system use to better inform implementation. Sixth, the number of users trained was difficult to track in the virtual environment, and it was even more difficult to track the level of engagement with training; future studies could include brief surveys about the level of confidence in using the system to inform training efforts. Finally, the COVID-19 pandemic both delayed and shortened our pilot and altered our approach to rollout and training. Although few providers named lack of time because of additional duties related to COVID-19 in our surveys (none by the end of the pilot), it is likely that the pandemic also had some impact on provider behavior and willingness to use DialysisConnect, especially given that a surge of patients receiving dialysis and hospitalized at EUHM for COVID-19 and related complications occurred during our pilot (January 2021 to February 2021).

**Lessons Learned for Future Studies**

Future work using DialysisConnect or similar systems could leverage the most commonly reported motivator: the potential to save time over current processes. Testimonials from current users, who were generally satisfied and reported that DialysisConnect not only provided informed care but also saved time, may be helpful in convincing reluctant users to invest initial time to learn the system and incorporate it into work processes. These users, who are peers rather than members of the research team and are current and frequent users of the system, would be ideal system champions and essential for successful implementation. When targeting potential users and champions, investigators should consider that APPs (if available) may be more likely to engage with the system than physicians. Dialysis nurses, who are critical to the postdischarge processes, could be encouraged and potentially incentivized to learn and use the system. In addition, social workers should be engaged directly to ensure that they understand their essential role in care transitions, as well as the ability of the system to inform timely recognition of the need for services. The addition of content highly relevant to social workers (such as transportation needs for follow-up appointments or requests for referrals for mental health services) might also improve engagement. As much as possible, involving hospital or dialysis facility administration to encourage providers to use the system and facilitate the workflow changes required could increase provider engagement. EHR integration, if possible, is ideal; however, the inclusion of automated file feeds where available, the use of checkboxes and drop-down lists to limit typing, and the inclusion of only the most critical elements for admission and discharge considerably minimizes the time spent in the system, which is a message that can be prioritized by site champions.

**Conclusions**

DialysisConnect is a flexible and adaptable intervention for enhancing care coordination between dialysis facilities and hospitals that demonstrates the feasibility, usability, and sustainability. In addition, this pilot implementation study informs strategies to overcome multiple potential barriers to the use of DialysisConnect and similar interventions. Future work in this area should consider appropriate system champions, identification of key users and tasks to be incorporated into the workflow, and site-specific methods to encourage provider behavior changes.
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Abstract

Background: Previous studies on affective state–sedentary behavior (SB) associations have not accounted for their potentially time-varying nature and have used inconsistent SB measurement modalities. We investigated whether the strength of the associations between affective states and SB varied as a function of the time of day and by SB measurement modality (device-measured SB vs ecological momentary assessment–reported screen-based SB) in youth.

Objective: This study aimed to establish a proof of concept that SB–affective state associations may not be static during the day. In addition, we aimed to inform the methodology of future work, which may need to model associations as functions of the time of day and carefully consider how SB is operationalized or measured.

Methods: A total of 15 adolescents (age: mean 13.07, SD 1.03 years; 10/15, 67% female; 6/15, 40% Hispanic; 10/15, 67% healthy weight) wore thigh-mounted activPAL accelerometers and simultaneously reported their screen-based SBs and concurrent positive and negative affective states via ecological momentary assessment for 7 to 14 days (N=636 occasions). Time-varying effect models (varying slopes) examined how each measure of SB was associated with concurrent affective states from 7 AM to 8 PM.

Results: Time-varying effect model plots revealed that these associations varied in strength throughout the day. Specifically, device-based SB was related to greater concurrent negative affect only after approximately 5 PM and was unrelated to concurrent positive affect. Screen-based SB was related to greater concurrent negative affect only from 7 AM to approximately 9 PM. This was also related to greater concurrent positive affect from 7 AM to approximately 9:30 AM and from approximately 3 PM to 7 PM.

Conclusions: We provide preliminary evidence to suggest that future confirmatory studies investigating the SB–affective state relationship should consider the time-varying nature of these associations and SB measurement modality. There may be critical time windows when specific types of SBs co-occur with affect, suggesting that interventions may need tailoring to the time of day and type of SB if future studies using similar methodologies can replicate our findings.

(JMIR Form Res 2022;6(6):e37743) doi:10.2196/37743

https://formative.jmir.org/2022/6/e37743
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Introduction

Background

Sedentary behaviors (SBs), such as screen-based behaviors, are highly prevalent among adolescents and are associated with poor health outcomes [1]. Over 30% and 40% of adolescents in the United States report ≥3 hours of daily television viewing and computer use, respectively [2]. The pervasiveness of SB among young people may be attributed to factors such as urbanization [3], technological advancements [4], and the development of social media [5]. Therefore, opportunities for being sedentary will continue to surround youth. Interventions aimed at reducing SB have thus far been relatively ineffective [6]. Understanding the potential correlates of SBs as they occur naturally in everyday life may be important for the development of effective intervention strategies aimed at reducing sedentary time.

Affective states may be an important factor to consider in future behavior change interventions. Acutely, positive affective states can be related to salubrious behaviors such as physical activity [7-9], whereas negative affective states are associated with unfavorable behaviors such as fast-food consumption [10] and cigarette smoking [11] among youth. Therefore, it is plausible that affective states and SB may co-occur during adolescence, a developmental period when sedentariness increases, and affect can become less positive and more variable [12,13]. However, extant studies on the association between affective states and SB among youth have yielded inconsistent findings [8,14,15].

Inconsistencies in the literature thus far may be attributed to unaccounted-for complexities in the association between affective states and SBs, such as their potentially time-varying nature. For example, evidence suggests that SB specifically in the evening hours, specifically for device-based SB. The next step in this area of research is to examine the potential differences in the strength of the within-day associations between affective states and SB by the time of day and operationalization of SB. Therefore, our goal was to provide a proof-of-concept study that would inform the methodology of future work in the topic area of affective states and SB, which may need to account for the time-varying nature of these associations and carefully consider how SB is operationalized moving forward. On the basis of the abovementioned work [8,14,16,17], we hypothesized that higher negative affect, lower positive affect, and SB would co-occur in the evening hours, specifically for device-based SB. The findings of this study can increase our understanding of the relationships at hand by (1) identifying the specific time points within the day that these associations are most likely to occur and (2) identifying which operationalization or measure of SB relates to affective states the most strongly.

Objectives

Taken together, the next step in this area of research is to examine the potential differences in the strength of the within-day associations between affective states and SB by the time of day and operationalization of SB. Therefore, our goal was to provide a proof-of-concept study that would inform the methodology of future work in the topic area of affective states and SB, which may need to account for the time-varying nature of these associations and carefully consider how SB is operationalized moving forward. On the basis of the abovementioned work [8,14,16,17], we hypothesized that higher negative affect, lower positive affect, and SB would co-occur in the evening hours, specifically for device-based SB. The findings of this study can increase our understanding of the relationships at hand by (1) identifying the specific time points within the day that these associations are most likely to occur and (2) identifying which operationalization or measure of SB relates to affective states the most strongly.

Methods

Participants and Recruitment

The participants (N=15) in this study were a subset of participants from the Mothers’ and Their Children’s Health (MATCH) cohort study of maternal stress and their children’s obesity risk, which took place in the broader Los Angeles, California, United States, metropolitan area [23]. MATCH study participants were recruited via flyers and in-person research staff visits to public elementary schools and community events. The inclusion criteria for mother-child dyads in the MATCH study were as follows: (1) the child is in third to sixth grade at baseline, (2) more than half of the child’s custody belongs to the mother, and (3) both mother and child can read English or Spanish. Dyads were excluded from the MATCH cohort if the mother or the child (1) was taking medications for thyroid function or psychological conditions, (2) had a health condition that limited physical activity, (3) was enrolled in a special education program, (4) was currently using oral or inhalant corticosteroids for asthma, (5) was pregnant, (6) was classified as underweight by a BMI percentile of <5% adjusted for sex.
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and age (child only), or (7) worked >2 weekday evenings (between 5 and 9 PM) per week or >8 hours on any weekend day (mother only). The detailed MATCH study protocol can be found elsewhere [23].

Participants enrolled in the MATCH study were recruited for the Sedentary Behavior and Health Outcomes Study, an in-laboratory randomized crossover trial investigating the metabolic effects of interrupting sitting (ClinicalTrials.gov NCT03153930). To be eligible for the Sedentary Behavior and Health Outcomes Study (and therefore this substudy), participants were required to be enrolled in the MATCH cohort across all 6 waves (3 years) and be in good general health. Youth with cardiac or pulmonary disease, allergies to metals, evidence of type 2 diabetes, and endocrinologic disorders leading to obesity or taking medications for attention-deficit/hyperactivity disorder were excluded.

**Procedures**

Data collection for this study was conducted from May to November 2018. The work presented here is a secondary analysis of pilot data with the primary goal of demonstrating the scalability of combining EMA and continuous glucose monitoring [24]. Enrollment for this pilot study was performed on a rolling basis until the target sample size (N=15) was met. At the baseline screening visit, the participants and their parents provided assent and consent, respectively. Participants reported demographic characteristics, including age, sex, ethnicity, and highest maternal education achieved, which was used as a proxy for socioeconomic status. Anthropometric measurements (height in centimeters and weight in kilograms) were collected in duplicate by trained study staff and used to calculate the age-adjusted BMI percentile using the Centers for Disease Control and Prevention EpiInfo tool.

Eligible participants were then instructed to wear an activPAL micro4 accelerometer (PAL Technologies) on their right thigh for 24 hours per day for the next 7 complete days. They were instructed to wear the device at all times, including on school and summer camp days, during extracurricular activities, and during showering or bathing. The study staff placed a waterproof cover on the activPAL and taped the devices to the mid–right thigh to ensure proper placement and minimize participant removal of the device during the assessment period. ActivPALS have been validated for use with youth, and as they are thigh mounted, they can differentiate between sitting and standing, making them ideal for capturing SB [25].

Participants were also provided a Moto G mobile phone (Motorola Mobility) with the Movisens EMA app predownloaded for the duration of the study. On weekend days, each participant received 7 random EMA prompts during specified 1-hour time windows between 7 AM and 8 PM. On weekdays, participants received 4 random prompts during specified 1-hour time windows between 7 AM and 8 PM (except during school or summer camp hours, defined as weekdays from 8 AM to 3 PM). Therefore, participants received up to 34 EMA prompts (n=14, 41% on weekend days and n=20, 59% on weekdays) across the 7-day assessment period. The 1-hour EMA prompt time windows are listed in Multimedia Appendix 1. The EMA prompts occurred during the same 7 days when the participants wore the activPAL device. The EMA mobile device chimed and vibrated to prompt the participant to stop their current activity and answer the EMA survey, which took approximately 2 minutes to complete. If a participant did not respond to the EMA survey after the initial alert, there were up to 5 reminder signals within 20 minutes of the initial alert. The EMA survey expired after the fifth alert was ignored. At each prompt, participants were asked to report on their concurrent SBs and affective states. All EMA survey responses were date- and time-stamped.

As part of the Sedentary Behavior and Health Outcomes Study, after the initial 7-day assessment period described previously, participants were asked to return the activPALS and mobile devices to the study team and complete the same 7-day study protocol again (after a washout period ranging from 1 week to approximately 1 month). Therefore, all 15 participants had the opportunity to contribute 14 assessment days (2 separate 7-day observational periods) to the data in this study. Of the 15 participants, 14 (93%) contributed 14 assessment days of data and 1 (7%) participant contributed 7 assessment days of data, all of which were included in the present analyses. Depending on the randomization order from the Sedentary Behavior and Health Outcomes Study in-laboratory randomized trial, all participants were additionally given a wrist-worn activity monitor (LYCOS Life). This device was programmed to prompt participants to interrupt their SB (eg, with walking) every 30 minutes using vibrations for either the first or second assessment week. During the assessment periods when the wrist-worn activity monitor was not assigned to the participants, the study staff instructed the participants to proceed with their normal daily routines. Of the 15 participants, 7 (47%) received LYCOS Life during the first assessment week and 8 (53%) received LYCOS Life during the second observational week. Randomization order (whether the participant received LYCOS Life during the first or second assessment week) did not differ by participant characteristics (age: P=.80; sex: P=.71; highest maternal education: P=.18; ethnicity: P=.83; weight status: P=.71).

**Measures**

**Device-Based SB**

All sleep and nonwear times were removed before analyzing activPAL-measured SB. Nonwear was defined as ≥60 consecutive minutes of 0 counts [26], whereas valid days were defined as ≥10 hours of valid wear time during waking hours [27]. SB was defined as activities requiring ≤1.5 metabolic equivalents [28], and the total number of minutes spent in SB was calculated for the matched 15-minute time window before the EMA prompt. This 15-minute time frame is consistent with previous studies of affective states and SB among youth [19,29] and was considered the smallest meaningful amount of time that matched the presented EMA screen-based SB item wording (eg, just before the phone went off).

**Self-reported Screen-Based SB**

Via EMA, participants were asked to select the primary SB that they were currently engaged in at the time of the EMA prompt (just before the phone went off). The response options were...
television, movies, or videos; social media (Facebook, Snapchat, Instagram, and Tumblr); videogames; computer or tablet use; homework or reading; hanging out or chatting; art, painting, or coloring; riding in the car or bus; and none of these items. This item was dummy coded into 1 dichotomous screen-based SB variable, where 1=yes to screen-based SB (television, movies, or videos; social media; videogames; and computer or tablet use) versus 0=no to screen-based SB (homework/reading; hanging out or chatting; art, painting, or coloring; riding in the car or bus; and none of these things).

Affective States

EMA questions prompted participants to report on their current affective states (just before the phone went off) based on five items of the Positive and Negative Affect Schedule–Child short form—stressed, mad, sad, happy, and joyful—consistent with previous EMA studies of affective states among youth [10,19]. The response options ranged from 0 to 3 (0=not at all, 1=a little, 2=quite a bit, and 3=extremely). The responses for stressed, mad, and sad (3 items) were averaged to create a continuous score for negative affect (within-subject internal consistency reliability, \(\omega=0.81\)), and the responses for happy and joyful (2 items) were averaged to create a continuous score for positive affect (\(\omega=0.90\)). Therefore, negative and positive affect could each range from 0 to 3 at any given EMA prompt, with higher scores indicating higher negative or positive affect.

Covariates

Time-invariant covariates were selected a priori based on previous work showing associations between SB and symptoms of emotional disorders, including age (continuous; years), sex (dichotomous; female, 1=yes vs 0=no), ethnicity (dichotomous; Hispanic, 1=yes vs 0=no), socioeconomic status (dichotomous; maternal education college or higher, 1=yes vs 0=no), and weight status (based on BMI percentile; dichotomous; overweight/obese, 1=yes vs 0=no) [30-32]. In addition, the time-varying covariate, day of the week (dichotomous; weekend, 1=yes vs 0=no), was included in all models. EMA-reported physical activity (dichotomous; any physical activity, 1=yes vs 0=no), environmental context (dichotomous; indoor, 1=yes vs 0=no), social context (dichotomous; alone, 1=yes vs 0=no), and experimental condition (LYCOS Life Band, 1=yes vs 0=no) were each tested one at a time as covariates and were retained in the models if they were significantly associated with the outcome at the \(P<.05\) level. Multimedia Appendix 2 provides a more detailed description of each EMA item.

Statistical Analysis

 Frequencies or means were calculated for participant characteristics, affective states, activPAL-measured SB (in the 15-minute time window before the EMA prompt), and EMA-reported screen-based SB (yes to any screen-based SB just before the phone went off). Cross-tabulations were used to calculate the mean affective state score based on yes or no reports of screen-based SB. Sample- and individual-level EMA prompt compliances were calculated as the proportion of prompts completed out of the total number of prompts sent to the participants. To better understand the potential patterns of data missingness, separate multilevel logistic regression models tested whether participant age, sex, ethnicity, weight status (healthy weight vs overweight or obese), maternal education, day of the week, week-level positive affect, and week-level negative affected predicted momentary EMA prompt compliance (prompt completed; yes vs no) and valid activPAL wear (valid day; yes vs no). Multimedia Appendix 3 presents the descriptive statistics of EMA prompt compliance.

TVEMs, which are uniquely suited for the analysis of intensive, repeated measures (eg, time-stamped activPAL and EMA data), were used to model the associations between affective states and SB across the day. TVEMs are designed to test changes in the strength of the association between the predictor and outcome over time, which is modeled nonparametrically. Moreover, TVEMs can accommodate an unequal temporal spacing of observations and an unequal number of observations per participant because of missing observations, which is common in EMA studies [22]. The TVEM results are presented graphically, where time is on the x-axis. From a single TVEM, 2 graphical results were produced: (1) an intercept function, which represents momentary levels of affect (the outcome) for participants with average levels of all covariates at a given time, and (2) a slope function, which represents the adjusted estimate of the association (\(\beta\) between SB and concurrent affect at any given time. In this study, the solid line in the figures representing the graphical results represents the point estimate, whereas the dashed lines represent the corresponding 95% CIs. A CI (dashed lines) that does not overlap with zero at any moment in time for the slope function indicates a significant association between the predictor (SB) and outcome (affective states) during a specific time interval. All models in this study presented results from 7 AM to 8 PM because of the EMA sampling protocol.

TVEMs were conducted using %TVEM SAS macro [21]. The TVEMs were fitted using the default setting that applied the penalized truncated power spline (P-spline) technique with 10 knots (dividing points) for computational flexibility and efficiency [19]. In contrast to the unpenalized (B-spline) technique, the P-spline method uses an automated model selection procedure, making it the preferred method for fitting TVEMs that can have complex coefficient functions [21,22]. Therefore, the P-spline approach is more appropriate for modeling momentary within-day changes captured in EMA studies on health behavior [33].

Two empty TVEMs (with only an intercept function and an error term as predictors) were used to describe the unadjusted average levels of (1) negative affect and (2) positive affect reported across the day. To model the associations of interest, four conditional TVEMs were used to assess the changes in the strength of the association between (1) activPAL-measured SB and concurrent negative affect across the day, (2) EMA-reported screen-based SB and concurrent negative affect across the day, (3) activPAL-measured SB and concurrent positive affect across the day, and (4) EMA-reported screen-based SB and concurrent positive affect across the day. As one of our exposure variables of interest (screen-based SB) encompassed smartphone use, sensitivity analyses were conducted by removing observations from participants (2/15, 13%) who had no prior smartphone ownership. This was
performed to assess how providing a study smartphone to those who may otherwise not have had regular access to a smartphone could have influenced our study findings. To understand how the day of the week may have influenced our results, additional sensitivity analyses were conducted to examine the acute associations on weekend days only. Furthermore, as evidence suggests that engagement in screen-based SB may differ on weekend days versus weekdays among youth [34], we calculated frequencies of the reported screen-based SB stratified by the time of day and day of the week (weekend day vs weekday) to investigate whether this was observed in our sample. All analyses were conducted using SAS (version 9.4).

**Ethics Approval**

All study procedures were approved by the University of Southern California Institutional Review Board (HS-17-00126).

**Results**

**ActivPAL and EMA Compliance**

Table 1 shows the characteristics of the study sample. Of the 1030 EMA prompts received, participants completed 636 (61.74% sample-level compliance); thus, the analytic sample size was 636 for TVEMs that leveraged only EMA items. Participant-level EMA compliance ranged from 32.47% to 88%. The multilevel logistic regression analyses of momentary prompt-level EMA compliance indicated that participant characteristics (age, sex, ethnicity, maternal education, weight status, person mean negative affect, and person mean positive affect) were unrelated to EMA prompt compliance (all \( P > .18 \)). The day of the week was also unrelated to momentary EMA prompt compliance (\( P = .39 \)). Participants were more likely to complete EMA prompts later in the day (odds ratio 1.08, 95% CI 1.01-1.14; \( P = .02 \)).

Of the 636 completed EMA prompts, 94 (14.8%) were removed as they were paired with activPAL observations that occurred on nonvalid days. This yielded an analytic sample size of 542 activPAL-matched EMA prompts for TVEMs, where device-based SB (in the past 15 minutes) was the predictor of affective states. The multilevel logistic regression analyses of valid activPAL wear at the day level indicated that participant characteristics, including person mean affective states, were unrelated to valid wear time (all \( P > .15 \)). The day of the week was related to valid wear time, with valid days being less likely to occur on weekend days (odds ratio 0.25, 95% CI 0.17-0.37; \( P < .001 \)).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>13.07 (1.03)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>10 (67)</td>
</tr>
<tr>
<td>Ethnicity (Hispanic), n (%)</td>
<td>6 (40)</td>
</tr>
<tr>
<td>Highest maternal education (college and above), n (%)</td>
<td>11 (73)</td>
</tr>
<tr>
<td>Weight status (healthy weight), n (%)</td>
<td>10 (67)</td>
</tr>
<tr>
<td>BMI percentile, mean (SD)</td>
<td>55.42 (32.05)</td>
</tr>
<tr>
<td>ActivPAL SB(^{a,b}), mean (SD)</td>
<td>11.88 (4.24)</td>
</tr>
<tr>
<td>Screen-based SB (yes), n (%)</td>
<td>257 (40.4)</td>
</tr>
<tr>
<td>Negative affect, mean (SD)</td>
<td>0.29 (0.60)</td>
</tr>
<tr>
<td>Positive affect, mean (SD)</td>
<td>1.58 (0.97)</td>
</tr>
</tbody>
</table>

\(^{a}\)ActivPAL-measured SB in the 15-minute window before the ecological momentary assessment prompt.

\(^{b}\)SB: sedentary behavior.

**Descriptive Statistics**

Table 1 presents descriptive statistics of the main study variables. Across all answered EMA prompts, participants reported an average negative affect of 0.29 (SD 0.60) and an average positive affect of 1.58 (SD 0.97). On occasions when screen-based SBs were reported, the mean negative affect was 0.40 (SD 0.76), whereas it was 0.22 (SD 0.44) on occasions when screen-based SBs were not reported. On occasions when screen-based SBs were reported, the mean positive affect was 1.75 (SD 0.98), whereas it was 1.47 (SD 0.94) on occasions when screen-based SBs were not reported.

**SB and Negative Affect**

The intercept-only (unadjusted for covariates) TVEM plot for negative affect is presented in Figure 1 (panel A). The mean level of EMA-reported negative affect remained steady at around 0.30 across the daily EMA-prompting period (7 AM to 8 PM). The highest levels of negative affect were reported just before 10 AM (mean negative affect 0.35, 95% CI 0.12-0.58) and the lowest levels of negative affect were reported at approximately 5 PM (mean negative affect 0.25, 95% CI 0.09-0.41). The intercept functions in Figure 2 (panel A and panel C) indicate that negative affect was 0.06 to 0.81 across the entire day, adjusting for the average levels of all covariates. The slope function in panel B (Figure 2) presents the time-varying acute associations between activPAL-measured SB in the 15-minute...
window before the EMA prompt and EMA-reported negative affect across the day. SB was unrelated to negative affect until just after 5 PM when SB was directly related to concurrent negative affect until 8 PM ($\beta$ range .01-.06) after adjusting for a priori covariates and environmental context. Panel D (Figure 2) presents the time-varying acute associations between EMA-reported screen-based SB and concurrent negative affect from 7 AM to 8 PM, indicating that there was a significant direct association from 7 AM to just before 9 AM ($\beta$ range .29-.41) after adjusting for a priori covariates, social context, and environmental context. Physical activity and LYCOS Life were not significantly associated with the outcome and were therefore not retained in these models.

**Figure 1.** Intercept-only time-varying effect model plots depicting unadjusted average negative affect (panel A) and unadjusted average positive affect (panel B) from 7 AM to 8 PM (N=636). The solid red line represents the point estimate; the dashed gray lines represent the corresponding 95% CI.
Figure 2. Time-varying effect model plots depicting the intercept and slope functions of the association between SB and concurrent negative affect from 7 AM to 8 PM. The intercept function represents momentary levels of negative affect, adjusted for covariates. The slope functions represent the adjusted estimate of the association ($\beta$) between SB and concurrent negative affect. Panels A and B present estimates from the activPAL model (N=542). Panels C and D present estimates from the ecological momentary assessment–reported screen-based SB model (N=636). The solid red line represents the point estimate; the dashed gray lines represent the corresponding 95% CI. SB: sedentary behavior.

SB and Positive Affect
The intercept-only (unadjusted for covariates) TVEM plot for positive affect is presented in Figure 1 (panel B). The mean level of EMA-reported positive affect slightly increased across the day from 7 AM (mean positive affect 1.25, 95% CI 0.90-1.59) to 8 PM (mean positive affect 1.76, 95% CI 1.35-2.18). The intercept functions in Figure 3 (panel A and panel C) indicate that positive affect was 0.22 to 0.78 across the entire day, adjusting for average levels of all covariates. The slope function (panel B, Figure 3) presents the time-varying acute associations between activPAL-measured sedentary time and positive affect, demonstrating that these associations were nonsignificant across the day (from 7 AM to 8 PM). Panel D (Figure 3) presents the time-varying acute associations between EMA-reported screen-based SB and positive affect across the day; significant direct associations were observed from 7 AM to just after 9 AM ($\beta$ range .35-.88) and from just after 3 PM to just after 7 PM ($\beta$ range .27-.38). Each of the abovementioned models was adjusted for a priori covariates but was not adjusted for additional potential covariates (eg, physical activity, environmental context, social context, and LYCOS Life) as they were not associated with the outcome.
Figure 3. Time-varying effect model plots depicting the intercept and slope functions of the association between SB and concurrent positive affect from 7 AM to 8 PM. The intercept function represents momentary levels of positive affect, adjusted for covariates. The slope functions represent the adjusted estimate of the association ($\beta$) between SB and concurrent positive affect. Panels A and B present estimates from the activPAL model (N=542). Panels C and D present estimates from the ecological momentary assessment–reported screen-based SB model (N=636). The solid red line represents the point estimate; the dashed gray lines represent the corresponding 95% CI. SB: sedentary behavior.

Sensitivity Analyses
After removing participants with no prior smartphone ownership (2/15, 13% of participants who collectively contributed 95/636, 14.9%, completed EMA prompts), the time-varying associations between activPAL-measured SB, screen-based SB, and concurrent affective states remained comparable with those presented previously. Therefore, providing a smartphone to those who otherwise might not have had regular access to a smartphone did not appear to influence our results, and these participants were retained in the final models. Multimedia Appendix 4 presents the frequency of EMA-reported screen-based SB by the time of day (EMA-prompting window) and day of the week (weekend day vs weekday). The frequency of screen-based SB did not differ by day of the week during any time of day (all chi-square $P > .05$). In addition, all models were rerun using data from weekend days only, and the results remained comparable with the main study findings. Therefore, all models presented data from weekdays and weekend days combined, with the day of the week as a covariate.

Discussion
Principal Findings
In this proof-of-concept study, we provided initial evidence to suggest that the associations between SB and concurrently reported affective states may differ by time of day and SB measurement modality. We did so by leveraging the TVEM, device-based activity monitoring, and EMA. We found that device-based SB was associated with more concurrent negative affect, possibly only in the evening. Our findings also indicated that device-based SB may be unrelated to concurrent positive affect across the entire day. Alternatively, EMA-reported screen-based SBs were related to more concurrent negative affect, possibly only in the morning. EMA-reported screen-based SBs also appeared to be related to more concurrent positive affect in the morning and late afternoon. Taken together, our results indicate that there may be critical windows during the day in which specific types of SBs tend to co-occur with affective states. This could have important intervention implications if future confirmatory studies using similar methodologies can replicate these findings.

Comparison With Prior Work
We demonstrated that the direct association between screen-based SBs and concurrent negative affect may only be
significant during morning hours (7 AM to approximately 9 AM). These findings are in line with a previous longitudinal study of adolescents, which found that screen-based SBs were bidirectionally associated with negative affective depressive symptoms but not with other types of depressive symptoms [35]. In contrast, although previous evidence suggests that engagement in screen-based SB, specifically in the evening, is related to negative affect, we did not observe such associations in the evening hours [17]. It is believed that engagement in screen-based SBs later in the day may influence sleep duration or quality, which in turn affects other factors such as mood and executive function [36]. However, our findings may not be consistent with this notion as the most commonly reported screen-based SB in our sample was television viewing (approximately 50% of all EMA prompts when engagement in screen-based SB was reported). Prior cross-sectional and longitudinal research suggests that compared with other forms of screen-based SB, television viewing is not as strongly related to emotional outcomes (and vice versa), perhaps because of its passive nature [37]. In contrast, nighttime engagement in other types of active screen-based SBs, such as computers and mobile phones, may be more strongly related to emotional health than television viewing [17,38,39]. Therefore, further research is needed on the potential for device- and time-specific associations between screen-based SB and negative affect, and the possible roles of sleep duration and quality should be further explored.

We also demonstrated that engagement in screen-based SBs may be related to more concurrent positive affect during the morning and afternoon hours. Depending on the time of day, adolescents may view screen-based SBs as pleasurable activities for coping with stressors [40,41]. Participants in our sample may have engaged in screen-based SBs in the morning hours to relax in preparation for the upcoming day at school (weekdays) or the day of structured organized activities (weekend days). Similarly, our sample may have engaged in screen-based SBs in the afternoon hours to attempt to alleviate stress from academics on weekdays and unwind from overscheduling on weekend days, which can be common during adolescence [42-44]. Longitudinal and bidirectional evidence across 1 year indicates that screen-based SBs are unrelated to positive affect in both directions [35]. Youth may choose behavioral coping strategies (ie, screen-based SBs) to manage or improve mood following a stressor; however, these coping strategies are considered maladaptive because while affective states may acutely improve, emotional and physical health may become worse over time due to long-term effects of excessive screen time [45]. Therefore, the within-day association between engagement in screen-based SBs and positive affect may be transitory and likely does not accumulate into longer-term emotional or physical health benefits.

Our analyses of device-based SB in relation to affective states yielded differential findings compared with our analyses of EMA-reported screen-based SBs. Device-based SB was directly related to concurrent negative affect in the evening hours (approximately 5-8 PM) in this study. A previous free-living study of the acute (eg, past 30 minutes) associations between device-based sedentary time and negative affect among youth did not find that within-person deviations from one’s usual sedentary time were related to negative affect [14]. Our use of the TVEM provides insight into a potential source of this inconsistency in the study findings. Other modeling methods typically used for multilevel data (EMA data) are parametric and may impose linearity on conceptual time, whereas associations across time may be nonlinear [46,47]. Therefore, when the strength of the association of interest may nonparametrically differ as a function of time, TVEMs may reveal associations that other common parametric modeling methods may not be able to capture [48]. Given our findings, the acute associations between SB and affective states appear to be nonlinear and nonparametric functions of the time of day. Therefore, future studies should consider taking a TVEM approach to understand the within-day associations between behaviors and affective states. Additional evidence from studies such as ours is needed to identify possible time windows of opportunity (when associations between behavior and affect are strongest) for intervention strategies to be delivered.

The differential findings between screen-based SB and device-based sedentary time also highlight that each is a distinct, yet interrelated, nuance of a larger behavior, broadly referred to as SB. A previous study among youth found that EMA-reported screen-based SBs were highly correlated with device-based sedentary time [49], and ancillary analyses of our sample also support this finding. Together, this suggests that our participants minimally misrepresented their engagement in screen-based SB via the EMA surveys. Therefore, the differences in associations by SB measurement modality (eg, EMA-reported screen-based SBs vs device-based sedentary time) observed in our study were likely not because of recall biases or errors. Rather, our study supports the notion that the behaviors performed while sedentary may uniquely relate to affective states in addition to objective time spent sitting. Altogether, our findings suggest that future investigations of SB-affective state associations should consider approaches that combine device-based measures of sedentary time and self-reported engagement in screen-based SBs, as they provide complementary behavioral information.

**Strengths and Limitations**

The strengths of this study include the real-time, repeated-measures data collection methods that were leveraged, which allowed us to model complex temporal associations and within-day changes in the association between SB and affective states using the TVEM. As EMA and accelerometer are data collection strategies that capture data in a naturalistic setting, this study was ecologically valid. Furthermore, to the best of our knowledge, this was the first study that combined EMA and device-based SB to directly examine how the operationalization of SB may have influenced the strength of the associations at hand.

However, there are also limitations that warrant further discussion. For brevity of our EMA surveys, we only used 5 items from the Positive and Negative Affect Schedule–Child survey to capture affective states. Although this is consistent with previous EMA studies on youth [10,19], future work could consider using more survey items to capture affective experiences. Another limitation of this study is that participants...
were given a wrist-worn activity monitor (LYCOS Life) to prompt them to walk every 30 minutes during one of the assessment weeks. Although the wrist monitors and EMA surveys were not programmed to coordinate with one another, it is important to note that frequent bouts of walking may be related to improved affective states [50]. Although we attempted to statistically control for the wrist-worn activity monitor by including it as a covariate in our models, this may not have entirely accounted for its impact on our findings. This is because the wrist-worn device could have influenced other unmeasured factors such as motivation, self-regulation, and social desirability [51,52]. Future studies should attempt to address this limitation.

In addition, our EMA-prompting period spanned from 7 AM to 8 PM; therefore, our findings cannot be generalized beyond these times of the day. Similarly, as our EMA-prompting schedule did not ask participants about their SBs and affective states from 8 AM to 3 PM on weekdays (because of school or summer camp schedules), the midday estimates presented were driven by weekend day data. This prompting schedule also did not allow us to stratify the models by weekend days versus weekdays. Future studies should attempt to address this limitation by prompting participants across the entire day on both weekend days and weekdays.

It is also worth noting that the EMA prompt compliance among our sample was slightly below that previously reported among other nonclinical samples of youth [53]. In addition, participants were less likely to complete EMA prompts during the morning hours, perhaps because the EMA-prompting schedule started too early in the day. To gain a better understanding of how missing data may influence the findings, models were rerun after the removal of the participant with the lowest EMA prompt compliance (approximately 33%). These results are comparable with those presented previously. Future studies with larger sample sizes should attempt to gain a better understanding of how missing data may affect study findings by stratifying analyses by participant compliance (ie, in those above vs below the average level of compliance).

The characteristics and size of our sample are also limitations of this study. For example, our participants experienced relatively low and stable levels of negative affect, limiting our ability to detect the effects of SB on negative affective states. Therefore, it is possible that some of our null findings may not be entirely because of a lack of association between SB and negative affect. However, this study warrants future confirmatory studies with larger samples, which would introduce more variability in negative affect. Power analyses for TVEMs are currently an open area of research [54]; therefore, post hoc power calculations were not completed. However, the CIs generated from TVEMs reflect the amount of data contributed at each time interval (CIs are wider on occasions when there are fewer data points) [54], aiding our understanding of the statistical power in this study. Future studies with larger samples (at the EMA prompt and person levels) are warranted as it is possible that this study was statistically underpowered, partially contributing to our null findings at some time points within the day. Studies with larger samples will also allow for the investigation of a more nuanced operationalization of the SB construct (eg, subtypes of screen-based SB) in relation to affective states across the day. A better understanding of how the different subtypes of screen-based SB relate to affective states will aid in the development of tailored intervention strategies targeting the forms of SB that appear to be most important for affective experiences. Finally, because of the time reference specified in the EMA item wording (ie, SB and affective states right now), this study only assessed concurrent associations.

Conclusions
This proof-of-concept study demonstrated that within-day associations between SB and affective states may not be static. Rather, these associations may differ by time of day and measurement method of SB, indicating that there may be critical windows during the day in which specific types of SB can be related to concurrent affective states. Therefore, we provide preliminary evidence to suggest that future confirmatory studies aimed at investigating the SB–affective state relationship should consider the possible time-varying nature of these associations. Future studies should also investigate the underlying variables that help explain these possible time-dependent variations in youth. We also demonstrated that self-reported screen-based SBs and device-based SB are likely distinct constructs that may be uniquely related to affective experiences. Together, we provide a preliminary justification for future investigators to carefully consider the statistical modeling and SB measurement methods they choose to use.
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Abstract

Background: The Tailored Antiplatelet Initiation to Lessen Outcomes Due to Decreased Clopidogrel Response After Percutaneous Coronary Intervention (TAILOR-PCI) Digital Study is a novel proof-of-concept study that evaluated the feasibility of extending the TAILOR-PCI randomized controlled trial (RCT) follow-up period by using a remote digital platform.

Objective: The aim of this study is to describe patients’ onboarding, engagement, and results in a digital study after enrollment in an RCT.

Methods: In this intervention study, previously enrolled TAILOR-PCI patients in the United States and Canada within 24 months of randomization were invited by letter to download the study app. Those who did not respond to the letter were contacted by phone to survey the reasons for nonparticipation. A direct-to-patient digital research platform (the Eureka Research Platform) was used to onboard patients, obtain consent, and administer activities in the digital study. The patients were asked to complete health-related surveys and digitally provide follow-up data. Our primary end points were the consent rate, the duration of...
participation, and the monthly activity completion rate in the digital study. The hypothesis being tested was formulated before data collection began.

**Results:** After the parent trial was completed, letters were mailed to 907 eligible patients (representing 18.8% [907/4837] of total enrolled in the RCT) within 15.6 (SD 5.2) months of randomization across 24 sites. Among the 907 patients invited, 290 (32%) visited the study website and 110 (12.1%) consented—40.9% (45/110) after the letter, 33.6% (37/110) after the first phone call, and 25.5% (28/110) after the second call. Among the 47.4% (409/862) of patients who responded, 41.8% (171/409) declined to participate because of a lack of time, 31.2% (128/409) declined because of the lack of a smartphone, and 11.5% (47/409) declined because of difficulty understanding what was expected of them in the study. Patients who consented were older (aged 65.3 vs 62.5 years; \( P = 0.06 \)) and had a lower prevalence of diabetes (19% vs 30%; \( P = 0.02 \)) or tobacco use (6.4% vs 24.8%; \( P < 0.001 \)). A greater proportion had bachelor’s degrees (47.2% vs 25.7%; \( P < 0.001 \)) and were more computer literate (90.5% vs 62.3% of daily internet use; \( P < 0.001 \)) than those who did not consent. The average completion rate of the 920 available monthly electronic visits was 64.9% (SD 7.6%); there was no decrease in this rate throughout the study duration.

**Conclusions:** Extended follow-up after enrollment in an RCT by using a digital study was technically feasible but was limited because of the inability to contact most eligible patients or a lack of time or access to a smartphone. Among the enrolled patients, most completed the required electronic visits. Enhanced recruitment methods, such as the introduction of a digital study at the time of RCT consent, smartphone provision, and robust study support for onboarding, should be explored further.

**Trial Registration:** Clinicaltrials.gov NCT01742117; https://clinicaltrials.gov/ct2/show/NCT01742117

**KEYWORDS**
digital study; clinical trial; cardiology; smartphone; digital health; mobile health; clinical trial; mobile phone

**Introduction**

**Background**
The Tailored Antiplatelet Initiation to Lessen Outcomes Due to Decreased Clopidogrel Response After Percutaneous Coronary Intervention (TAILOR-PCI) was a large multicenter international randomized controlled trial (RCT) that compared point-of-care, genotype-guided P2Y12 inhibitor therapy to conventional clopidogrel therapy [1]. The initial follow-up duration of this trial was 1 year after the index percutaneous coronary intervention and randomization. Subsequently, the follow-up was extended to 2 years with 18- and 24-month study coordinator telephone visits. Notably, extending such follow-ups with in-person or telephone assessments of patients in large, multicenter RCTs such as the TAILOR-PCI RCT is expensive, time consuming, and complicated. The National Institutes of Health has recommended that RCTs be conducted in a pragmatic manner, including the use of digital technologies [2]. Recently, the importance of remote digital follow-up has been highlighted by the COVID-19 pandemic, during which many conventional RCTs requiring in-person recruitment and follow-up were stalled or suspended. Digital solutions to conducting RCTs provide increased convenience to both patients and enrolling sites and can potentially play a pivotal role in reducing costs and increasing accessibility to research. Given the near ubiquity of smartphones in many parts of the world and the use of mobile apps, remote RCT follow-up with regular data collection is now feasible. Whether digital technologies can be used to engage patients in a follow-up study once they are enrolled in an RCT is unknown.

The TAILOR-PCI Digital Study tested the feasibility of extending the original 1-year follow-up of the TAILOR-PCI RCT to a 2-year, remote follow-up using digital solutions and a low-contact approach (mailing letters and coordinator phone calls rather than clinic visits) to enrollment and engagement.

**Objectsives**
The objectives of this report are to describe our experience extending the follow-up and transitioning of the TAILOR-PCI pragmatic RCT to the TAILOR-PCI Digital Study after the main study had finished enrollment, with emphasis on patient onboarding, engagement, and results in the digital study.

**Methods**

**Study Population**
The parent TAILOR-PCI RCT (ClinicalTrials.gov NCT01742117) began enrolling patients on May 29, 2013, completed enrollment on October 31, 2018, and completed the final study follow-up a year later, with a study visit window open for up to 28 days thereafter. The TAILOR-PCI Digital Study tested the feasibility of extending RCT follow-up for up to 24 months in a subset of patients using a smartphone app designed for research. The design of the TAILOR-PCI Digital Study has been described previously [3]. Recruitment letters for the digital study were sent in February 2019. A digital study was built and conducted using the Eureka Research Platform, a direct-to-patient digital research platform [4]. TAILOR-PCI patients who enrolled from sites in the United States and Canada were within 24 months of initial randomization and had an Apple or Android smartphone were eligible to participate (Figure 1). Of the original 34 US or Canadian TAILOR-PCI sites, 24 (71%) participated (3 declined and 7 did not have eligible patients).
Recruitment

Recruitment was initiated by TAILOR-PCI site study coordinators who mailed letters to eligible patients and invited them to participate. Patients were instructed to visit the study website to learn more about the digital study, read and sign the consent form (if they chose to participate), and then receive an SMS text message with a link to download the study mobile app (Figure S1 in Multimedia Appendix 1). Embedded in the invitation letter was a unique patient code, a patient-specific one-time access code to establish 1:1 linkage with the TAILOR-PCI study ID, allowing synchronization of the data collected through Eureka and the RCT. Those who did not consent to the digital study after receiving the initial invitation letter were contacted via telephone by site coordinators and were asked whether they wanted additional information on the digital study or help with the smartphone app installation process and were encouraged to participate. Reasons for not participating were elicited (Multimedia Appendix 1), and data on the patients’ education level and computer literacy were also obtained.

Oversight

The Mayo Clinic was the clinical coordinating center for all participating sites, and the University of California, San Francisco (UCSF) was the digital technology center. The UCSF developed the digital component of the study and provided technical support to the coordinating center throughout the study period. The Mayo Clinic conceived the study, received
institutional review board (IRB) approval, and operationalized the implementation of the digital study, whereas the UCSF received IRB approval for the Eureka Research Platform as a digital coordinating center. Each participating eligible TAILOR-PCI site obtained local IRB approval for the study invitation material and for making patient contact. An independent National Heart, Lung, and Blood Institute–appointed Observational Study Monitoring Board was responsible for overseeing the conduct, safety, and data of the study.

**Ethics Approval**
This study was approved by the Mayo Clinic IRB (number: 11-006837). The Eureka Platform used to conduct this study was approved by the UCSF IRB (number: 17-21879).

**Data Collection**
At baseline, patients completed the following patient-reported outcomes (PROs) instruments on the mobile app: Duke Activity Score Index [5], Seattle Angina Questionnaire (SAQ) [6], and Modified Medical Research Council Dyspnea Scale [7] (Figure S1 in Multimedia Appendix 1). Patients also entered their medications with dosages using the Eureka medication tool [8]. These activities were repeated every month. The patients also completed a weekly 2-question angina diary. Anxiety scores were collected at baseline and every 6 months using the General Anxiety Disorder 7-item (GAD-7) questionnaire [9]. If monthly activities were not completed, patients received weekly automated SMS text messages and push notifications to remind them to complete the study activities.

**Aim of This Study**
The main aim of the digital study was to determine the feasibility of transitioning a clinical trial to a digital study, and the aims were defined previously [3]. First, we described the proportion of patients who were invited to participate in the digital follow-up and consented. We further compared the patient characteristics of those who consented to participate with those who were eligible but did not consent. Second, among the consented patients, we measured the duration of participation in the study (duration in months between the first and last digital study activity completed by the patient). Third, we measured the proportion of enrolled patients who participated in at least 80% of the eligible digital visits (the total number of visits varied between 1 and 24 according to the date of enrollment in the parent RCT). Additional outcomes that were measured were the proportion of consented patients who downloaded the Eureka app, average time until the study drop-off (described as skipping ≥1 month of activities and not re-engaging with the Eureka app despite Mayo Clinic digital study coordinator phone calls), digital visit completion rate (number of monthly digital visits completed over the number of visits available), attrition rate (1 minus the digital visit completion rate), and activity completion rate (number of activities completed over the number of activities available, stratified by weekly, monthly, and biyearly activities). Finally, as an exploratory aim, PROs collected in the digital study were described and stratified by the randomization arm in the parent trial.

**Data Analysis**
The Duke Activity Score Index, Modified Medical Research Council Dyspnea Scale, SAQ, and GAD-7 were scored according to their respective instructions [5,7,9]. Continuous variables are presented as “mean (SD)” if approximately symmetrically distributed and as “median (IQR)” otherwise and were compared using the t test (2-tailed) or the Mann–Whitney U test as appropriate. Categorical variables were presented as “frequency (percentage)” and compared using either chi-square or Fisher exact tests, and 2-tailed P values <.05 were considered statistically significant, without further correction for multiple testing. Binary outcomes were reported with 95% CIs for the percentage using the Agresti-Coull method for interval estimation [10]. CIs for continuous variables were estimated using normal approximations for the mean, using transformations as needed. The digital visit participation rate and survey completion rates were calculated within participants to estimate a percentage and then summarized across individuals as continuous measures. Univariate logistic regression models were used to determine the effects of baseline characteristics (age, sex, etc) on the likelihood of consenting to the digital study. Significant variables in the univariate analysis (P≤0.05) were included in this exploratory multivariable logistic regression model to identify the association between the different variables and the likelihood of consenting to the digital study. We present the activity results stratified by the randomization arm in the TAILOR-PCI RCT and grouped by bins of time since the index procedure. We assessed the survey results over time using a mixed model approach, allowing for random effects for intercept and slope within participants and modeled an overall intercept and slope as fixed effects, as well as with interaction between the randomized arm (genotype-guided vs conventional) and the slope. Data were analyzed using Python 3.5 and SAS (version 9.4; SAS Institute).

**Results**

**Participation**
Letters were mailed to 907 patients across 24 eligible sites in the United States and Canada (Figure 1), who had completed an average follow-up of 15.6 (SD 5.2; median 16.8, IQR 11.0-20.2) months since randomization in the parent RCT. In all, 2 sites mailed letters and had no patients enrolled in the digital study. These letters led to 31.9% (290/907 invited patients) study information webpage visits and 13.3% (121/907) registrations. A total of 12.1% (110/907) patients consented, among whom 92.7% (102/907) were eligible.

**Consent for the TAILOR-PCI Digital Study and Patient Characteristics**
Of the 110 patients who consented, 45 (40.9%) did so after the invitation letter alone, whereas 37 (33.6%) and 28 (25.5%) consented after the first and second calls, respectively. The median time from randomization to invitation by letter of those who consented to the digital study as compared with those that did not consent was not different (median 17, IQR 5-23 vs median 17, IQR 4-24 months; P=.47). The mean age of the consented patients was 65.3 (SD 9.0) years versus 62.5 (SD 11.0) years for nonconsented patients (P=.006), and most of
those who consented were male (91/110, 82.7% vs 594/797, 74.8%; P = .06). Comorbidities were similar among those who consented and those who did not, except cigarette use (7/110, 6.4% vs 198/797, 24.8%; P < .001) and diabetes (21/110, 19.1% vs 237/797, 29.7%; P = .02), which were less prevalent in the consented group (Table 1). A greater proportion of consenting patients had a bachelor’s degree or higher (75/106, 70.8% vs 233/620, 37.6%; P < .001). Among those who consented to participate in the education and computer literacy questionnaire, we observed a higher proportion of daily internet use (96/106, 90.5% vs 389/620, 62.7%; P < .001) and smartphone ownership (99/101, 98% vs 397/462, 86%; P < .001; Table 1).
<table>
<thead>
<tr>
<th>Variable</th>
<th>Consented patients (N=110)</th>
<th>Eligible patients (no consent) (N=797)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hospital presentation randomization group, n (%)</strong></td>
<td></td>
<td></td>
<td>.62</td>
</tr>
<tr>
<td>Stable coronary artery disease</td>
<td>33 (30)</td>
<td>214 (26.8)</td>
<td></td>
</tr>
<tr>
<td>Unstable angina or non-STEMI&lt;sup&gt;b&lt;/sup&gt;</td>
<td>57 (51.8)</td>
<td>409 (51.3)</td>
<td></td>
</tr>
<tr>
<td>STEMI</td>
<td>20 (18.2)</td>
<td>174 (21.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>Male</td>
<td>91 (82.7)</td>
<td>594 (74.5)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>19 (17.2)</td>
<td>203 (25.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td>.006</td>
</tr>
<tr>
<td><strong>At randomization</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value, mean (SD)</td>
<td>65.3 (9.0)</td>
<td>62.5 (11.0)</td>
<td></td>
</tr>
<tr>
<td>Value, median (IQR)</td>
<td>65 (47-87)</td>
<td>62 (28-95)</td>
<td></td>
</tr>
<tr>
<td><strong>Men</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Value, mean (SD)</td>
<td>65.6 (8.9)</td>
<td>61.2 (10.5)</td>
<td></td>
</tr>
<tr>
<td>Value, median (IQR)</td>
<td>65 (47-87)</td>
<td>61 (28-95)</td>
<td></td>
</tr>
<tr>
<td><strong>Women</strong></td>
<td></td>
<td></td>
<td>.38</td>
</tr>
<tr>
<td>Value, mean (SD)</td>
<td>64.1 (9.5)</td>
<td>66.3 (11.7)</td>
<td></td>
</tr>
<tr>
<td>Value, median (IQR)</td>
<td>65 (47-81)</td>
<td>68 (36-95)</td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td>.19</td>
</tr>
<tr>
<td>White</td>
<td>99 (90)</td>
<td>657 (82.4)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>3 (2.7)</td>
<td>27 (3.4)</td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>1 (0.9)</td>
<td>37 (4.6)</td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>0 (0)</td>
<td>14 (1.7)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>7 (6.4)</td>
<td>62 (7.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Country, n (%)</strong></td>
<td></td>
<td></td>
<td>.61</td>
</tr>
<tr>
<td>Canada</td>
<td>23 (20.9)</td>
<td>184 (23.1)</td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>87 (79.1)</td>
<td>613 (76.9)</td>
<td></td>
</tr>
<tr>
<td><strong>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;), n (%)</strong></td>
<td></td>
<td></td>
<td>.18</td>
</tr>
<tr>
<td>&lt;25</td>
<td>19 (17.3)</td>
<td>124 (15.6)</td>
<td></td>
</tr>
<tr>
<td>25-30</td>
<td>49 (44.5)</td>
<td>307 (38.5)</td>
<td></td>
</tr>
<tr>
<td>≥30</td>
<td>42 (38.2)</td>
<td>363 (45.5)</td>
<td></td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td>21 (19.1)</td>
<td>237 (29.7)</td>
<td>.02</td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>74 (67.2)</td>
<td>554 (69.5)</td>
<td>.63</td>
</tr>
<tr>
<td>Dyslipidemia, n (%)</td>
<td>77 (70)</td>
<td>540 (67.8)</td>
<td>.64</td>
</tr>
<tr>
<td>Any history of heart failure, n (%)</td>
<td>2 (1.8)</td>
<td>28 (3.5)</td>
<td>.35</td>
</tr>
<tr>
<td>Heart failure &gt;2 weeks, n (%)</td>
<td>1 (0.9)</td>
<td>24 (3)</td>
<td>.21</td>
</tr>
<tr>
<td>Estimated glomerular filtration rate (modification of diet in renal disease) &lt;60, n (%)</td>
<td>14 (12.7)</td>
<td>91 (11.4)</td>
<td>.61</td>
</tr>
<tr>
<td>Cigarette use, n (%)</td>
<td>7 (6.4)</td>
<td>198 (24.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>History of myocardial infarction (excluding index event), n (%)</td>
<td>14 (12.7)</td>
<td>136 (17.1)</td>
<td>.25</td>
</tr>
<tr>
<td>Peripheral artery disease, n (%)</td>
<td>3 (2.7)</td>
<td>33 (4.1)</td>
<td>.48</td>
</tr>
<tr>
<td>History of percutaneous coronary intervention, n (%)</td>
<td>27 (24.5)</td>
<td>220 (27.6)</td>
<td>.50</td>
</tr>
</tbody>
</table>
### Table 2: Comparison of consented and nonconsented patients.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Eligible patients (no consent)</th>
<th>Consented patients (N=110)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>History of coronary artery bypass grafting, n (%)</td>
<td>75 (9.4)</td>
<td>11 (10)</td>
<td>.84</td>
</tr>
<tr>
<td>Stroke or transient ischemic attack, n (%)</td>
<td>26 (3.3)</td>
<td>2 (1.8)</td>
<td>.41</td>
</tr>
<tr>
<td>Family history of coronary artery disease, n (%)</td>
<td>413 (51.8)</td>
<td>61 (55.4)</td>
<td>.48</td>
</tr>
<tr>
<td>Chronic lung disease, n (%)</td>
<td>42 (5.3)</td>
<td>4 (3.6)</td>
<td>.46</td>
</tr>
<tr>
<td>Currently on dialysis, n (%)</td>
<td>1 (0.1)</td>
<td>0 (0)</td>
<td>.71</td>
</tr>
<tr>
<td><strong>Education and computer literacy form completed, n (%)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Completed the form</td>
<td>637 (79.9)</td>
<td>106 (96.4)</td>
<td></td>
</tr>
<tr>
<td>Did not complete the form</td>
<td>160 (20.1)</td>
<td>4 (3.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Less than high school</td>
<td>39 (6.1)</td>
<td>2 (1.9)</td>
<td></td>
</tr>
<tr>
<td>High school graduate or some college</td>
<td>274 (43)</td>
<td>25 (23.5)</td>
<td></td>
</tr>
<tr>
<td>Associate or bachelor’s degree</td>
<td>164 (25.7)</td>
<td>50 (47.2)</td>
<td></td>
</tr>
<tr>
<td>Graduate or PhD</td>
<td>75 (11.7)</td>
<td>25 (23.6)</td>
<td></td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>85 (13.4)</td>
<td>4 (3.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Frequency of internet use</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Does not use</td>
<td>76 (11.8)</td>
<td>2 (1.9)</td>
<td></td>
</tr>
<tr>
<td>About daily</td>
<td>397 (62.3)</td>
<td>96 (90.5)</td>
<td></td>
</tr>
<tr>
<td>About once a week</td>
<td>46 (7.2)</td>
<td>2 (1.9)</td>
<td></td>
</tr>
<tr>
<td>Occasionally (less than once a week)</td>
<td>44 (6.9)</td>
<td>5 (4.7)</td>
<td></td>
</tr>
<tr>
<td>Do not know</td>
<td>2 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>72 (11.3)</td>
<td>1 (0.9)</td>
<td></td>
</tr>
<tr>
<td>Has a computer or laptop</td>
<td>423 (88)</td>
<td>95 (93)</td>
<td>.17</td>
</tr>
<tr>
<td>Has a smartphone</td>
<td>404 (86)</td>
<td>99 (98)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Has a tablet</td>
<td>204 (46)</td>
<td>45 (49)</td>
<td>.63</td>
</tr>
<tr>
<td>Has a smart speaker</td>
<td>74 (19)</td>
<td>26 (31)</td>
<td>.02</td>
</tr>
<tr>
<td>Has downloaded app to phone</td>
<td>326 (81)</td>
<td>93 (94)</td>
<td>.006</td>
</tr>
</tbody>
</table>

<sup>a</sup>Comparison of consented and nonconsented patients.  
<sup>b</sup>STEMI: ST-elevation myocardial infarction.

### Nonparticipation in the Digital Study: Reasons and Predictors

Among the 409 patients surveyed during phone follow-up regarding reasons for nonparticipation in the digital study, the most common reasons reported (Table 2) were lack of time (171/409, 41.8%), lack of smartphone use (128/409, 31.3%), and difficulty in understanding what was expected of them in the study (47/409, 11.5%). Concerns about data privacy (28/409, 6.9%) and location tracking (7/409, 1.7%) were less frequent. Multivariable analysis revealed that older age, higher educational level, daily internet use, nonsmoking status, and nondiabetic status were significant independent predictors of consenting to the digital study (Table S1 in Multimedia Appendix 1). A sex–age interaction was observed, such that women aged 50 years were more likely than men at the same age to consent (odds ratio 1.55, 95% CI 0.58-4.16), but women aged ≥70 years were less likely to consent (odds ratio 0.46, 95% CI 0.24-0.87; interaction P=.03; Table S1 in Multimedia Appendix 1).
Table 2. Reasons given for declining participation in the digital follow-up.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Overall participants (N=409), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No time</td>
<td>171 (41.8)</td>
</tr>
<tr>
<td>No smartphone</td>
<td>128 (31.3)</td>
</tr>
<tr>
<td>Difficulty in understanding</td>
<td>47 (11.5)</td>
</tr>
<tr>
<td>Concern about phone</td>
<td>36 (8.8)</td>
</tr>
<tr>
<td>Data privacy</td>
<td>28 (6.8)</td>
</tr>
<tr>
<td>No compensation</td>
<td>4 (1)</td>
</tr>
<tr>
<td>Location tracking</td>
<td>7 (1.7)</td>
</tr>
<tr>
<td>Other reasons</td>
<td>64 (15.6)</td>
</tr>
</tbody>
</table>

Patients could choose more than 1 reason for not participating in digital follow-up.

**Engagement and Completion of Digital Visits and Activities**

The median duration of follow-up for the digital study was 6.9 (IQR 3.0-12.3) months and patients participated for a median of 5.3 (IQR 2.2-10.9) months before dropping off. Until the date of the last follow-up, of the 102 consented and eligible participants, 65 (63.7%) remained engaged in the digital study, 61 (59.8%) patients completed ≥80%, and 41 (40.2%) completed <80% of all available digital visits (collection of surveys at one point in time). Among the 920 monthly digital visits made available to the patients, 577 (62.7%) were fully completed, 120 (13%) were partially completed, and 223 (24.2%) were skipped. The participation rate for the study e-Visits was constant throughout the course of the digital study (Figure 2), with patients completing 64.9% (SD 7.6%) of activities presented to them. A total of 55.48% (3525/6354) available activities were completed by patients, and this proportion increased to 67.06% (2443/3643) when the weekly angina diary was excluded (Figure 3). Out of the eligible patients, the completion rate of activities was 76.2% (78/102) between baseline and month 4, 62.1% (29/47) between month 5 and month 9, 59% (13/22) between month 10 and month 14, and 62.3% (9/14) between month 15 and month 20.

**Figure 2.** Tailored Antiplatelet Initiation to Lessen Outcomes Due to Decreased Clopidogrel Response After Percutaneous Coronary Intervention e-visit completion rate.
PRO Findings

There were no differences among the randomization arms in any PROs (Figure S2 in Multimedia Appendix 1). There was a significant drop of >10 points in the SAQ disease perception (about 1.0 points less per 4 weeks; \( P=.02 \)), but not in the other SAQ subdomains or in the overall SAQ score between the start of the study and the end of the digital study (Figure S2 and Table S2 in Multimedia Appendix 1). The patient Duke Activity Status Index trended lower throughout the study (approximately 0.4 points less per 4 weeks; \( P=.004 \); Figure S2 and Table S2 in Multimedia Appendix 1).

Discussion

Principal Findings

The TAILOR-PCI Digital Study was a proof-of-concept study that attempted to extend the follow-up of the main TAILOR-PCI RCT by using a digital platform at the end of the parent trial once enrollment was completed. The modest rate of participation at 12.1% (110/907) was limited by patients not visiting the home page after being mailed an invitation letter. Among those who responded to the invitation (171/409, 41.8%), perceived lack of time and lack of a smartphone were the most common reasons for declining participation.

There may be several reasons for the low participation rate in this proof-of-concept study. First, enrollment in the digital study began after completion of enrollment in the parent trial. The digital study was an add-on and was not integrated during initial recruitment in the parent RCT. Second, recruitment in the digital study used a low-touch approach with mailing letters and a limited number of phone call attempts (3 in total). Third, as email addresses were not collected in the parent trial, no email invitations were sent, and we relied on mailed paper letters for invitation to the digital study. There was a significant patient drop-off between the initial mail-in invitation to join the digital study and visits to the study webpage. One can speculate that the visit rate to the study webpage could have been increased by using email or SMS text message invitations and a higher-touch recruitment method, such as in-person enrollment during initial enrollment or subsequent follow-up in the parent trial.

Among those who consented (110/907, 12.1%), the engagement rate was excellent for a digital study that had minimal coordinator interaction, with 60% (66/110) of the patients completing 80% of the digital monthly visits. The digital study also demonstrated that once patients consented, the collection of a large amount (3525 digital PRO forms) and a wide variety of data, including a weekly angina diary, medications, the SAQ, and GAD-7, was feasible. This type of data can be used to phenotype patients enrolled in an RCT using digital technology.

Reasons for High Digital Engagement and Retention Rates

The engagement and retention rates observed in our study among consented patients were higher than those reported in 12 previously described digital studies [11]. We did not observe an increase in the attrition rate during the duration of the study. This is in contrast to the median duration of participation of 5.5 days across several large-scale digital studies [11-15]. In these studies, only a fraction of patients contributed data from days 29 to 50 of recruitment [11-15]. For example, in a large asthma study, among 6470 consented patients, only 175 completed the required 6-month follow-up [13]. Several factors may have played a role in the higher engagement and retention rates observed in the TAILOR-PCI Digital Study. First, patients were already part of the TAILOR-PCI RCT and had maintained a 1-year clinical follow-up and therefore could represent patients who are more familiar with research protocols and more compliant with follow-up. Second, they experienced coronary artery disease, which is the clinical condition of interest studied in the digital study. Recruiting patients to a study that researches their medical conditions has previously been described as a factor of increased retention in digital studies [11,16]. Third,
transparency in disclosing details of study participation, such as study duration, monthly time commitment, and data being collected, may have preselected motivated patients but could also have contributed to the lower than anticipated consent rate. Fourth, the observed lower attrition rate could also be owing to the several strategies used in the digital study to maximize engagement. Eureka has a robust automated messaging and reminder system that notifies patients when new activities are available or if they have not been completed.

Challenges to Overcome and Possible Solutions to Implement Digital Technology in RCTs

Although the consent rate was lower than anticipated in our study, the 32% website visit rate observed in this study was higher than the 1% to 3% website visit rate reported in marketing campaigns that use emails to direct users to websites [17] or the 0.8% response rate for a large nationwide trial that used email invitations [18]. Successful recruitment for digital studies typically requires massive social media campaigns and a large number of invitations directed to a reasonable number of patients [11]. Moreover, experience with other studies on the Eureka platform and other digital studies suggests that higher-touch enrollment involving multiple phone call attempts or in-person enrollment during a study visit where technical concerns can be addressed at the time of digital enrollment are more effective [19], particularly in older populations such as those in TAILOR-PCI.

We identified several major challenges that should be addressed in future digital studies to increase consent rates. The digital study was designed and launched after enrollment in the main RCT was completed, thus requiring separate consent to be obtained months after the initial RCT enrollment. Therefore, we speculate that including a digital component at the inception of an RCT or at the time of initial consent may not only increase consent for digital studies but may also improve consent rates for RCTs by enabling easier follow-up. The lack of in-person visits with a study coordinator at the time of enrollment may have deterred the engagement of patients who had or perceived technical difficulties. For instance, among those eligible, 20% (1/5) of patients who did not participate in the digital study had never previously downloaded a smartphone app. A previous study demonstrated that in-clinic recruitment, as opposed to low-touch self-enrollment in a digital study, can increase both consent rate and engagement [11].

The lack of a smartphone was a major barrier to participating in the digital study, yet the prevalence of smartphone use, as reported by site study coordinators, was high at 75.8% (97/128) among those who cited it as a reason not to participate. This is comparable with the prevalence of smartphone use among those aged >65 years [20]. Although not directly explored in our study, patients may have lacked a compatible Android or Apple smartphone, may not have had a data plan, or may have been worried about the cost of data use. Strategies such as the provision of study-specific mobile devices or data plans to patients could enable easier implementation of digital technology in RCTs. Only 6.8% (28/409) of the patients who did not consent cited data privacy as a potential obstacle. We observed that data privacy concerns are often brought forward by IRBs and physicians as a potential barrier to digital studies, whereas patients themselves are less concerned [21]. Furthermore, the Eureka digital platform, which has engaged >400,000 study patients across 45 studies, is affiliated with an academic institution, the University of California San Francisco, which may inspire increased trust compared with commercial entities [22]. Finally, involving patients in the design and conduct of a digital study, which was not done for this digital study, could provide substantial value and lead to higher recruitment and engagement [23].

Limitations

Our study has several limitations. Only a fraction of patients (110/907, 12.1%) from the main RCT consented for the digital study; therefore, our conclusions cannot be generalized to the parent trial cohort. Moreover, patients who consented to the digital study were not representative of those enrolled in the main RCT, as they were predominantly highly educated, healthier (did not smoke or have diabetes), of White ethnicity, and technologically literate. Although this disparity may affect RCTs, especially digital studies [24,25], specific efforts must be made to increase the recruitment of underrepresented minorities in digital studies. Strategies such as the inclusion of a smartphone with a data plan for eligible patients could reduce the accessibility barrier and possibly enroll more diverse populations. Although our study experienced higher engagement rates than other digital studies, dropout rates observed in digital studies were higher than those in standard RCTs (but not necessarily higher than follow-up registries after completion of the RCT follow-up); therefore, appropriate statistical considerations need to be given, including novel trial designs specifically applicable to mobile health studies. Finally, because of the lower than anticipated consent rate, we were able to obtain clinical information digitally only from a small subset of patients enrolled in the main RCT; therefore, our clinical findings are descriptive and hypothesis-generating.

Conclusions

Extended follow-up of the TAILOR-PCI RCT using a digital platform was technically feasible; however, enrollment and consent rates in this study population were significantly limited. Once enrolled in the digital study, engagement was initially high, but the digital activity completion rate was modest. The reasons for low enrollment and modest activity completion rate by patients using this digital technology deserve further exploration.
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Abstract

Background: Maternal morbidity and mortality in the United States continue to be a worsening public health crisis, with persistent racial disparities among Black women during the COVID-19 pandemic. Innovations in mobile health (mHealth) technology are being developed as a strategy to connect birthing women to their health care providers during the first 6 weeks of the postpartum period.

Objective: This study aimed to inform a process to evaluate the barriers to mHealth implementation in the context of the COVID-19 pandemic by exploring the experiences of mothers and stakeholders who were directly involved in the pilot program.

Methods: The qualitative design used GoToMeeting (GoTo) individual interviews of 13 mothers and 7 stakeholders at a suburban teaching hospital in New Jersey. Mothers were aged ≥18 years, able to read and write in English or Spanish, had a vaginal or cesarean birth at >20 weeks of estimated gestational age, and were admitted for delivery at the hospital with at least a 24-hour postpartum stay. Stakeholders were part of the hospital network’s obstetrics collaborative subcommittee comprising administrators, physicians, registered nurses, and informatics. Responses were transcribed verbatim and analyzed for emerging themes. The socioecological framework provided a holistic lens for analyzing the multilevel influences on individual experiences.

Results: A total of 3 major themes were identified: mothers experienced barriers from personal situations at home and with services in the hospital and community, which were intensified by the COVID-19 pandemic; the COVID-19 pandemic negatively impacted hospital services, priorities, and individual staff; and mothers and stakeholders had positive experiences and perceptions of the mHealth intervention.

Conclusions: The use and reach of the mHealth intervention were negatively influenced by interrelated factors operating at multiple levels. The system-wide and multilevel impact of the pandemic was reflected in participants’ responses, providing evidence for the need to re-evaluate mHealth implementation with more adaptable systems and structures in place using a socioecological framework.

(JMIR Form Res 2022;6(6):e37777) doi:10.2196/37777
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**Introduction**

**Background**

There is a rising maternal mortality rate with a persistent racial disparity among Black mothers in the United States [1-3]. During the first year of the COVID-19 pandemic, maternal deaths continued to rise, mostly among Black and Hispanic mothers [3]. In the first 6 weeks after childbirth, the immediate postpartum period has been the deadliest time frame for birthing mothers in New Jersey [4]. In addition, Black mothers have an increased risk of postpartum readmission and associated life-threatening morbidities compared with non-Hispanic White mothers [5]. A mobile health (mHealth) intervention was instituted at a large hospital in New Jersey as a potential solution to this problem by helping mothers self-identify postbirth warning signs of postpartum complications and seek timely medical care. The program was designed to send daily SMS text messages to mothers beginning the day after discharge through the first 6 weeks postpartum. However, it is unknown which factors and to what degree they pose barriers to patient engagement. This qualitative study is part of a Type 1 hybrid effectiveness implementation pilot study, and it is limited to the qualitative portion of the project. This study is limited to the qualitative portion of the project. This exploratory study aimed to inform a process to evaluate the barriers to mHealth implementation in the context of the COVID-19 pandemic by exploring the experiences of mothers and stakeholders who were directly involved in the pilot program.

**Review of the Literature**

Patient education on potential postbirth warning signs has been proposed as an essential driver for strategies to eliminate delays in care seeking [6,7], particularly in the immediate postpartum period in the hospital [8]. However, the COVID-19 pandemic has often resulted in shorter postpartum stays [9,10] and fewer face-to-face professional and social interactions owing to isolation, limited visitation, and social distancing [11]. These have led to cumulative adverse effects on postpartum mental health [12,13], avoidance of the use of emergency room service [14,15], and mothers’ knowledge gaps in postbirth warning signs [16]. Therefore, improving and sustaining patient education through communication and engagement channels are essential for timely care-seeking behaviors during the pandemic.

Evidence has shown postpartum mothers’ willingness to use mHealth technology, particularly SMS text-based messaging, leading to opportunities for innovative new strategies for care interventions [17,18]. mHealth was found to be a feasible and acceptable intervention by mothers, especially those with diverse backgrounds, and was associated with positive benefits such as improving blood pressure monitoring and reducing racial disparities [19-21]. However, many barriers have been identified, including lack of digital access [22], low health literacy, low self-efficacy [23], perceived discrimination [24,25], and postnatal depression [26,27]. Furthermore, mHealth technology that does not factor individual patients’ needs, health literacy, cultural preferences, and resources can present complex information to patients with fewer personal touchstones that might worsen health care disparities [28]. Despite the increasing use of mHealth technology, the overall rising rates of maternal mortality and racial disparities in the United States have persisted, suggesting the need to explore barriers to use among low-income mothers [29].

This qualitative study using interviews was designed to generate participants’ own perceptions and descriptions of their direct experiences with the phenomenon of study. Individual interviews can elicit highly personal and subjective information that may not be evident in surveys. Participants’ responses can shed light on the hidden impact of the mHealth program, allowing a holistic understanding of the phenomenon [30]. Information about barriers to the intervention, particularly those that affect the reach of at-risk Black mothers and reduce racial disparities, can be used to refine the intervention and design randomized controlled intervention trials with the mHealth intervention using the promising factors that are most likely to be effective disparity-reducing levers [31]. By doing so, the mHealth intervention can contribute to developing a more robust patient engagement platform to improve the well-being of mothers and reduce postpartum morbidity and mortality, particularly in Black mothers.

**Theoretical Framework**

Conceptually, the use of the mHealth intervention and its influence on health-seeking behaviors related to potential postpartum complications are based on a modified socioecological model [32,33] and the model of health services use by Anderson [34]. The model posits that behavior is integrated into a dynamic and complex network of intrapersonal factors, interpersonal processes, institutional factors, community factors, and public policy [32]. The model frames the human behaviors of seeking health information or health care services in a dynamic relationship between external influences and internal responses. The conceptual model guided the data analysis of this study.

**Methods**

**Overview**

This study was part of a pilot mHealth intervention conducted at a suburban teaching hospital in New Jersey to increase patient engagement and postpartum health service use during the COVID-19 pandemic. Resident physicians in obstetrics and gynecology (OBGYN) run the prenatal clinic under the supervision of 3 faculty attending physicians. It serves predominantly low-income, racial, and ethnic minority women from the surrounding municipalities and delivers approximately 400 babies annually. The teaching hospital is a regional perinatal center with a level III neonatal intensive care nursery and delivers approximately 5800 babies annually [35]. The intervention pilot study did not have baseline data on outcome measures to generate power size estimations. The study anticipated 125 enrollees, the expected number of deliveries for the provider group in a consecutive 3-month period. The actual sample size of 14 participants fell grossly short of our target owing to the interruption in study enrollment from the premature termination of the intervention rollout. One participant dropped
out of the mHealth intervention program and did not respond to telephone invitations for the qualitative portion of the study. All women from the prenatal clinic and obstetrical service who delivered at the hospital and read and write in English or Spanish were eligible for enrollment in the program. The mHealth intervention used a secured SMS text–based messaging for 2-way communication to deliver a 6-item questionnaire answerable by yes or no to mothers’ mobile devices. The items were designed to reinforce standard postpartum discharge education for the early identification and intervention of postbirth warning signs. Mothers who submitted any yes response were followed up with a phone call by a hospital provider to help determine the need for emergent care. Study participants were supposed to be sent daily SMS text messages at 9 AM from postdischarge day 1 to 6 weeks postpartum. During the initial 2-week rollout, fidelity issues were noted involving participants not receiving the daily SMS text messages and nonstudy patients incorrectly receiving the SMS text messages. The project was temporarily stopped and then restarted to reset the intervention filters and settings. Eight days later and <4 weeks from the project’s go-live date, the project was halted again after discovering that the intervention did not capture 1 study participant’s responses. The failure of the intervention to send SMS text messages to some but not all participants led to the stratification of participants into 2 groups. Participants who received at least one SMS text message comprised the intervention group, and those who failed to receive any SMS text messages comprised the nonintervention group. These software bugs proved insurmountable, resulting in the termination of the project. One participant who was reassured after reporting a potential complication through the intervention had verbalized to the principal investigator (PI) an increased sense of support generated by the SMS text–based surveys. The study team received approval from the institutional review board to support the study participants with continued monitoring for postbirth warning signs through direct weekly telephone calls to maximize patient safety. During each telephone call, the 6 questions contained in the intervention SMS text–based surveys were asked verbatim to the study participants by either the PI, coinvestigators, or the prenatal clinic physician every Monday morning until they reached their 6-week postpartum visit. Unfavorable responses to any of the 6 questions or reports of any other clinical concern were addressed immediately during the telephone encounter. The telephone encounter was documented in their electronic ambulatory medical record as a customary practice for the prenatal clinic. Further resumption of the program and the original study protocol was determined to be nonremediable. Therefore, the pilot program was prematurely terminated 3 months after the study began. This portion of the study had a descriptive qualitative design, as described by Willis et al [36] using individual interviews. The authors developed separate interview guides for the mothers and stakeholders (Textbox 1). The results were reported according to the consolidated criteria for reporting qualitative studies.

Textbox 1. Interview guide.

Tell me about your experience with the SMS text messages from your health care provider:

**Mothers**
- How did it help you?
- Why was it not helpful?
- What barriers or difficulties did you experience with the text messages?
- In what way can we improve our text messages?

**Stakeholders**
- What was the original objective of the project?
- How has COVID affected your ability to communicate and work with patients?
- What barriers were faced with going live during COVID?
- What worked well? What has not worked well? Why do you think so?
- What lessons were learned from the process?
- What recommendations do you have for future attempts with mobile health?
- What is needed to scale up the intervention in the health system?

**Ethics Approval**
The institutional review boards of the hospital (19-67) and the affiliated university (Pro2020002676) approved the study protocols.

**Sample**
The convenience sample comprised 13 mothers who participated in the new mHealth intervention program before its termination and 7 stakeholders who were directly involved with the mHealth service. The study population included pregnant women from the hospital’s prenatal clinic and obstetrical service, known as the OB Service, which cared for women who presented in labor
without prenatal care or an obstetrical provider on staff. Mothers were aged ≥18 years, able to read and write in English or Spanish, had a vaginal or cesarean birth at >20 weeks of estimated gestational age, and were admitted for delivery at the hospital with at least a 24-hour postpartum stay. Teen mothers were excluded from this study. The pilot study enrolled 78% (14/18) of eligible mothers, all of whom were invited to participate through in-person recruitment at the hospital clinic or as they entered the postpartum ward. Most of the mothers were ≤25 years (7/13, 54%), first-time mothers (9/13, 69%), African Americans (6/13, 46%) or Latina (6/13, 46%), Medicaid recipients (11/13, 85%), single (9/13, 69%), high school graduates (10/13, 77%), nonsmokers (12/13, 92%), and had prenatal care at the hospital (9/13, 69%).

Stakeholders were part of the hospital network’s obstetrics collaborative subcommittee tasked with implementing the pilot intervention. The PI recruited the 7 key stakeholders, including key members from the prenatal clinic (medical director, nurse manager, OB/GYN chief resident, project informatics leader, project executive leader, and 2 nurses from the postpartum ward).

Data Collection
The institutional review boards of the hospital and the affiliated university approved the study protocols. Study participants were recruited by telephone for a one-on-one semistructured GoToMeeting interview, a web-based, Health Insurance Portability and Accountability Act–compliant videoconference software, to gather feedback regarding the content, mode of delivery, intervention effectiveness, and barriers to provider-patient communication. One participant dropped out of the mHealth intervention program and did not respond to the telephone study invitations. The securely recorded interviews took place at home for participants (between 3 and 6 weeks postpartum) and stakeholders (within 3 months of project completion), lasted between 12 and 45 minutes, and were conducted in English for stakeholders and in Spanish or English for mothers based on their preferences. Participants were interviewed once, except for 4 mothers who required follow-up. The participants were made aware before participation that they would be provided with a US $25 digital Amazon gift card as a token of appreciation.

The PI, fluent in English and Spanish, conducted all the interviews and maintained field notes after each interview. The PI is a male OB/GYN physician with prior work experience at the prenatal clinic and is employed as a corporate director by the hospital. He had no previous contact with the mothers, except in his role as a PhD student and researcher. The participants were informed that the goal of the intervention was to improve postpartum care. Mothers were assured that their responses would not affect their relationship with the hospital and clinic staff or the health services they received. They were also informed that their identity would remain confidential and would not be used to report or publish the study. All stakeholders had an existing relationship with the PI, a member of the obstetrics collaborative subcommittee overseeing the project.

Data Analysis
Interviews (including the Spanish verbatim transcripts) were transcribed verbatim into English by the PI. Interview transcripts and field notes were read independently by the first author (ES) and last author (AF) several times to gain a deep understanding of the data and develop codes for major categories of responses based on the conceptual framework model. Coded categories were entered in Microsoft Excel and discussed with the other authors to determine the barriers to and facilitators of the mHealth intervention. Several iterations of these coded responses were conducted to determine relationships in meanings across categories from which major themes emerged (Multimedia Appendix 1). Several participants provided feedback regarding the study’s findings.

Rigor of the Qualitative Study
To enhance the credibility and trustworthiness of the study, reflexivity was maintained throughout the data collection. The PI analyzed field notes that chronicled nuances in participants’ nonverbal responses that supported the authenticity of their verbal responses. Reflections consciously acknowledge one’s values, assumptions, and goals toward the study topic; thus, the PI can clarify belief systems and subjectivities toward participants’ responses [37]. Credibility and confirmability were enhanced by audiotaping interviews and verbatim transcriptions of participants’ responses to capture their own descriptions of their experiences. The triangulation of findings between mothers and stakeholders enhanced the confirmation and validation of these phenomena.

Results

Overview
Multimedia Appendix 1 shows the major themes that were derived from the major categories of responses from participants. These categories were based on the socioecological framework of this study. The 3 major themes that emerged and the supporting statements from the participants are provided in the following paragraphs.

Mothers Experienced Barriers From Personal Situations at Home and With Services in the Hospital and Community, Which Were Intensified by the COVID-19 Pandemic
The pandemic has increased emotional and mental stress for mothers because of restrictive norms, resulting in social isolation and decreased social support. This was especially true for Latinas who rely on their family members for assistance. A Latina mother stated:

[but] I know us like Hispanics, I know the first thing we did is like we ask our parents or close relatives what to do instead of asking the doctor.

Another Latina mother affirmed:

[we] get support from the child’s father, the child’s grandmother, aunt, niece, a whole lot of people.

Unable to get help with transportation to the clinic, one mother said:
I have to take two buses. Other times, I used Uber. That was much faster.

Mothers were overwhelmed by their own physical and emotional state, trying to cope with the competing demands between caring for the baby and other responsibilities at home, impeding their full participation in mHealth and attendance at clinic appointments. Three mothers described and shared their difficulties:

Postpartum depression is a lot like to deal with. It’s kind of like a never-ending cycle of your mind, just never shuts up.

You’re so consumed with your baby that it’s that might be a little overwhelming to have to answer to those questions [SMS] every single day.

I’m not on my phone as much because I have moments with the baby, so my phone just dies. I don’t pay attention to it.

Mothers worried for themselves and about their babies getting COVID-19 or dying. A mother of 3 who lived with her husband, isolated from her extended family since the pandemic that took the lives of a few of their friends and family members, stated the following:

So, you have to be very cautious with where you’re going, especially with a newborn. You have to worry. Like now, I’m afraid to go outside. We [family] communicate right now through the video, but it’s still not the same.

The pandemic has often resulted in a shorter length of postpartum stay and limited face-to-face interaction between mothers and providers, impacting relationships and communication between mothers and staff. A postpartum nurse with 20 years of experience spoke about the tremendous challenges mothers have to face after giving birth. Mentally and physically exhausted postbirth mothers are asked to assimilate more information crammed into shorter stays in the hospital, which can result in knowledge gaps. She stated the following:

Questions come later, and I think they come [after] maybe 2 or 3 nights at home.

This was particularly difficult for mothers with language and literacy problems. A single Latina mother described difficulty in understanding the SMS text messages delivered in Spanish:

Maybe. I didn’t understand [the text messages] well.

Staffing shortages prevented the development of trust built upon the close relationship between mothers and familiar health care providers. After overhearing her nurse speak more pleasingly to the couple in the next room, a young Black mother described her experience that led to her request for a new nurse:

She was trying like to take over...she woke him up [partner] out of sleep just to tell him to put his mask on, she kept saying stuff. It was just annoying. It was like she was nit-picking. She was white, and she was older. She was basically trying to discriminate against us as being young parents or whatever.

Another single Latina mother who developed severe postpartum infection and depression recalled how unsupported she felt during readmission for treatment of her infection while being separated from her newborn:

...and then I was in the hospital again for mastitis. It was just like I was going through a lot like mentally, personally, a lot, and it was just like a lot.

The COVID-19 Pandemic Negatively Impacted Hospital Services, Priorities, and Individual Staff

Mothers and stakeholders expressed frustration with technical issues and the lack of resources for troubleshooting problems. The project’s technical team spoke of difficulty keeping the project moving:

...the biggest barrier was that some of the I.T. team and other people involved with the project were redeployed into other areas where they were needed to address the needs and the competing priorities of COVID.

Several stakeholders pointed out the compounding circumstances resulting from the change in ownership of the mHealth vendor:

One of the biggest challenges...was people that we had been working with, all along, left the company, either by choice or by design.

The OBGYN chief resident charged with the operational rollout of the mHealth intervention emphasized the following:

I think we have less resources. People are focusing on other areas. I feel like COVID kind of wiped that out.

Frontline nurses complained about staffing shortages, increased workload, lack of time with patients, frequent reassignment, and burnout during the COVID-19 pandemic. When asked how her nursing colleagues felt during the project, nurse stakeholders described the following:

...it’s not just our hospital, and I think it’s everywhere, the help is not there.

Many nursing administrators were reassigned to the bedside, often in critical care units full of patients with COVID-19. Stakeholders spoke of their underlying fear and experience of COVID-19 infection:

Everyone’s still kind of scared, everyone’s on edge.

A physician stakeholder said:

Nurses are burnt out from this year. They had a year of doing COVID.

Stakeholders identified the need for greater collaboration with community agencies. Some (2/13, 15%) mothers found support from a regional maternal-child health consortium program, but most (7/13, 54%) mothers turned to hospital-based or social media–based virtual communities for support. A postpartum nurse observed the following:

They sometimes go to social media for that, they go on, you know, on Facebook or Instagram, and ask their friends or our mom’s support group, “what, is this normal?”
Mothers and Stakeholders had Positive Experiences and Perceptions of the mHealth Intervention

Mothers felt relieved of their anxieties in caring for their newborn by being able to reach out to their care providers from home to seek information, reinforce their knowledge, and address problems, as stated by some mothers:

I use them to remind myself like what I should be looking for, or any other problems come up, as well as reassure myself and know that y’all are worried about us and how we do in and stuff.

So that kinda calms me down that everything is fine...that was a benefit definitely for patients that have anxiety issues.

In the beginning, probably the information for me was fresh, and I remember all the information that I obtained...because you don’t remember every little thing.

You’re not worried about yourself, you’re so worried about making sure your baby is ok.

The intervention was instrumental in building trusting relationships between mothers and providers. A single Latina mother who experienced postpartum depression and was readmitted with an infection said the following:

I just felt a little bit more comfortable coming to this hospital, even if it was like with whatever Doctor was on call. You had trust in them.

Another Latina mother who had complications during her 2 prior pregnancies stated the following:

M.B. still communicates with me, which is good.

A physician stakeholder noted the following:

I think those are things that make people connect better if they know who their team is and even knowing the residents.

There was consensus among stakeholders that the intervention improved their ability to provide care for disadvantaged populations. Two stakeholders commented the following:

More and more people need help in many ways, with a lot of things. These patients deserve the best care.

I try to pause whatever’s going on and try to commonly address the hesitancies that I can read and asking how maybe I can make them more comfortable, or is there anything else they’d like to address. And then, if it’s a cultural difference, figuring out how to recognize that, how to respect that, and kind of exploring with them what else they need from me as a provider.

It was good for me because she was able to point out exactly like what she was talking about because I was actually showing her.

Two stakeholders emphasized that mHealth facilitated their ability to monitor patients closely:

It was a great way to keep a pulse on them, making sure they’re doing OK.

And also, if you’re reaching out, you’re going to pick up stuff.

Two other stakeholders recognized mHealth as a pathway to quality improvement:

...taking not just an emergency contact, but a second contact, as well...partnering...with the community in finding different clinics and resources.

...some of our residents are very social service-oriented. Currently, our residency group is super, super helpful in connecting resources, and we’ve been partnering with neighboring hospitals with specialties that can accommodate charity care.

The project executive aptly summarized how mHealth improved maternal and childcare in the hospital:

I think that with technology, we’re able to really bring care to where the patient lives without some of the confounding factors that may prevent that engagement otherwise, so I think there’s a huge opportunity to improve outcomes and reduce disparities and provide equity in health care with the use of technology. Prior to the pandemic, we’ve had difficulty engaging Black Moms in the postpartum period...through our virtual support groups, we have seen an increase and increased engagement, where the barriers of transportation and childcare and timing have essentially been removed.

Discussion

Principal Findings

The findings of this study revealed that the experiences of mothers and stakeholders with the mHealth intervention were largely influenced by socioecological factors on the individual mother; her family; and the social support network stemming from the shifting demands of the hospital organization, service delivery, and the community. Mothers who were uninsured and those with limited resources at home (social support) and in the community (transportation) experienced greater vulnerability because of COVID-19.

Although mHealth allowed greater access to providers, this was not uniformly experienced by mothers with limited resources, reflected in the amenities provided by their cell phone contracts and access to Wi-Fi services. Difficulties described by mothers, ranging from technical barriers to receiving SMS text messages to understanding SMS text message content, highlight the need to consider the population’s sociodemographic characteristics and digital health literacy to achieve simplicity in intervention use. The development of digital health literacy and language assistance are essential for effective electronic communication with providers in the new digital-based context of care delivery [38]. Face-to-face assessment of mothers and providing access to a phone receptionist who can facilitate personal assistance when needed were examples raised by mothers and stakeholders to help mothers who might lack the competencies to navigate the digital health care system. An integrative approach to the implementation of digital interventions should be built into the service to ensure accessibility and inclusivity [39].
The lack of continuity of care from hospital discharge to postpartum care hampered relationships and communication between mothers and staff. There is a greater risk of perceived unfair treatment and discrimination by patients when there is a lack of prior relationship and trust built with their care providers. Staff development in cross-cultural communication emphasizing respect, sensitivity, and compassion should be conducted to foster a nurturing environment for implementing the intervention [40]. Cross-cultural champions and mentors can offer consistent guidance and assistance in conflict management.

The motivation for the project’s inception was to mitigate the impact of the pandemic on health care delivery and follow-up postpartum care for mothers and their babies. However, the unprecedented impact of COVID-19 on hospital organization and service delivery, eventually shifting its priorities to pressing demands, caused the early termination of the project. The findings of this study validate the cascading effects of a global or societal event on organizations, including health care systems, the community, and their residents. Participants’ experiences provided evidence of the significant role of using an ecological framework in understanding the microlevel experiences of mothers and hospital stakeholders with postpartum care. Including several authors, some of whom have expertise in qualitative research, enhanced the interpretive consensus and reliability of the findings. The framework enabled a holistic perspective of the phenomenon of an mHealth intervention in postpartum follow-up care.

The pandemic has created many barriers to the implementation, making it difficult to fully assess the outcomes of the intervention. Nevertheless, participants identified some advantages and potential of the program, particularly the reassuring and calming effects of the SMS text messages. This was important in the face of increased psychological distress and anxiety for mothers in the age of COVID-19 and the need for timely interventions to mitigate mental disorders [13,41]. The findings of the study affirm the need to examine health care services within a socioecological framework and to plan interventions using the same framework to enhance preparedness for multilevel influences and impact on outcomes.

Lessons Learned for Implementation

Barriers to implementation may arise at the patient, provider team, organizational, market, or policy level of health care delivery [42], requiring a multilevel change approach. Our implementation efforts were deeply intertwined within the context of the global COVID-19 pandemic. COVID-19 had a negative impact on implementing the intervention at the organizational level owing to the overarching focus on, and redeployment of, clinical informatics resources toward the care of patients with COVID-19. Specifically, all stakeholders from the hospital spoke of the compounding disruptive effects of COVID-19 layered on the loss of key personnel at the vendor company. The project was halted several times during the global pandemic because of the redeployment of staff and resources at both the hospital and vendor company. Combined with the challenge of vendor ownership transition, the disruption of hospital operations because of the pandemic was the key driver of implementation failure.

During the initial intervention launch, stakeholders expressed frustration regarding the lack of vendor support in resolving software bugs. In particular, the informatics project leader spoke of the loss of historical knowledge transfer from the original vendor team to the new team as the key barrier to resolving the implementation issues. This assessment is supported in the literature, in that operational capabilities such as the degree of agility, quality of resources, and quality of cooperation can be more significant than technological capabilities for organizational e-readiness for digital transformation [43].

Frontline providers in this study spoke about mental and physical exhaustion and feeling burnt out after a year of facing COVID-19. This is consistent with studies reporting significant hospital operational challenges brought on by the COVID-19 pandemic, including reduced bed capacity, shortages of health care personnel, supply chain disruption, and burnout among health care providers [44,45]. A cadre of consistent nurses, residents, and other health care personnel should be assured once the pandemic’s impact is stabilized.

Successful digital technology implementation requires organizational readiness for change with a sustainable organizational leadership commitment to ensure the allocation of a dedicated budget and personnel for the project [43,46]. On the basis of the feedback from stakeholders in this study, the possibility of a larger implementation of mHealth in other hospital services is more likely to occur, requiring sustained organizational commitment, e-readiness, and support. The significant influence of operational capabilities rather than technological capabilities has been suggested as a key feature of organizational e-readiness [43]. Unfortunately, the assessment of organizational e-readiness before implementation has proved elusive during the pandemic.

Engaging the broader community is important for health promotion and addressing gaps in care. Organizational leadership involvement in developing partnerships and collaborating with other agencies and the community can generate more comprehensive support for patients and their families in the community. Services such as transportation, pharmacy, police, and food vendors are essential for ensuring comprehensive health care services.

Integral to quality improvement is how outcomes are measured and correlated with the structure and processes of health care [47]. The results of this study and other quantitative measures of outcomes should be integrated into future mHealth designs and quality improvement.

Limitations

There were significant limitations to this study. It would be difficult to know what would have happened without the disruptive impact of a global pandemic. The extremely limited sample size and technical difficulties with the delivery and routing of SMS text messages precluded deeper insights into implementation barriers and facilitators. However, the shifting socioecological context and confounders of the COVID-19 pandemic were central to the diffusion, dissemination, implementation, and ultimately, failure of the mHealth
intervention, leaving us valuable lessons for future implementations.

Although most of our study sample consisted of Black and Latina mothers, the small sample size, which was only one-tenth of the planned convenience sample, introduced considerable selection bias, diminishing internal and external validity. This may have been exacerbated by the addition of a token bias through economic incentives, as the fear of losing the incentive could have influenced the participants’ answers. Our stakeholder sample might also exhibit selection bias, as stakeholders might have had higher intrinsic motivation and interest in the research topic than the nonparticipants.

The role of the PI as a clinician, hospital administrator, and researcher may have fostered social desirability bias by inhibiting open discussion with study patients who may have believed that their responses might affect their treatment. The PI played a significant role in the implementation process, resulting in frequent contact with study participants and stakeholders, which may have led to researcher confirmation bias. Data saturation could not be ensured given the small study sample and the fact that one of the original study participants did not respond to requests to be interviewed.

Further research is needed to pilot test the intervention, preferably using a multiphase optimization strategy to test various intervention strategies identified from the study. The multiphase optimization strategy design offers an easy way to assess the feasibility of components before testing them with a fully powered experiment [48], and it can identify potentially challenging combinations of remotely delivered intervention components. Once the SMS text messaging intervention has been fine-tuned by this approach, a specific, measurable, achievable, relevant, and time-bound adaptive intervention study could determine which components of the larger intervention work well (eg, implicit bias training, doulas, patient navigators, and travel vouchers), for whom, in what combination, and when.

Conclusions

The socioecological framework enhanced the understanding of the experiences of mothers and stakeholders within the context of the COVID-19 pandemic and its impact on hospitals, communities, and families. The system-wide and multilevel impact of the pandemic was reflected in participants’ responses, providing evidence for the need to re-evaluate mHealth implementation with more adaptable systems and structures in place. The ecological framework helped to analyze why individual-level plans may not work in changing social contexts. Planned interventions must go beyond the microsystem level to prepare organizations and communities to support individual-level interventions. Addressing the social determinants of health in the community and organizational system capacity are critical to achieving effective care outcomes at the individual level.
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Abstract

Background: In the United States, geosocial networking (GSN) apps (ie, mobile dating apps) have become central to dating and sexual interactions in recent years. Among gay, bisexual, and other men who have sex with men (GBM), these apps play an important role in reducing barriers and facilitating partner seeking. However, despite these benefits, there are concerns that these apps may facilitate risky sexual behavior and transmission of sexually transmitted infections (STIs) among GBM.

Objective: This study aimed to examine the association between GSN app use and sexual risk in a US sample of GBM.

Methods: Using a cross-sectional design, respondents (N=223) completed a web-based survey assessing their use of GSN apps, sexual risk and protective behaviors, HIV serostatus, and previous STI diagnoses.

Results: Respondents were aged 21-78 (mean 31.90, SD 10.06) years and 69.5% (155/223) were non-Hispanic White. The sample included respondents from 40 states and the District of Columbia. Nearly half (104/223, 47%) of the participants reported using GSN apps. GSN users were more likely to report past-year condomless anal intercourse (P<.001), 3 or more sexual partners in the previous year (P<.001), and a previous STI diagnosis (P=.001) than nonusers. GSN users also reported more frequent use of recreational drugs before sex (P=.001), alcohol use before sex (P<.001), and cannabis use before sex (P=.01). Interestingly, GSN users were also more likely to report having ever taken an HIV test (P<.001) and using pre-exposure prophylaxis (P=.03). The rates of HIV seropositivity did not differ significantly between GSN users and nonusers (P=.53). Among the subset of GSN users, 38 participants reported using only GBM-specific GSN apps (eg, Grindr), whereas 27 participants reported using only sexuality nonspecific GSN apps (eg, Tinder). Exclusive users of GBM-specific apps reported more frequent recreational drug use before sex (P=.01) and were also more likely to report past-year condomless anal intercourse (P<.001), 3 or more sexual partners in the previous year (P=.004), a previous STI diagnosis (P=.002), and HIV testing (P=.003). Alcohol use before sex, cannabis use before sex, pre-exposure prophylaxis use, and HIV rates were similar between both groups (P>.11).

Conclusions: The findings suggest that GSN apps may be a useful pathway for interventions aimed at reducing STI risk in GBM. Future prospective studies should examine how risk levels change after the initiation of GSN app use.

(JMIR Form Res 2022;6(6):e35548) doi:10.2196/35548
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Introduction

Background

Although gay, bisexual, and other men who have sex with men (GBM) make up a small fraction of the US population, they are disproportionately affected by HIV, comprising nearly 70% of new HIV cases in the United States in 2018 [1]. Furthermore, GBM experience elevated rates of several sexually transmitted infections (STIs) beyond HIV, including syphilis, human papillomavirus, and hepatitis [2-5]. The disproportionate burden of STIs experienced by this community may be driven, in part, by higher rates of risky sexual behaviors, which are known to increase susceptibility to STIs, including HIV [6].

The US Centers for Disease Control and Prevention have identified GBM as a primary target group for HIV and STI prevention efforts, emphasizing the need for tailored interventions aimed at reducing risk behaviors among GBM. As such, there is a critical need to identify factors associated with sexual risk among GBM in order to inform our approach to mitigating the transmission of STIs, including HIV.

The use of geosocial networking (GSN) apps (ie, mobile dating apps) may be a key factor associated with sexual risk in GBM. GSN apps are smartphone apps that use GPS data to allow individuals seeking romantic or sexual partners to quickly connect and chat with other users nearby. The popularity of GSN apps (eg, Tinder and Grindr) has surged in recent years [7], most notably during the COVID-19 pandemic [8], and there is broad consensus that these apps have become central to dating and sexual interactions, particularly among GBM. According to recent survey data, 55% of lesbian, gay, and bisexual (LGB) adults, including GBM, have used a dating website or app at some point compared with 28% of their heterosexual counterparts [9]. The popularity of dating apps among LGB adults has been attributed to their role in addressing the barriers to meeting potential sexual partners typically faced by members of sexual minority groups, such as stigma and a desire for anonymity and discretion among those who prefer not to publicly identify as LGB [10].

Despite these benefits, there is also evidence supporting concerns that GSN apps may facilitate risky sexual behavior and transmission of STIs among GBM. Although it is possible that GSN apps may directly promote riskier behaviors, it is also possible that the innovative features of these apps that facilitate connections among LGB individuals attract individuals seeking to engage in risky behaviors (ie, self-selection) [11]. For instance, the use of GSN apps may reflect greater engagement in subcultures with more accepting norms toward sexual risk taking (eg, sexualized drug use) [12,13]. Regardless of the mechanism, the rates of STIs are high among app-using GBM [6], and a recent meta-analysis examining GSN app use among GBM identified a greater likelihood of STI (ie, syphilis, gonorrhea, and chlamydia) diagnoses among app-using GBM than among nonusers [14]. Counterintuitively, the same meta-analysis found no significant differences in HIV infection rates between app users and nonusers [14], suggesting that there may be some nuance to the association between app use and sexual risk among GBM.

Notably, high rates of some risky sexual behaviors—such as condomless anal intercourse (CAI), group sex, and sexualized drug use—have been reported among app-using GBM [15-19], but reviews have highlighted the need to directly compare users and nonusers [6,14]. A few recent studies have documented a higher likelihood of CAI, group sex, and a greater number of concurrent sexual partnerships among app-using GBM than among nonusers [15,20-24]. However, most studies comparing the risk behaviors of app-using and nonusing GBM have relied on homogeneous samples (eg, GBM from Washington, District of Columbia [17]) and are from non-US countries (eg, China [22-24] and Nigeria [21]), making it unclear whether their findings generalize to more diverse samples of GBM from across the United States.

Despite a number of studies showing higher risk behavior in app-using GBM, there are also data suggesting that app-using GBM may also engage in higher levels of protective behaviors than nonusers. Several studies have found that app users report being tested for HIV more frequently than their app nonusing counterparts [17,24,25], and one study of GBM receiving HIV and STI screening in San Diego found that GBM who reported using Grindr were more likely to be regular pre-exposure prophylaxis (PrEP) users than those who did not report using Grindr [26]. However, it is unclear whether this finding generalizes to users of GSN apps beyond Grindr, and more studies on the association between GSN app use and PrEP use are needed. Taken together, these findings paint a complex picture, suggesting that although app users have been shown to engage in some risky behaviors more frequently than nonusers, they may also be more likely to engage in risk mitigation and prevention practices, perhaps recognizing their risk of STI infection.

It is important to note that most studies examining GSN app use among GBM recruited samples directly from dating apps (eg, [15-19]), which underscores the need for additional research comparing risky sexual behaviors and relevant health outcomes between app-using GBM and their app nonusing counterparts. Furthermore, there is a dearth of research examining differences in risk behaviors among GBM primarily using GSN apps specific to lesbian, gay, bisexual, transgender, and queer/questioning individuals (eg, Grindr) and GBM primarily using sexuality nonspecific apps (eg, Tinder). As sexual partnerships pursued online differ from those pursued through in-person venues [14], it is also possible that risky behaviors may vary by type of web-based venue. Supporting the self-selection argument, research suggests that GSN-specific apps are more often used for hookups with casual partners than for pursuing long-term relationships [27].

This Study

In summary, further research is needed to understand how risk profiles differ between app-using and app nonusing GBM, as well as to identify the types of GSN apps that may be associated with higher levels of risk among this population. Thus, this study aimed to address these gaps in the literature by examining sexual risk and protective behaviors as well as HIV and STI prevalence among a diverse sample of GBM including users of GSN apps specific to GBM, users of sexuality nonspecific apps,
and app nonusers. We hypothesized that GBM who use GSN apps would report greater HIV and STI prevalence, as well as higher levels of sexual risk behaviors, compared to GBM who do not use GSN apps. In addition, we hypothesized that GBM who use GSN apps would report greater protective behaviors, such as pre-PrEP use and HIV testing, despite or perhaps because of heightened levels of sexual risk behavior. Finally, we conducted exploratory analyses to examine whether these outcomes differ between GBM using only GBM-specific GSN apps and GBM using only sexuality nonspecific GSN apps. Given the increasing popularity of these apps [7,8] as well as the increasing rates of STIs in the United States [4], this is both a necessary and timely avenue of research to pursue.

Methods

Recruitment

This study used baseline data from a larger experimental study aimed at understanding the causal impact of discrimination on various health behaviors. Respondents were recruited in November 2020 from the web-based crowdsourcing platform Prolific and were eligible to participate if they (1) identified as gay, bisexual, or queer; (2) identified as cisgender male; and (3) were US residents. Prolific is similar to Amazon’s Mechanical Turk; however, it is geared toward academic research, allows niche recruitment, and offers higher data quality [28]. Eligible respondents were invited to complete an anonymous survey assessing their engagement in various health behaviors. Respondents provided informed consent before completing the survey and were compensated US $2.70 for their time and effort. On average, the survey took 18.88 minutes to complete.

Ethics Approval

The study protocol was reviewed and approved by the University of Colorado Boulder Institutional Review Board (protocol 20-0441) and was conducted in accordance with the Declaration of Helsinki.

Study Measures

Respondents completed an investigator-developed quantitative survey that included a series of structured questionnaires assessing demographics, GSN app use, and sexual behaviors (refer to Multimedia Appendix 1 for complete survey measures).

Demographic Characteristics

Respondents were asked demographic questions, including their age, race, ethnicity, highest educational attainment, individual income, geographic location, and relationship status.

GSN App Use

Respondents were asked whether they used online dating apps, and if so, to indicate which apps they currently have profiles or accounts on (choosing all that applied). Response options included Grindr, Tinder, Scruff, Bumble, Hinge, GROWLr, Jack’d, Hornet, and other. Participants who selected Other were asked to list any additional apps on which they had profiles or accounts. The average weekly activity was assessed with the following item: “Please estimate the number of hours per week you spend on online dating apps such as the ones listed above.”

Motivation for GSN App Use

Motivation for GSN app use was assessed using a measure developed by Goedel and Duncan [29]. Respondents who endorsed using GSN apps were asked, “Which best describes your reason for using these apps?” Response options included, “I want to ‘kill time’ when bored,” “I want to make friends with other gay and bisexual men,” “I want to meet other gay and bisexual men to date,” “I want to find a boyfriend or other romantic partner,” and “I want to meet other gay and bisexual men to have sex with.”

Number of Sexual Partners

Respondents were asked, “In the past year, with how many partners have you had anal sex?” After examining the response distribution, and consistent with prior studies [24,30], this variable was dichotomized before analysis to create a binary partner number variable (0=less than 3 sexual partners, 1=3 or more sexual partners).

Condomless Anal Intercourse

Past-year CAI was assessed with a single item asking respondents, “In the past year, with how many partners have you had unprotected anal sex?” After examining the response distribution, and again consistent with prior studies [22,24,30], this variable was dichotomized before analysis to create a binary CAI variable (0=have not had CAI in the past year, 1=have had CAI in the past year).

Sexualized Drug Use

Respondents were asked to indicate how frequently they consumed alcohol and cannabis before having sex by responding to the following two items: “In the past year, how much of the time did you drink alcohol before you had sexual intercourse?” and “In the past year, how much of the time did you smoke marijuana before you had sexual intercourse?” The response options for each item ranged from 1 (never) to 5 (always). In addition, respondents were given a list of 6 drugs commonly associated with chemsex (eg, ecstasy, poppers, and gamma-hydroxybutyrate) [31] and were asked to report whether they had ever used each drug before engaging in sexual intercourse. Items were summed to create a single score for recreational drug use before sex, ranging from 0 to 6.

Previous STI Diagnosis

Respondents were asked if they had ever been diagnosed with an STI other than HIV (0=have not been diagnosed, 1=have been diagnosed), and if so, which STI. Response options included chlamydia, genital herpes, gonorrhea, hepatitis, human papillomavirus, syphilis, trichomoniasis, and other. Participants who selected Other were asked to list any additional STIs they had previously been diagnosed with.

HIV Testing and Serostatus

Respondents were asked whether they had ever been tested for HIV (0=no, 1=yes), and if so, what their HIV status was (0=HIV negative, 1=HIV positive).
PrEP Use
PrEP use was assessed using a single item asking respondents, “PrEP is short for pre-exposure prophylaxis. It is a medication that HIV-negative individuals can take to prevent HIV. Do you use PrEP?” (0=do not use PrEP, 1=do use PrEP).

Sexual Sensation Seeking
Sexual sensation seeking was assessed using an abbreviated version of the Sexual Sensation Seeking scale [32], which assesses an individual’s tendency to seek novel or risky sexual simulation. Respondents were asked to respond to 6 items (eg, “I like new and exciting sexual experiences and sensation”) on a scale ranging from 1 (not at all like me) to 4 (very much like me). Items were averaged to create a single score ranging from 1 to 4, with higher scores indicating greater sexual sensation seeking ($\alpha=.78$).

Statistical Analysis
All analyses were conducted using R (version 4.0.3). To compare GSN app users with nonusers on continuous outcomes of interest (eg, sexualized drug use), we ran a series of linear regressions with user status as the independent variable (nonuser=$-0.5$, GSN user=0.5). To compare GSN users with nonusers on categorical outcomes of interest (eg, past-year CAI), we ran a series of logistic regressions with user status as the independent variable. All regression analyses comparing GSN users with nonusers included relationship status (in a relationship=$-0.5$, not in a relationship=0.5) as a covariate, as relationship status differed significantly between the 2 groups ($P<.001$). Among GSN users, we conducted bivariate correlation tests to examine associations between hours spent per week on GSN apps and continuous outcomes of interest and point-biserial correlation tests to examine associations between hours spent per week on GSN apps and categorical outcomes of interest.

Finally, to examine the differential associations between behavior and GBM-specific versus sexuality nonspecific GSN apps, we conducted a series of exploratory analyses to investigate whether sexual risk behavior and substance use differed between those using only GBM-specific GSN apps (ie, Grindr, Scruff, GROWLr, Jack’d, and Hornet) and those using only sexuality nonspecific GSN apps (ie, Tinder, Bumble, and Hinge). Respondents who reported using both GBM-specific and sexuality nonspecific GSN apps (n=39) were excluded from the analyses. To compare exclusive users of GBM-specific apps with exclusive users of sexuality nonspecific apps on categorical outcomes of interest, we ran a series of logistic regressions with app preference (sexuality nonspecific only=$-0.5$, GBM-specific only=0.5) as the independent variable. To compare these users on the continuous outcomes of interest, we ran a series of 2-tailed independent samples t tests.

Results
Sample Characteristics
In total, 230 individuals completed the web-based survey. A total of 7 respondents self-reported their sexual orientation as heterosexual and were thus excluded. Data were examined for invalid survey response patterns (eg, failed attention checks, invariability in responses, and speeding), and no additional respondents were identified for exclusion. Thus, the final sample consisted of 223 respondents. The respondents were aged, on average, 31.90 (SD 10.06; range 21-78) years. The sample mostly consisted of non-Hispanic White participants (155/223, 69.5%) and included respondents from 40 states and the District of Columbia. GSN users were less likely to report being in a relationship ($P<.001$) and more likely to be a racial minority ($P=.003$) than nonusers. No other significant differences in demographics emerged between GSN users and nonusers (Table 1).

Nearly half (104/223, 47%) of the participants reported using GSN apps. Among GSN users, the most common reason for using these apps was to kill time when bored (43/104, 41.3%), followed by meeting other gay and bisexual men to have sex with (23/104, 22.1%), making friends with other gay and bisexual men (19/104, 18.3%), meeting other gay and bisexual men to date (10/104, 9.6%), and wanting to meet a boyfriend or other romantic partner (9/104, 8.7%). Respondents reported spending an average of 4.88 (SD 8.08) hours per week on these apps. The most common apps GSN users endorsed were Grindr (68/104, 65.4%), followed by Tinder (60/104, 57.7%), Scruff (27/104, 26.0%), Bumble (15/104, 14.4%), Hinge (14/104, 13.5%), GROWLr (11/104, 10.6%), Jack’d (8/104, 8.0%), and Hornet (4/104, 3.8%). Of 104 GSN users, 40 (38.5%) reported using 2 or more apps.
Table 1. Demographics overall and by user group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Overall (N=223)</th>
<th>App users (n=104)</th>
<th>Nonusers (n=119)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>31.90 (10.06)</td>
<td>31.12 (8.53)</td>
<td>32.59 (11.22)</td>
<td>.28</td>
</tr>
<tr>
<td>Sexual orientation, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>Gay</td>
<td>100 (44.8)</td>
<td>47 (45.2)</td>
<td>53 (44.5)</td>
<td></td>
</tr>
<tr>
<td>Bisexual</td>
<td>104 (46.6)</td>
<td>48 (46.2)</td>
<td>56 (47.1)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>19 (8.5)</td>
<td>9 (8.7)</td>
<td>10 (8.4)</td>
<td></td>
</tr>
<tr>
<td>Relationship status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Single</td>
<td>122 (54.7)</td>
<td>70 (67.3)</td>
<td>52 (43.7)</td>
<td></td>
</tr>
<tr>
<td>Partnered (monogamous)</td>
<td>91 (40.8)</td>
<td>27 (26.0)</td>
<td>64 (53.8)</td>
<td></td>
</tr>
<tr>
<td>Partnered (nonmonogamous)</td>
<td>10 (4.5)</td>
<td>7 (6.7)</td>
<td>3 (2.5)</td>
<td></td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.003</td>
</tr>
<tr>
<td>White</td>
<td>159 (71.3)</td>
<td>65 (62.5)</td>
<td>94 (79.0)</td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>21 (9.4)</td>
<td>13 (12.5)</td>
<td>8 (6.7)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>17 (7.6)</td>
<td>14 (13.5)</td>
<td>3 (2.5)</td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>1 (0.4)</td>
<td>1 (1.0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Native Hawaiian or other Pacific Islander</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Two or more races</td>
<td>7 (3.1)</td>
<td>1 (1.0)</td>
<td>6 (5.0)</td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latinx—any race</td>
<td></td>
<td></td>
<td></td>
<td>.74</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>22 (9.9)</td>
<td>11 (10.6)</td>
<td>11 (9.2)</td>
<td></td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>201 (90.1)</td>
<td>93 (89.4)</td>
<td>108 (90.8)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>Less than high school</td>
<td>2 (0.9)</td>
<td>0 (0.0)</td>
<td>2 (1.7)</td>
<td></td>
</tr>
<tr>
<td>High school or general educational development</td>
<td>22 (9.9)</td>
<td>9 (8.7)</td>
<td>13 (10.9)</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>63 (28.3)</td>
<td>29 (28.2)</td>
<td>34 (28.6)</td>
<td></td>
</tr>
<tr>
<td>Associate degree or technical certification</td>
<td>18 (8.1)</td>
<td>10 (9.6)</td>
<td>8 (67.2)</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>84 (37.7)</td>
<td>41 (39.4)</td>
<td>43 (36.1)</td>
<td></td>
</tr>
<tr>
<td>Master’s degree</td>
<td>28 (12.6)</td>
<td>11 (10.6)</td>
<td>17 (14.3)</td>
<td></td>
</tr>
<tr>
<td>Doctoral or professional degree</td>
<td>6 (2.7)</td>
<td>4 (3.8)</td>
<td>2 (1.7)</td>
<td></td>
</tr>
<tr>
<td>Annual household income, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.35</td>
</tr>
<tr>
<td>&lt; US $25,000</td>
<td>60 (26.9)</td>
<td>21 (20.2)</td>
<td>39 (32.8)</td>
<td></td>
</tr>
<tr>
<td>US $25,000-$49,999</td>
<td>65 (29.1)</td>
<td>35 (33.7)</td>
<td>30 (25.2)</td>
<td></td>
</tr>
<tr>
<td>US $50,000-$74,999</td>
<td>47 (21.1)</td>
<td>23 (22.1)</td>
<td>24 (20.2)</td>
<td></td>
</tr>
<tr>
<td>US $75,000-$99,999</td>
<td>24 (10.8)</td>
<td>13 (12.5)</td>
<td>11 (9.2)</td>
<td></td>
</tr>
<tr>
<td>US $100,000-$149,999</td>
<td>19 (8.5)</td>
<td>9 (8.7)</td>
<td>10 (8.4)</td>
<td></td>
</tr>
<tr>
<td>&gt; US $150,000</td>
<td>8 (3.6)</td>
<td>3 (2.9)</td>
<td>5 (4.2)</td>
<td></td>
</tr>
<tr>
<td>Location of residence, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.46</td>
</tr>
<tr>
<td>Rural</td>
<td>24 (11.8)</td>
<td>10 (9.6)</td>
<td>14 (11.8)</td>
<td></td>
</tr>
<tr>
<td>Suburban</td>
<td>110 (49.3)</td>
<td>48 (46.2)</td>
<td>62 (52.1)</td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>89 (39.9)</td>
<td>46 (44.2)</td>
<td>43 (36.1)</td>
<td></td>
</tr>
</tbody>
</table>

*Significant P values are italicized.*
GSN App Use, HIV and STI Prevalence, and Sexual Behavior

The zero-order correlations between sexual risk and protective behaviors are presented in Table 2.

Descriptive statistics for sexual behavior overall and by user group, as well as results of the regression analyses, are presented in Tables 3 and 4. Controlling for relationship status, GSN users reported higher levels of sexual sensation seeking than nonusers. GSN users also reported more frequent use of recreational drugs before sex, alcohol use before sex, and cannabis use before sex compared with nonusers. GSN users were more than 5 times more likely to report past-year CAI, 8 times more likely to report 3 or more sexual partners in the past year, and 3 times more likely to report a past STI diagnosis than nonusers. GSN users were also more likely than nonusers to report having ever taken an HIV test and using PrEP. HIV seropositivity rates were not significantly different between GSN users and nonusers.

Among GSN users (n=105), hours spent per week on GSN apps were positively associated with sexual sensation seeking (r=0.28; P=.003); frequency of recreational drug use before sex (r=0.25; P=.01); and the likelihood of past-year CAI (r=0.37; P<.001), 3 or more sexual partners in the previous year (r=0.38; P<.001), a past STI diagnosis (r=0.31; P=.001), HIV testing (r=0.26; P=.01), and PrEP use (r=0.44; P<.001). Hours spent on GSN apps were not associated with alcohol use before sex, cannabis use before sex, or HIV serostatus (Ps>.47).

### Table 2. Zero-order correlations between sexual risk and protective behaviors.

<table>
<thead>
<tr>
<th>Variable</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Past-year condomless anal intercourse</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Three or more sexual partners in the past year</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Previous sexually transmitted infection diagnosis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.31</td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever been tested for HIV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.41</td>
<td>0.25</td>
<td>0.29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV+ serostatus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.13</td>
<td>0.06</td>
<td>0.39</td>
<td>0.14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.28</td>
<td>.76</td>
<td>&lt;.001</td>
<td>&lt;.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-exposure prophylaxis use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.26</td>
<td>0.48</td>
<td>0.34</td>
<td>0.22</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol use before sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.28</td>
<td>0.18</td>
<td>0.07</td>
<td>0.22</td>
<td>−0.08</td>
<td>0.12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cannabis use before sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.18</td>
<td>0.15</td>
<td>0.13</td>
<td>0.20</td>
<td>0.02</td>
<td>0.13</td>
<td>0.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.01</td>
<td>&lt;.05</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recreational drug use before sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.35</td>
<td>0.30</td>
<td>0.38</td>
<td>0.26</td>
<td>0.41</td>
<td>0.17</td>
<td>0.16</td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.05</td>
<td>&lt;.05</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Sexual sensation seeking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.55</td>
<td>0.29</td>
<td>0.37</td>
<td>0.33</td>
<td>0.21</td>
<td>0.19</td>
<td>0.33</td>
<td>0.28</td>
<td>0.44</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aNot applicable.
Table 3. Logistic regression analyses of geosocial networking app users versus nonusers.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Overall (N=223)</th>
<th>App users (n=104)</th>
<th>Nonusers (n=119)</th>
<th>Adjusted odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Past-year condomless anal intercourse, n (%)</td>
<td>103 (46.2)</td>
<td>64 (61.5)</td>
<td>39 (32.8)</td>
<td>5.46 (2.60-11.48)</td>
<td>&lt;.001 b</td>
</tr>
<tr>
<td>Three or more sexual partners in the past year, n (%)</td>
<td>53 (23.8)</td>
<td>44 (42.3)</td>
<td>9 (7.6)</td>
<td>8.26 (3.71-18.40)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Previous sexually transmitted infection diagnosis, n (%)</td>
<td>44 (19.7)</td>
<td>30 (28.8)</td>
<td>14 (11.8)</td>
<td>3.40 (1.62-7.11)</td>
<td>.001</td>
</tr>
<tr>
<td>Ever been tested for HIV, n (%)</td>
<td>145 (65.0)</td>
<td>75 (72.1)</td>
<td>70 (58.8)</td>
<td>3.00 (1.58-5.69)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HIV+serostatus, n (%)</td>
<td>8 (3.6)</td>
<td>6 (5.8)</td>
<td>2 (1.7)</td>
<td>1.73 (0.31-9.55)</td>
<td>.53</td>
</tr>
<tr>
<td>Pre-exposure prophylaxis use, n (%)</td>
<td>24 (10.8)</td>
<td>17 (16.3)</td>
<td>7 (5.9)</td>
<td>2.90 (1.12-7.56)</td>
<td>.03</td>
</tr>
</tbody>
</table>

a All regression models comparing GSN users and nonusers controlled for participant relationship status.

b Significant P values are italicized.

Table 4. Linear regression analyses of geosocial networking app users versus nonusers.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Overall (N=223)</th>
<th>App users (n=104)</th>
<th>Nonusers (n=119)</th>
<th>Coefficient (B)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol use before sex, mean (SD)</td>
<td>1.90 (1.02)</td>
<td>2.16 (1.06)</td>
<td>1.67 (0.93)</td>
<td>0.62</td>
<td>4.59 (220)</td>
<td>&lt;.001 b</td>
</tr>
<tr>
<td>Cannabis use before sex, mean (SD)</td>
<td>1.52 (0.87)</td>
<td>1.65 (0.97)</td>
<td>1.40 (0.75)</td>
<td>0.34</td>
<td>2.84 (220)</td>
<td>.01</td>
</tr>
<tr>
<td>Recreational drug use before sex, mean (SD)</td>
<td>0.65 (1.16)</td>
<td>0.90 (1.39)</td>
<td>0.43 (0.87)</td>
<td>0.53</td>
<td>3.30 (220)</td>
<td>.01</td>
</tr>
<tr>
<td>Sexual sensation seeking, mean (SD)</td>
<td>2.19 (0.70)</td>
<td>2.41 (0.68)</td>
<td>1.99 (0.65)</td>
<td>0.52</td>
<td>5.75 (220)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

a All regression models comparing GSN users and nonusers controlled for participant relationship status.

b Significant P values are italicized.

GBM-Specific Versus Sexuality Nonspecific GSN Apps

Among GSN users, 38 respondents reported using only GBM-specific GSN apps (ie, Grindr, Scruff, GROWLr, Jack’d, and Hornet), whereas 27 respondents reported using only sexuality nonspecific GSN apps (ie, Tinder, Bumble, and Hinge). GSN users who only endorsed using only GBM-specific GSN apps spent more hours per week on GSN apps than GSN users who only endorsed using sexuality nonspecific GSN apps (t(63)=2.34; P=.02). The most common reason for using GBM-specific apps was to meet other gay and bisexual men to have sex with (17/38, 45%), whereas the most common reason for using sexuality nonspecific apps was to kill time when bored (14/27, 52%).

Exclusive users of GBM-specific apps reported higher levels of sexual sensation seeking than exclusive users of sexuality nonspecific apps (t(12)=5.14; P<.001). Exclusive users of GBM-specific apps also reported more frequent recreational drug use before sex (t(63)=2.54; P=.01) and were more likely to report past-year CAI (OR 16.10, 95% CI 4.46-58.14; P<.001), 3 or more sexual partners in the previous year (OR 4.89, 95% CI 1.53-15.61; P=.004), a previous STI diagnosis (OR 26.00, 95% CI 3.20-211.49; P=.002), and HIV testing (OR 6.13, 95% CI 1.83-20.47; P=.003). Alcohol use before sex, cannabis use before sex, PrEP use, and HIV rates were similar between both the groups (P>.11).

Discussion

Principal Findings

As GBM continue to bear a disproportionate burden of the HIV and STI epidemic [1], it is important to examine how contextual factors, such as the proliferation of mobile dating apps, may shape STI risk within this community. This study suggests that GSN app use—dichotomous user versus nonuser status and time spent on apps among users—is associated with higher rates of sexual risk in GBM across a range of outcome measures. Conversely, the findings also suggest that GSN app use is associated with increased odds of engaging in health protective behaviors. Furthermore, among GSN users, we found that exclusive users of GBM-specific apps (eg, Grindr), as opposed to sexuality nonspecific apps (eg, Tinder), reported greater sexual risk taking despite similar rates of PrEP use.

Recent reviews have called for more studies to compare health risk and protective behaviors between GSN users and nonusers, as much of the extant literature consists of GBM samples recruited directly from GSN apps, which inherently limits findings to the prevalence of sexual risk among GSN users [6,14]. In our study that directly compared GSN using GBM with GSN nonusing GBM, we found that although GSN app use was associated with increased odds of a previous STI diagnosis, past-year CAI, and 3 or more sexual partners in the preceding year, it was also related to greater engagement in STI risk reduction strategies (ie, PrEP use and HIV testing). This is
encouraging, as it suggests that users may recognize the inherent risks associated with sexual behavior and actively engage with strategies for risk mitigation and prevention. Furthermore, our finding that GSN app use was associated with greater levels of sexualized drug use contributes to the emerging literature on this topic [15]. As there are well-documented event-level associations between substance use, sexual risk taking, and subsequent STI and HIV infection [33-35], this association—and the mechanisms behind it—warrants further exploration. For instance, GSN app use may reflect greater integration with GBM communities where sexualized drug use is normative [12,13]. Interventions and policy strategies aimed at reducing this practice among GBM should integrate both HIV and substance use education [12,13], and GSN apps could serve as a unique platform for disseminating these harm reduction initiatives.

In addition to comparing GSN users with nonusers, we provide a more nuanced exploration of the risks associated with GBM-specific (vs sexuality nonspecific) app use, which has been overlooked in the previous literature. Our findings indicate that men who used only GBM-specific apps (vs sexuality nonspecific apps) were more likely to report past-year CAI, 3 or more sexual partners in the preceding year, a previous STI diagnosis, and more frequent recreational drug use before sex, suggesting that the use of GBM-specific apps is associated with a higher risk user profile than sexuality nonspecific apps. The higher rates of risk behavior associated with GBM-specific apps may be driven by differences in motives for app use (eg, sexual partner seeking among GBM-specific app users vs killing time for users of sexuality nonspecific apps). This aligns with prior evidence suggesting that GBM-specific apps (eg, Grindr and Jack’d) are used primarily for hookups rather than dating [14]. Interestingly, despite greater levels of risk among GBM using only GBM-specific apps, the rates of PrEP use did not significantly differ between the groups; however, PrEP uptake was still low across both groups (13%). It is important to note that advertisements for PrEP are more common on GBM-specific dating sites, suggesting that further evaluation of the efficacy of such advertisements would be informative. Interestingly, although the rates of PrEP use were similar among app users, men who used only GBM-specific apps were more likely to report HIV testing than men who used only sexuality nonspecific apps. This may be due, in part, to the fact that GBM-specific apps encourage users to report their HIV serostatus as well as the date of their last HIV test.

Limitations

Despite the novel contributions made to the existing literature, this study has several limitations. Among GSN users, we were unable to determine whether self-reported risk behaviors occurred with partners met through GSN apps. Future studies should examine risk behaviors with partners who met online compared with those who met offline. Our self-report measures of sexual risk and protective behaviors also lacked nuance. For instance, although CAI is a risk factor for STIs, our measure may not accurately reflect respondents’ personal levels of HIV risk, as it did not assess whether respondents who engaged in CAI were having sex with a seroconcordant partner, were regularly taking PrEP at the time of intercourse, or had an undetectable viral load (if HIV positive). Furthermore, our measure of PrEP use was a single yes-no question; however, evidence suggests that daily or almost-daily (4 or more pills per week) adherence to PrEP is necessary to maintain its efficacy [36]. In addition, this study’s data regarding protective behaviors were limited to dichotomous measures of lifetime prevalence of STI and HIV testing and diagnoses, which did not align with the time frames for measures of app use and sexual risk behavior. Future studies should use more detailed self-report measures of risk and protective behaviors, such as the Timeline Follow-Back [37,38]. In addition, although our sample was diverse in terms of age (21-78 years) and geographic location (40 US states and the District of Columbia; urban, suburban, and rural areas), participants were predominantly White, whereas GBM of color—particularly Latino and Black GBM—are at far higher risk of HIV and other STI than White GBM [39]. Participants were also recruited as a convenience sample, which may limit the generalizability of our findings. Finally, this study was cross-sectional in nature. As such, we are unable to determine whether the relationships reported are causal, and if so, the directionality of these effects. For instance, although it is possible that GSN app use may causally influence the sexual risk behavior of GBM, it is also possible that GBM with a greater propensity for risk taking may self-select into these web-based environments. The fact that GSN app users reported higher levels of sexual sensation seeking lends credence to the self-selection hypothesis. Future prospective studies should examine how risk levels change in response to the initiation of GSN app use. Regardless of whether GSN app use causally influences risk taking, the fact remains that risk behaviors are elevated among GBM using these apps. Thus, these apps represent an important venue for targeted public health communications aimed at reducing STI risk.

Conclusions

To reduce disparities in STI and HIV infection and transmission rates, it is critical for researchers, clinicians, and public health officials to maintain an up-to-date awareness of contextual determinants of STI risk that are specific to high-risk populations. The findings of our study suggest that GSN apps, which have played an important role in reducing barriers and facilitating partner seeking among sexual minorities in the 10 years since their inception [9,10], may also be a useful pathway for evaluating and reducing STI risk in GBM. At the individual level, clinicians should ask about the use of dating apps when discussing patient history, given the relationship between the use of GSN apps and risky sexual behaviors. On a larger scale, GSN apps may be a useful tool for public health messaging and STI risk reduction interventions that address individual- and societal-level factors driving sexual risk among this population. The use of Grindr as a platform for PrEP advertisements in recent years is a promising start, but outreach efforts should be increased to reach GBM who prefer to use other GBM-specific apps (eg, Jack’d) or sexuality nonspecific apps (eg, Tinder), and further research is needed to evaluate the efficacy of such efforts.
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Abstract

Background: Despite the increasing availability of clinical decision support systems (CDSSs) and rising expectation for CDSSs based on artificial intelligence (AI), little is known about the acceptance of AI-based CDSS by physicians and its barriers and facilitators in emergency care settings.

Objective: We aimed to evaluate the acceptance, barriers, and facilitators to implementing AI-based CDSSs in the emergency care setting through the opinions of physicians on our newly developed, real-time AI-based CDSS, which alerts ED physicians by predicting aortic dissection based on numeric and text information from medical charts, by using the Unified Theory of Acceptance and Use of Technology (UTAUT; for quantitative evaluation) and the Consolidated Framework for Implementation Research (CFIR; for qualitative evaluation) frameworks.

Methods: This mixed methods study was performed from March to April 2021. Transitional year residents (n=6), emergency medicine residents (n=5), and emergency physicians (n=3) from two community, tertiary care hospitals in Japan were included. We first developed a real-time CDSS for predicting aortic dissection based on numeric and text information from medical charts (eg, chief complaints, medical history, vital signs) with natural language processing. This system was deployed on the internet, and the participants used the system with clinical vignettes of model cases. Participants were then involved in a mixed methods evaluation consisting of a UTAUT-based questionnaire with a 5-point Likert scale (quantitative) and a CFIR-based semistructured interview (qualitative). Cronbach α was calculated as a reliability estimate for UTAUT subconstructs. Interviews were sampled, transcribed, and analyzed using the MaxQDA software. The framework analysis approach was used during the study to determine the relevance of the CFIR constructs.

Results: All 14 participants completed the questionnaires and interviews. Quantitative analysis revealed generally positive responses for user acceptance with all scores above the neutral score of 3.0. In addition, the mixed methods analysis identified two significant barriers (System Performance, Compatibility) and two major facilitators (Evidence Strength, Design Quality) for implementation of AI-based CDSSs in emergency care settings.
Conclusions: Our mixed methods evaluation based on theoretically grounded frameworks revealed the acceptance, barriers, and facilitators of implementation of AI-based CDSS. Although the concern of system failure and overtrusting of the system could be barriers to implementation, the locality of the system and designing an intuitive user interface could likely facilitate the use of optimal AI-based CDSS. Alleviating and resolving these factors should be key to achieving good user acceptance of AI-based CDSS.

(JMIR Form Res 2022;6(6):e36501) doi:10.2196/36501
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Introduction
Clinical decision support systems (CDSSs) are computerized tools that are developed to assist clinicians in their decision-making processes with the ultimate goal of improving patient outcomes [1]. CDSSs support clinicians by employing various functions, including diagnostic support, disease management, prescription control, and drug control [1]. These CDSSs have been continuously developed over the past years and have become increasingly available in all areas of health care, including the emergency care setting [2-4]. In addition, the rapid development of computer science has led to advancements in artificial intelligence (AI)-based CDSSs [5], and the development of electronic health record (EHR) systems has enabled researchers to advance models and systems in the health care setting [6]. In the emergency department, physicians need to maximize their performance in a limited amount of time to deal with the high urgency and severity of the patients’ conditions. To address such needs of emergency physicians, multiple CDSSs, such as alert systems and diagnostic imaging support systems, have been developed [7,8].

Despite the increased availability of CDSSs, including AI-based CDSSs in emergency care settings, the use of these systems is limited and has yet to achieve widespread implementation [1,9]. Several studies, mostly those outside emergency care settings, have identified reasons for the low usage and/or effectiveness of CDSSs. For example, studies have attributed the lack of usability, lack of integration with host systems, lack of time to effectuate advice, and alert fatigue to the low usage of CDSSs [9-11]. In addition, as medical device approval is needed in Japan for most CDSSs, time and effort are needed for implementation. Despite such knowledge regarding the implementation of CDSSs, little is known about the acceptance, barriers, and facilitators of AI-based CDSSs in the emergency care setting.

To address this knowledge gap, we aimed to evaluate the acceptance, barriers, and facilitators to implementing AI-based CDSSs in the emergency care setting through the opinions of physicians on our newly developed, real-time AI-based CDSS, which alerts ED physicians by predicting aortic dissection based on numeric and text information from medical charts, by using the Unified Theory of Acceptance and Use of Technology (UTAUT; for quantitative evaluation) [12] and Consolidated Framework for Implementation Research (CFIR; for qualitative evaluation) frameworks [13].

Methods
Study Design, Setting, and Participants
This is a mixed methods (ie, quantitative and qualitative), cross-sectional study of 14 physicians from two community, tertiary care hospitals in Japan (6 transitional year residents with 0-2 years of clinical experience, 5 emergency medicine residents with 3-5 years of clinical experience, and 3 emergency physicians with 5 years of clinical experience). The qualitative sampling used convenience sampling. This study was performed from March to April 2021. The physicians participated in a 1.5-hour session consisting of the following three sections: (1) a brief introduction of the system and the focus of the research, (2) actual use of the AI-based CDSS deployed on the internet with clinical vignettes of model cases, and (3) participation in a mixed methods evaluation consisting of a UTAUT-based questionnaire with a 5-point Likert scale and a CFIR-based semistructured interview. All interviews were moderated by two of the four research team members (RF, TG, KL, SS).

First, the moderator gave a brief introduction about the focus of the research and the CDSS, including how alerts are based on machine learning models. Verbal consent for participation in the research was obtained from each participant. In the second section, the participants used the AI-based CDSS deployed on the internet (Figure 1) with clinical vignettes of model cases created by two emergency physicians who authored this study (TG and KL). For this study, we implemented a machine learning–based CDSS for aortic dissection that consisted of an emergency alert system. We prepared both typical and atypical cases of the disease (Table S1 in Multimedia Appendix 1). Typical/atypical cases are defined by an author (RF) and confirmed by an emergency physician coauthor (TG). During the session, the moderator answered questions concerning the aim and background of the research, but questions on how to use the system and about the user interface were taken later in the interview to ensure that the explanations of the system were the same among participants. In the third section, the physicians participated in a mixed methods evaluation consisting of a UTAUT-based questionnaire with a 5-point Likert scale and a CFIR-based semistructured interview. All of these sessions were conducted using online video chat tools considering the infection risks of COVID-19.
The interviews were recorded using an audio recording device for ease of transcription and review. Data were transferred from the device following each interview and transcribed verbatim. The interview transcriptions were uploaded onto the MaxQDA 12 software (VERBI GmbH) for qualitative analysis [14]. All interviews were deidentified; a code was allocated to each interview, and personal identifiers were removed from the data. The codes were allocated based on the participant’s medical experience: transitional year residents (TYR1 to TYR6), emergency medicine residents (EMR1 to EMR5), and emergency physicians (EP1 to EP3).

Proposed AI-Based CDSS

By using data from 27,550 emergency department patients from a tertiary care hospital in Japan, we first developed a real-time CDSS consisting of the Emergency Alert System, which notifies emergency department physicians by predicting aortic dissection based on numeric and text information from medical charts (eg, chief complaints, medical history, vital signs) organized using natural language processing (Figure 1). Aortic dissection was chosen as a pilot disease since it is an emergent, potentially fatal disease with numerous symptoms that can mimic non–life-threatening conditions [15]. The Emergency Alert System predicts the probability of the disease using real-time data input on the computer screen. The model used for prediction was developed using the XGBoost model [16] and hyperparameters were determined by 5-fold cross-validation to maximize the area under the receiver operator characteristic curve (AUROC). The AUROC of the model was 0.901 (95% CI 0.840-0.962). In an attempt to address anchoring bias while avoiding alert fatigue, the Emergency Alert System displays an alert when the probability of aortic dissection changes sharply (greater than 4 times the baseline risk) or exceeds the prespecified threshold of a predicted probability of 9.0%. In addition, to enhance the interpretability of the alert, the contribution of each feature (eg, chief complaint or systolic blood pressure) was calculated and was added to the alert on the screen as Shapley Additive exPlanations values [17]. The degree to which each feature contributed both positively and negatively was shown as a bar chart. To fully conduct the session online, this system was deployed on the internet via Amazon Web Services.

Theoretical Framework Selection for Quantitative and Qualitative Evaluation

We used the UTAUT model to quantitatively evaluate users’ willingness to accept the proposed AI-based CDSS. The UTAUT model is composed of six main constructs that impact technology adoption: (1) effort expectancy, (2) performance expectancy, (3) social influence, (4) facilitating environment, (5) attitude toward using technology, and (6) behavioral intention [12]. We chose quantitative assessment for UTAUT because its components have relationships that have been determined by previous studies. Because this model does not consider the unique characteristics of the clinical setting (eg, limited time and human resources in the emergency department setting) [18], we further adopted qualitative research techniques based on the CFIR to further identify barriers and facilitators of the AI-based CDSS [13].

The CFIR was chosen because it is a relatively new framework that synthesizes prior research evidence into one consolidated framework with multiple constructs. In addition, the CFIR has flexibility in assessing implementation barriers and facilitators of research findings and innovations [13]. The CFIR consists of 39 constructs organized into 5 major domains found to influence the successful implementation of innovative programs. The domains assess the following characteristics of innovative programs: (1) intervention characteristics, (2) outer setting, (3)
inner setting, (4) characteristics of individuals, and (5) process [13].

**Quantitative Analysis for UTAUT Questionnaire**

The questionnaire for quantitative analysis was developed to investigate user attitudes toward the CDSS. A total of 23 questions were included in the questionnaire; of these, 21 represented concepts from the UTAUT and 2 questions were added for basic characteristics (age and sex). The phrasing of the questions was based on the original UTAUT article [19].

The questionnaire consisted of questions about the constructs of UTAUT: performance expectancy, effort expectancy, social influence, facilitating conditions, attitude toward using technology, and behavioral intention. Two to six questions were created to assess each domain, and each question was answered with a 5-point Likert scale. To confirm whether the UTAUT subconstructs are reliable in measuring the same construct, Cronbach α was calculated as a reliability estimate [20].

**Qualitative Analysis for CFIR Questionnaires**

To objectively report results, the qualitative analysis followed the Consolidated Criteria for Reporting Qualitative Research (COREQ) guidelines [21]. Interviews were conducted based on CFIR [22]. For this study, the CFIR domains aligned with the following entities: intervention characteristics (Emergency Alert System), outer setting (community, tertiary care hospitals), inner setting (emergency department), and characteristics of individuals (emergency clinicians who piloted the Emergency Alert System). The process domain, which describes how implementation should be enacted, was excluded because the system was in a preimplementation phase and it was thought to be irrelevant to the study. Overall, 16 constructs from 4 domains were selected for the semistructured interview (Table 1).
Table 1. Consolidated Framework for Implementation Research domains and constructs.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Constructs</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>I. Intervention characteristics</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>Intervention Source</td>
</tr>
<tr>
<td>B&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Evidence Strength and Quality</td>
</tr>
<tr>
<td>C&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Relative Advantage</td>
</tr>
<tr>
<td>D&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Adaptability</td>
</tr>
<tr>
<td>E</td>
<td>Trialability</td>
</tr>
<tr>
<td>F</td>
<td>Complexity</td>
</tr>
<tr>
<td>G&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Design Quality and Packaging</td>
</tr>
<tr>
<td>H</td>
<td>Cost</td>
</tr>
<tr>
<td><strong>II. Outer setting</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Patient Needs and Resources</td>
</tr>
<tr>
<td>B</td>
<td>Cosmopolitanism</td>
</tr>
<tr>
<td>C</td>
<td>Peer Pressure</td>
</tr>
<tr>
<td>D&lt;sup&gt;a&lt;/sup&gt;</td>
<td>External Policy and Incentives</td>
</tr>
<tr>
<td><strong>III. Inner setting</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>Structural Characteristics</td>
</tr>
<tr>
<td>B</td>
<td>Networks and Communications</td>
</tr>
<tr>
<td>C&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Culture</td>
</tr>
<tr>
<td>D&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Implementation Climate</td>
</tr>
<tr>
<td>1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Tension for Change</td>
</tr>
<tr>
<td>2&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Compatibility</td>
</tr>
<tr>
<td>3&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Relative Priority</td>
</tr>
<tr>
<td>4&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Organizational Incentives and Rewards</td>
</tr>
<tr>
<td>5</td>
<td>Goals and Feedback</td>
</tr>
<tr>
<td>6</td>
<td>Learning Climate</td>
</tr>
<tr>
<td>E&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Readiness for Implementation</td>
</tr>
<tr>
<td>1</td>
<td>Leadership Engagement</td>
</tr>
<tr>
<td>2&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Available Resources</td>
</tr>
<tr>
<td>3&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Access to Knowledge and Information</td>
</tr>
<tr>
<td><strong>IV. Characteristics of individuals</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Knowledge and Beliefs about the Intervention</td>
</tr>
<tr>
<td>B</td>
<td>Self-efficacy</td>
</tr>
<tr>
<td>C</td>
<td>Individual Stage of Change</td>
</tr>
<tr>
<td>D</td>
<td>Individual Identification with Organization</td>
</tr>
<tr>
<td>E</td>
<td>Other Personal Attributes</td>
</tr>
<tr>
<td><strong>V. Process</strong></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>Planning</td>
</tr>
<tr>
<td>B</td>
<td>Engaging</td>
</tr>
</tbody>
</table>
The domains and constructs selected for the semistructured interview in this study.

The framework analysis approach [23,24] was used during the study to determine the relevance of the CFIR constructs. The framework analysis followed the 5-step process outlined by Richie and Spencer [25]: (1) familiarization, (2) identifying a thematic framework, (3) indexing, (4) charting, and (5) mapping/interpretation. The analysis was an ongoing iterative process. We conducted multiple reviews of the transcripts and video data to become familiar with the data (Step 1) and identify initial themes that were reflexive and interactive (Step 2). Analyses were initiated as soon as the first interview was completed and were continued concurrently with data collection to help determine when new information was no longer being generated from interviews. The team used the CFIR as the a priori framework, and the codes identified during the familiarization process were added to the CFIR. The codes also reflected relevant CFIR constructs across the 5 domains and were indexed to sections of the transcripts (Step 3). Sections of the transcripts were charted into themes and a summary matrix was organized with CFIR domains and constructs (Step 4). Two analysts reviewed the codes and associated themes multiple times to check for potential bias, to ensure they reflected participants’ words and that their interpretation of the interviews was credible (Step 5).

**Ethical Approval**

We have confirmed with the ethics committee of TXP Medical Co Ltd that this study can be waived from ethical approval as it did not involve any patients.

**Results**

**Overview**

All 14 participants completed the questionnaires and interviews. The participant demographics and characteristics are shown in Table 2. All participants reported that they were unfamiliar or very unfamiliar with information technology. The UTAUT-based questionnaire lasted 3-7 minutes and the CFIR-based semistructured interview lasted 40-60 minutes. An interview of one participant was rescheduled due to network problems.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Constructs</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>Executing</td>
</tr>
<tr>
<td></td>
<td>Opinion Leaders</td>
</tr>
<tr>
<td></td>
<td>Formally Appointed Internal Implementation Leaders</td>
</tr>
<tr>
<td></td>
<td>Champions</td>
</tr>
<tr>
<td></td>
<td>External Change Agents</td>
</tr>
<tr>
<td>D</td>
<td>Reflecting and Evaluating</td>
</tr>
</tbody>
</table>

*The domains and constructs selected for the semistructured interview in this study.*
Quantitative Analysis

For the 6 UTAUT constructs investigated, Table 3 lists the mean and standard deviation of the Likert scale for each question and the Cronbach $\alpha$ reliability statistics for each concept. Although the Cronbach $\alpha$ values of Facilitating Conditions and Social Influence were less than .6, other constructs exhibited good reliability within the recommended range of Cronbach $\alpha > .60$. The analysis revealed generally positive responses for user acceptance, with high scores on Attitude and Intention to Use (mean 3.43, SD 0.76). Although 79% (11/14) of the participants were not familiar with information technology, their perceived complexity of the system was low (mean 4.14, SD 0.72).

Table 3. Construct reliability and mean (SD) scores for the Unified Theory of Acceptance and Use of Technology–based questionnaires (5-point Likert scale).

<table>
<thead>
<tr>
<th>Construct</th>
<th>Mean (SD)</th>
<th>Cronbach $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance Expectancy (PE)</td>
<td></td>
<td>.638</td>
</tr>
<tr>
<td>PE1: I would find the system useful in my job.</td>
<td>4.07 (0.73)</td>
<td></td>
</tr>
<tr>
<td>PE2: Using the system enables me to accomplish tasks more quickly.</td>
<td>3.14 (0.66)</td>
<td></td>
</tr>
<tr>
<td>PE3: Using the system improves the quality of the work I do.</td>
<td>3.57 (0.76)</td>
<td></td>
</tr>
<tr>
<td>PE4: Using the system enhances my effectiveness on the job.</td>
<td>3.86 (0.66)</td>
<td></td>
</tr>
<tr>
<td>PE5: If I use the system...My coworkers will perceive me as competent.</td>
<td>2.86 (0.95)</td>
<td></td>
</tr>
<tr>
<td>Effort Expectancy (EE)</td>
<td></td>
<td>.690</td>
</tr>
<tr>
<td>EE1: My interaction with the system would be clear and understandable.</td>
<td>4.36 (0.63)</td>
<td></td>
</tr>
<tr>
<td>EE2: I would find the system to be flexible to interact with.</td>
<td>3.57 (0.65)</td>
<td></td>
</tr>
<tr>
<td>EE3: It would be easy for me to become skillful at using the system.</td>
<td>4.50 (0.52)</td>
<td></td>
</tr>
<tr>
<td>EE4: Working with the system is so complicated, it is difficult to understand what is going on.</td>
<td>3.36 (0.50)</td>
<td></td>
</tr>
<tr>
<td>EE5: Using the system involves too much time doing mechanical operations (e.g., data input).</td>
<td>3.00 (0.96)</td>
<td></td>
</tr>
<tr>
<td>EE6: My interaction with the system is clear and understandable.</td>
<td>3.86 (1.10)</td>
<td></td>
</tr>
<tr>
<td>Social Influence (SI)</td>
<td></td>
<td>.499</td>
</tr>
<tr>
<td>SI1: People who influence my behavior think that I should use the system.</td>
<td>3.00 (0.96)</td>
<td></td>
</tr>
<tr>
<td>SI2: Having the system is a status in my organization.</td>
<td>3.64 (1.45)</td>
<td></td>
</tr>
<tr>
<td>Facilitating Conditions (FC)</td>
<td></td>
<td>.564</td>
</tr>
<tr>
<td>FC1: I have the knowledge necessary to use the system.</td>
<td>3.14 (1.03)</td>
<td></td>
</tr>
<tr>
<td>FC2: Given the resources it takes to use the system, it would be easy for me to use the system.</td>
<td>4.21 (1.05)</td>
<td></td>
</tr>
<tr>
<td>FC3: A specific person (or group) is available for assistance with system difficulties.</td>
<td>4.07 (0.83)</td>
<td></td>
</tr>
<tr>
<td>Attitude Toward Using Technology (AT)</td>
<td></td>
<td>.760</td>
</tr>
<tr>
<td>AT1: Using the system is a bad/good idea.</td>
<td>4.14 (0.77)</td>
<td></td>
</tr>
<tr>
<td>AT2: I have fun using the system.</td>
<td>3.36 (0.84)</td>
<td></td>
</tr>
<tr>
<td>Behavior Intention (BI)</td>
<td></td>
<td>.740</td>
</tr>
<tr>
<td>BI1: I prefer to work with the system.</td>
<td>3.36 (0.84)</td>
<td></td>
</tr>
<tr>
<td>BI2: I intend to use the system in the next 3 months.</td>
<td>3.43 (0.76)</td>
<td></td>
</tr>
</tbody>
</table>

Qualitative Analysis

Overview

Table 4 presents the primary codes and count data differentiated by the CFIR domain and construct, as well as whether codes were barriers to or facilitators of Emergency Alert System implementation and adoption. Only relevant CFIR domains and constructs were coded and presented here. There were four key factors in the implementation of the system: Evidence Strength and Quality, Relative Advantage, Design Quality and Packaging, and Compatibility. Other factors influencing the implementation can be found in Table S2 in Multimedia Appendix 1.
Table 4. Primary codes and count data differentiated by Consolidated Framework for Implementation Research domain and construct.

<table>
<thead>
<tr>
<th>Constructs</th>
<th>Barriers</th>
<th>Count</th>
<th>Facilitators</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Intervention Characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evidence Strength and Quality</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distrust of the results</td>
<td>1</td>
<td></td>
<td>Sample size was enough for developing the model</td>
<td>9</td>
</tr>
<tr>
<td>Local trends of disease</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative Advantage</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unnecessary for experienced emergency physicians</td>
<td>1</td>
<td></td>
<td>Potential to reduce misdiagnoses</td>
<td>1</td>
</tr>
<tr>
<td>Unnecessary for typical cases</td>
<td>6</td>
<td></td>
<td>More useful than diagnostic rules</td>
<td>2</td>
</tr>
<tr>
<td>Alternatives to the system are enough</td>
<td>2</td>
<td></td>
<td>Never seen similar systems</td>
<td>8</td>
</tr>
<tr>
<td>Can bias physicians’ decision-making</td>
<td>2</td>
<td></td>
<td>Can aid diagnosis for difficult cases</td>
<td>6</td>
</tr>
<tr>
<td>Limited use cases</td>
<td>1</td>
<td></td>
<td>Good for information sharing</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Useful for unexperienced physicians</td>
<td>3</td>
</tr>
<tr>
<td>III. Inner Settings</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Design Quality and Packaging</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unable to find when the system shows alerts</td>
<td>1</td>
<td></td>
<td>Easy to use and not interruptive</td>
<td>10</td>
</tr>
<tr>
<td>Potentially distracting for comorbidities</td>
<td>1</td>
<td></td>
<td>Summary board was informative</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Real-time alerts were intuitive</td>
<td>2</td>
</tr>
<tr>
<td>Compatibility</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxious if the system is not working properly</td>
<td>1</td>
<td></td>
<td>Easily integrated with existing workflow</td>
<td>14</td>
</tr>
<tr>
<td>Affects typing speed</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fear of system failure</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Evidence Strength and Quality**

Nine key informants emphasized that the sample size (>10,000) was enough for developing models. Indeed, some practitioners noted that systems based on data from a single or a few hospitals can be more beneficial because they would incorporate local trends of disease.

> The sample size for the development of the model is not a problem for me. There are many more diagnostic rules that have less evidence than Emergency Alert System. [EMR1]

> I don’t think the evidence should be considered weak just because the models are developed based on local data. Rather, I think it is beneficial because it could incorporate and reflect local trends of disease presentation. [EP3]

**Relative Advantage**

Two informants recommended the system as a good alternative to diagnostic charts, in that it can reduce misdiagnoses. They implied Emergency Alert System showed superiority in that recollection is easier and it can help in pinpointing differential diagnoses, especially in atypical cases. Nevertheless, informants stated that the system would not be useful for typical cases in that the differential diagnoses would not change with the alert. Three informants added that the system can trigger a differential diagnosis for inexperienced physicians, and two informants argued that it may bias the clinician’s decisions.

> It is less likely to leave out diseases for experienced physicians. It is not necessary especially for physicians who have experience in the emergency department. [EP2]

> Easier to think of the differential diagnoses than a diagnostic chart. [TYR3]

> I think it would not be helpful for typical cases, though it can definitely be an aid for cases that are difficult to make the diagnosis. [TYR3]

> I feel that being alerted to a certain disease can cause bias, and it may lead to misdiagnoses. [EP2]

**Design Quality and Packaging**

Ten informants talked about the design quality, and all of them considered the design to be neither interruptive for daily practice nor effortful and found it useful for medical practice. Moreover, the summary board made by the natural language processing algorithm was noted to be well visualized as a summary of information. Two informants mentioned the effect of real-time prediction and that the alert was intuitively visualized. However, one informant mentioned that if the system was extended to other diseases, the additional information could be complex and interruptive.

> Easier to think of the differential diagnoses than a diagnostic chart. [TYR3]

> I think it would not be helpful for typical cases, though it can definitely be an aid for cases that are difficult to make the diagnosis. [TYR3]

> I feel that being alerted to a certain disease can cause bias, and it may lead to misdiagnoses. [EP2]
It is easy to see changes in the probability of the target disease, but I did not understand the timing of the alert. [TYR6]

The summary screen was easy to understand. [EMR2]

It is good that the alert comes out in real time. [TYR2]

The system is simple, but I am concerned that alerts with many diseases would make it complex and interruptive. [EMR3]

Compatibility

All informants noted that the system can be integrated with the existing workflow processes and practices. However, one informant stated that the system affected typing speed and could interfere with the clinical workflow if it were to stop working or freeze.

It is useful to obtain additional information without extra effort. [EMR3]

Medical care can be done as usual. No difference from a regular electronic medical record. [TYR5]

The system affects typing speed a bit. My biggest concern is that the system may interfere with the flow if the system freezes, or even worse, stops. [EP1]

Discussion

Principal Findings

This study employed a mixed methods approach to analyze barriers to and acceptance of the implementation of AI-based CDSS. The quantitative analysis revealed generally positive responses for user acceptance and the qualitative analysis identified two significant barriers (System Performance, Compatibility) and two major facilitators (Evidence Strength, Design Quality) to implementation of AI-based CDSS. To our knowledge, this is the first study to analyze barriers, facilitators, and acceptance of AI-based CDSS implementation in an emergency care setting using a mixed methods approach.

User Acceptance

The quantitative analysis showed positive scores for Attitude and Intention to Use. Employing the UTAUT model, the achieved mean score of 3.63 indicated that if the Emergency Alert System were to be developed from the current prototype into a full software product, it would likely be well accepted by its users, as all scores were above the neutral score of 3, indicating favorable attitudes toward the use of the system. Nonetheless, since misdiagnoses could be life-threatening in the emergency setting, the barriers and facilitators identified in the qualitative analysis should be addressed thoroughly for the system to be well accepted.

Barriers

System Performance

The qualitative analysis implied that performance of the system could differ between typical and atypical cases, which could partly explain why the performance expectancy was not higher than expected from the quantitative analysis. Participants who had ≥3 years of clinical experience stated that alerts for typical cases would most likely be ignored and could moreover cause alert fatigue. There were also concerns that the clinicians’ decisions could be biased by the system not only when the alert appears but also when it does not appear. As implied in a previous study [26], how we can prevent excessive trust in a CDSS, which can interfere with developing clinical skills in training physicians (eg, AI-based CDSSs focusing on ruling out critical conditions rather than making diagnoses), has yet to be fully explored. However, there were also positive comments that it can help improve accuracy of diagnosis and that it has the potential to decrease misdiagnosis—especially for inexperienced physicians—and reduce costs.

Compatibility

We found that the risk of system failure (eg, freezing of the system) is also a barrier, especially for AI-based CDSSs. In the interview, one participant reported previously experiencing system failure due to the install of a new system, which disrupted the clinical workflow. Although some system failure issues have already been identified [27], the increasing computational resources required for AI should carefully be taken into consideration for both stand-alone CDSSs and CDSSs integrated with EHR. More importantly, providing physicians mental security that the system would not fail or freeze is crucial to user acceptance.

Facilitators

Evidence Strength

User distrust in the system has also been a barrier for CDSSs, and the “black box” nature of AI-based systems are known to compound this issue [28]. Through the explanation of the data set and by visualizing the alerts in an intuitive manner, the Emergency Alert System was perceived to be a sufficient alert system. In fact, some practitioners valued the locality over the universality of the system, considering the local trends of disease. Though this can be a facilitator to implementation, the validation of the model should be performed thoroughly, as small data sets tend to overfit, leading to undesired consequences [29].

Design Quality

Alert fatigue is a common issue in implementing CDSSs [30], and previous studies have revealed that alert fatigue could be reduced by refining the human-machine interface and clinical role tailoring [31]. Another study suggests that poor CDSS design could worsen alert fatigue [32]. The Emergency Alert System was designed to avoid alert fatigue through real-time background processing of information and by presenting visual information. The results of the quantitative analysis were consistent with the qualitative analysis in that users’ perceived complexity of the system was low and they judged the system to be neither interruptive nor effortful. Although modifying the alert depending on the clinical role of the user (eg, nurses) is important to reducing alert fatigue, our results suggested that tailoring the system based on clinical experience would be more effective in practice.
Potential Limitations
There are potential limitations to this study. First, the participants reported that they have limited familiarity with information technology (although they do regularly use EHRs), which may mean that the findings might not be generalizable to other physicians. However, including physicians with varying years of postgraduate training from multiple tertiary care hospitals could have at least partially addressed this limitation. Second, the results may also be affected by external settings. The data were collected in two hospitals in Japan, the majority of clinicians who participated were trainees, and the developed model and user interface are unique to the CDSS. The convenience sampling and the composition of the clinical experience of participants in this study may have been sources of bias. Nevertheless, our findings are consistent with prior studies in that the user interface and system reliability are key to user acceptance and implementation [4,33,34]. Third, the sample size was small for a quantitative analysis and has limited real-world relevance. However, given the mixed methods design of our study, the sample size for the qualitative analysis is acceptable according to earlier studies [35,36]. Lastly, the system was in the preimplementation phase. Though most participants found the simulated setting to be comparable to the actual clinical setting, the session was done online and outside of the emergency department. Thus, further studies are needed to evaluate the developed system in the clinical setting. In addition, information regarding social influence and facilitating conditions were answered on the basis of respondents’ personal knowledge and may not be consistent in the quantitative analysis.

Conclusions
Our mixed methods evaluation based on theoretically grounded frameworks revealed the acceptance, barriers, and facilitators of implementation of AI-based CDSS. Although the concern of system failure and overtrusting of the system could be barriers to implementation, the locality of the system and designing an intuitive user interface could likely facilitate the use of optimal AI-based CDSS. Alleviating and resolving these factors should be key to achieving good user acceptance of AI-based CDSS.
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Abstract

Background: Mobile health (mHealth) interventions, including smartphone apps, have been found to be an effective means of increasing the uptake of HIV prevention tools, including HIV and sexually transmitted infection (STI) tests and pre-exposure prophylaxis. However, most HIV prevention mHealth apps tested in the United States have been tested among populations living in areas surrounding urban centers. Owing to reduced access to broadband internet and reliable cellular data services, it remains unclear how accessible and effective these interventions will be in rural areas. In addition, gay and bisexual men who have sex with men and gender minority populations in rural areas experience enhanced stigma when compared with their more urban counterparts, and these experiences might affect their willingness and interest in mHealth apps.

Objective: This study aimed to conduct online focus groups with men who have sex with men and transgender and gender diverse populations in the rural southern United States to assess their interest in mHealth HIV prevention apps and the features that they would be the most interested in using.

Methods: Focus group participants were recruited from a larger pool of sexual and gender minority respondents to a web-based research survey. The participants indicated that they would be willing to participate in an online focus group discussion. Focus groups were conducted via secure Zoom (Zoom Video Communications Inc) videoconferencing. During the focus group discussions, participants were asked to discuss their experiences with HIV and STI prevention and how these experiences were affected by living in a rural area. They were then shown screenshots of a new app to promote HIV and STI prevention among rural populations and asked to provide their opinions on the app’s features. The transcripts of the discussions were reviewed and coded using a constant comparative approach.

Results: A total of 6 focus groups were conducted with 26 participants. Most participants were cisgender gay and bisexual men who have sex with men (19/26, 73%); the remaining participants were transgender men (2/26, 8%), were nonbinary people (2/26, 8%), or had multiple gender identities (3/26, 12%). Participants reported numerous barriers to accessing HIV and STI prevention services and accurate information about HIV and STI prevention options. Overall, the participants reported a high degree of interest in mHealth interventions for HIV and STI prevention and suggested several recommendations for the features of an app-based intervention that would be the most useful for rural residents.

Conclusions: These focus group discussions indicate that rural residence is not a major barrier to mHealth HIV and STI prevention intervention implementation and that there is a high degree of interest in these approaches to HIV and STI prevention.

(JMIR Form Res 2022;6(6):e38075) doi:10.2196/38075
Introduction

Background

The Ending the HIV Epidemic (EHE) initiative has identified 57 jurisdictions for increased HIV prevention resources [1]. Although many of these jurisdictions encompass urban centers, 7 states with large rural populations are identified as priority jurisdictions. Of these 7 states, 6 (Alabama, Arkansas, Kentucky, Mississippi, Oklahoma, and South Carolina) are in the southern United States and the seventh (Missouri) is geographically contiguous with the southern United States. These states were targeted because at least 10% of new HIV diagnoses in each of these states occurred in rural areas in 2016 and 2017. Similar to urban areas of the United States, gay and bisexual men who have sex with men (GBMSM) account for most of the new diagnoses in rural areas [2]. Despite the importance of rural communities in the EHE initiative, research is lacking on the sexual behavior and health care preferences of sexual and gender minority populations in rural areas.

Rural GBMSM are less likely to engage in important HIV prevention behaviors, including HIV and sexually transmitted infection (STI) testing and pre-exposure prophylaxis (PrEP) use [3,4]. They face increased and context-specific barriers to accessing HIV and STI prevention resources compared with men in more urbanized areas [5-7]. On the supply side, rural GBMSM are less likely to have access to culturally competent care [5-8], and PrEP awareness and lack of comfort in prescribing PrEP among providers have been barriers to PrEP uptake among rural GBMSM [7]. On the demand side, stigma and discrimination are barriers to engaging in HIV prevention. GBMSM in rural areas are less likely to disclose their sexual identity to their health care provider [9], report being afraid to seek health care, and avoid health care settings more frequently than urban GBMSM [10]. Experiences of stigma are heightened among rural GBMSM owing to more conservative attitudes toward same-sex sexual behavior and more insular social environments [11]. Intersecting minoritized identities intensifies these experiences among GBMSM of color [12]. Fewer HIV prevention studies have been conducted among transgender people living in rural areas; however, it is likely that the barriers to health care access experienced by transgender people in general [13,14] are exacerbated among transgender people living in rural communities. One study that included transgender women living in rural Florida found that transgender women were more likely to receive a late HIV diagnosis than their cisgender counterparts [15]. Transgender men in rural areas have been found to be less likely to have a primary care provider or to have had a blood cholesterol screening compared with urban transgender men [16]. Mobile health interventions (ie, apps) offer a potential solution to break down some of the barriers to HIV prevention services for rural sexual and gender minority individuals. Although data are not available for sexual and gender minority populations specifically, approximately 80% of rural adults use smartphones and 66% use social media [17,18]. In previous studies, GBMSM in rural areas have indicated that telehealth solutions for HIV and STI screening are acceptable methods for receiving these services [19,20]. Smartphone apps provide a discreet means of delivering sexual health information and can be a platform for delivering telehealth services, including HIV and STI testing and PrEP. Apps have been found to be acceptable to GBMSM [21], and a number of ongoing studies have assessed the efficacy of apps to increase HIV prevention services uptake among this priority population [22-26]. One app has shown efficacy in increasing the uptake of HIV testing and PrEP among higher-risk GBMSM [27]. However, studies testing the feasibility or efficacy of apps have tended to enroll populations recruited from urban centers or periurban areas. Men living in rural areas might hold heightened concerns regarding privacy and disclosure of sexual behavior or gender identity; these concerns might affect their willingness to use these apps [28]. Owing to these additional barriers faced by GBMSM and transgender people in rural areas, coupled with reduced limited access to high-speed internet and cellular services in some areas, data are needed on the feasibility and acceptability of app-based HIV prevention interventions for GBMSM and transgender people in rural areas.

Objectives

We conducted focus group discussions with GBMSM and transgender and gender nonconforming people in the rural southern United States to assess health care use and willingness to use a mobile app to access sexual health information and order HIV or STI test kits to assess the feasibility of implementing app-based HIV prevention interventions in the rural southern United States.

Methods

Participants

Participants were recruited using web-based advertisements on Facebook, Instagram, Jack’d, Grindr, and Reddit and on social media feeds of community-based organizations serving rural sexual and gender minority communities. After completing a web-based eligibility screener, the participants completed a web-based survey and indicated their willingness to participate in an online focus group discussion. The eligibility screener and survey were only available in English. Eligible participants were aged 18 to 34 years; were cisgender men, transgender men, transgender women, and nonbinary people; reported ever having anal or vaginal sex; self-reported HIV negative; owned an iPhone or Android smartphone; and lived in a rural area of the southern United States, as defined by the US Census Bureau or the state of Missouri. Eligible participants were purposively sampled to obtain a diverse group with respect to age and race and ethnicity. More than half of all new HIV diagnoses in the United States occur in the South [29]. Missouri is geographically contiguous with the South and is a priority jurisdiction for the EHE campaign [1] because of the high burden of new HIV
diagnoses occurring in rural areas of the state. Participants were compensated US $50 via an electronic gift card following the completion of the focus group discussion.

Definition of Rural
Participants reported their ZIP code of residence, which was then mapped to the county of residence using an established algorithm [30]. Rural counties were those that were classified as micropolitan or noncore by the National Center for Health Statistics [31], had a Rural-Urban Commuting Area Code of ≥4 [32], or had an Index of Relative Rurality score of ≥0.4 [33]. None of these methods is designed specifically to categorize communities with respect to the availability of culturally competent care for GBMSM or transgender individuals, and it is not clear which of these schemes is most relevant to differentiating between rural and nonrural communities for this purpose. Thus, we used multiple definitions to have an inclusive criterion for participant eligibility.

App
The Combine app is an adaptation of HealthMindr (Emory University in collaboration with Keymind and Softura) [21], a comprehensive HIV prevention app originally developed for cisgender GBMSM. The Combine app has the following functionality: frequently asked questions about HIV and STIs, PrEP, postexposure prophylaxis, and health insurance; recommendations for testing frequency; the ability to order HIV or STI self-test kits, condoms, and condom-compatible lubricants; behavioral risk self-assessments; and provider locators for PrEP and HIV or STI testing.

Focus Groups
Focus groups were conducted on the web using Zoom (Zoom Video Communications Inc) and were recorded for transcription. Participants had the option of using a nickname and leaving their cameras off for anonymity. The focus groups started with a discussion about where participants usually accessed HIV and STI testing, experience with and interest in accessing HIV and STI testing on the web, experiences accessing health care and any issues encountered based on sexual or gender identity, and how living in a rural area affected their willingness and ability to access sexual health care services. Next, the participants were asked to describe the features of the smartphone apps that they liked and disliked. The participants were then asked to describe where they found information about sexual health (eg, on the web, from friends, or from health care providers). Finally, the participants were shown screenshots of the Combine app. After viewing the screenshots, the participants were asked to provide feedback on the app including interest in using the individual sections; willingness to order HIV and STI self-test kits, condoms, and lubricants through the app; whether they thought their peers would use it; and any functions that might be missing. Focus groups were stratified by gender identity so that cisgender men were grouped together and transgender persons, nonbinary people, and those with other gender identities were grouped together. Focus groups were conducted until saturation occurred overall but not necessarily within subgroups of gender identity (ie, no additional novel information was being generated). All the focus groups were facilitated by one of the coauthors (LM).

Analysis
Transcriptions of focus group discussions were coded by 2 coders (LM and OWE) using a constant comparative approach [34]. Using this approach, coders first read the transcripts and identified broader emergent codes, which were used to construct an initial codebook. After an initial review of the multiple transcripts, the coders came together to discuss and clarify the meaning of each code. Subsequently, codes were applied to all transcripts, and newly emergent codes were added to the codebook. After this full pass, the coders once again met to probe the meanings of codes and to define higher-level themes that were emerging. In addition to the emergent themes that were identified, the a priori themes of anticipated and enacted stigma were included. Following this meeting, all transcripts were coded a second time using the finalized codebook.

Ethics Approval
The participants provided informed consent to participate in focus group discussions. All study procedures were reviewed and approved by the Emory University Institutional Review Board (protocol 00001268).

Results
Participant Demographics
A total of 91 participants (77 cisgender men, 8 nonbinary people, 2 transgender men, and 4 with multiple gender identities) were eligible and expressed willingness to participate in the focus groups. Of these 91 participants, 26 (29%) ultimately agreed to participate and contributed to 6 focus groups, comprising 2 to 8 participants per group. The demographic characteristics of the participants are presented in Table 1. Most participants (19/26, 73%) were cisgender GBMSM; the remaining participants were transgender men (2/26, 8%), nonbinary people (2/26, 8%), or had multiple gender identities (3/26, 12%).
Table 1. Demographic characteristics of focus group participants (N=26).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>25 (21-29)</td>
</tr>
<tr>
<td>Race or ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Asian participants</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Black participants</td>
<td>6 (23)</td>
</tr>
<tr>
<td>Mixed race participants</td>
<td>18 (69)</td>
</tr>
<tr>
<td>White participants</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Hispanic participants, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1 (4)</td>
</tr>
<tr>
<td>No</td>
<td>25 (96)</td>
</tr>
<tr>
<td>Sex assigned at birth, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>22 (85)</td>
</tr>
<tr>
<td>Female</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Intersex</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Gender identity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Cisgender men</td>
<td>19 (73)</td>
</tr>
<tr>
<td>Transgender men or transmasculine</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Nonbinary or gender nonconforming</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Multiple identities</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>High school or GED(^a)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Some college</td>
<td>10 (38)</td>
</tr>
<tr>
<td>College graduate</td>
<td>13 (50)</td>
</tr>
<tr>
<td>Insurance, n (%)</td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>20 (77)</td>
</tr>
<tr>
<td>Public</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (8)</td>
</tr>
<tr>
<td>None</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Annual income (US $), n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;19,999</td>
<td>3 (12)</td>
</tr>
<tr>
<td>20,000 to 39,999</td>
<td>5 (19)</td>
</tr>
<tr>
<td>40,000 to 74,999</td>
<td>7 (27)</td>
</tr>
<tr>
<td>&gt;75,000</td>
<td>7 (27)</td>
</tr>
<tr>
<td>Prefer not to answer or do not know</td>
<td>4 (15)</td>
</tr>
</tbody>
</table>

\(^{a}\)GED: General Educational Development test (an alternative to a high school diploma in the United States).

Focus Group Discussions

Qualitative data analysis identified 5 major themes, which are described in the next sections, with representative quotations from participants.

Access to Health Services

Participants talked about access to health services both in terms of their ability to access health care directly and in terms of access to transportation and internet services to facilitate the uptake of health care services. Participants often reported that accessing lesbian, gay, bisexual, transgender, and queer+ (LGBTQ+)–competent health care was not always possible in the smaller towns where they lived:

_I’d say I’d probably have to travel about an hour to the nearest big city that’s accepting...’Cause my area is not exactly the most accepting, in that regard._

Others have described issues where STI testing might only be available on certain days in their community if not ordered...
through a primary care provider. In contrast, some participants described being able to access sexual health care in their jurisdiction from an LGBTQ+-specific health center, a primary care provider, or some other sexual health provider:

> Luckily, where I live, there’s kind of a specific clinic for...I think it used to be called [name of organization], but they’ve kind of transitioned into a more comprehensive HIV prevention and care place. So they are, I think, probably the main providers of PrEP and STI services here.

For those who did not have an accepting clinic in close proximity, access to transportation could facilitate or limit the use of LGBTQ+-competent health services in larger cities:

> Well, at least for me, because of my disability, transportation issues is a major factor, as well. There are no Planned Parenthood in my area, and the only health organization that would otherwise do STI testing is through the closest university, which is still like 25 minutes away, so it’s not very fast.

Another participant noted that there were providers available locally, but the fear of being outed made them undesirable. Thus, transportation was a barrier despite proximity to the available providers:

> When I was younger, it was more of a barrier, because it’s a small town, so all of my...All the providers kind of knew me and my family, so that was definitely...And no way of travel, was a barrier...Something that was very anxiety-provoking, when I needed...I knew that I maybe needed a test, but then going to access one was kinda traumatic, so I avoided it sometimes.

**Cultural Environment**

Cultural environment described the experience of living in small, rural communities wherein privacy is limited, both inside and outside of the household, and socially conservative values are prevalent. Participants consistently described town dynamics in which they live and work:

> I go to a Christian college, so it’s kind of difficult around the area to go in for screenings, just because it’s kind of a small town as well, everybody talks, so it’s not very welcomed.

As demonstrated by the following participant, a common concern was that one’s sexuality could be revealed to the community as a result of using sexual health services or products:

> Well, because when you have to go to the store for those things, you gotta go in person and so...I don’t know a whole lot about straight sex, but I’m sure they’re not all buying lube and...So you went and bought lube and now everybody knows that you’re [chuckle] doing something.

In addition to this lack of privacy, participants described navigating socially conservative values and stigma toward LGBTQ+ people, both in the community and in health care contexts. A major concern was the lack of relevant sexual health knowledge, which participants traced back to inadequate and stigmatizing sexual education experiences in school:

> Growing up, I went to a religious high school and sex education was nonexistent and my parents didn’t really teach me anything. In my biology class, I mean it said things like “erection” and “clitoris” and things like that. The school actually glued the pages together in our textbook, so we couldn’t see them.

Conservative values and stigmatizing views were also encountered in medical settings. Many participants described experiences where staff and providers were tangibly uncomfortable working with them:

> Honestly, here where I’m from, Arkansas, they’re just...Everything is kinda backwards in here. It’s like as soon as they figure out that you’re of the LGBTQ community, they almost have like a step back, “Oh my God.” It’s weird.

I think I face more stigma because I’m in the sex work industry, and is going to a PCP is definitely hard to explain why I need to get tested so often. And then there’s just that stigma surrounding that, it just makes it incredibly uncomfortable.

Other participants described anticipating stigma when seeking medical care:

> Well, I just moved, like I said, and I haven’t yet found a PCP. And so, I would have to get over that barrier once more, like fear of judgment from a PCP, so I’m trying to find a new one, and right now I’m going to Planned Parenthood.

As the following participant explains, although doctors are expected to be professional and exercise confidentiality, they are also entrenched in the community and sociopolitical milieu in which they live and work:

> I had a primary care physician that I shared with my immediate family for...’Cause I’m from a very small town so there’s not a lot of options. And once I came out, it just felt a little bit different ’cause I know...It’s very small so everybody knows everybody and people are doctors, but they’re also just people in your community as well. So, once I actually went to college and graduated out of my parents’ insurance and got my own insurance, I didn’t really feel the need to continue to stay at that same place.

**Discretion or Confidentiality**

Participants in all the focus groups frequently emphasized the necessity of discretion in the form of privacy and confidentiality when it came to seeking or accessing sexual health services. These concerns were particularly heightened because of the lack of privacy and conservative values implicit in the cultural environment and the potential for shared familial housing arrangements:
But yes, especially a sense of discretion, if we’re talking about queer people in rural areas. I know my hometown, my one-stoplight downtown, if anybody found out it would be a huge shaming issue in the town.

For participants who may not be out to their local community or family, confidentiality is not only necessary to maintain their safety and social standing but also a prerequisite for their willingness to access sexual health services. Participants needed to know that their information would be kept confidential and that discretion would be prioritized, whether by local health care providers or by an app. One participant relayed an experience where confidentiality was compromised:

And while I consider what happened as coincidental or incidental, [a clinic employee] actually outed me and that really changed the dynamic of my whole life...It’s sort of like having a conversation, “Hey [name], I saw...Oh yeah, you came down to XYZ Clinic.” And everyone knows that clinic to be a specific clinic for the LGBTQ+...And I was like, “Oh.” And you can probably follow the line from there.

Owing to concerns about discretion when accessing care in person, some participants preferred to use telehealth and home testing offered by services such as Mistr, a web-based sexual health provider that caters to the LGBTQ+ community [35]. The participants identified the ability to receive confidential testing and care from the privacy of their own space as a major benefit of telehealth.

When discussing apps, the participants felt that discretion should be implemented at all levels, from the visual branding of the app to the app’s privacy policies to the need to identify themselves within the app:

I know certain apps that used levels of discretion will name it something else or even have the ability to change what icon it is. I’ve seen things where you don’t necessarily want someone to know you have an app of X, Y or Z, so it’ll show up as a calculator or something like that on your phone. If somebody is looking over your shoulder and you’re thumbing through your apps, if you have someone nosy, they don’t see something specific for it, it just looks like another calculator app, or mix up possibly the ability to change the icon or something along that line, or maybe an abbreviation that only a few people would understand to maybe help with a level of discretion.

One participant suggested that the app be password protected, which would help youth and others whose phones may be checked by family members keep their information private. When it came to marketing the app and the mailing of sexual health tests or supplies, discreet packaging was recommended to help maintain the privacy of the recipient:

I think the only thing I could really think of is just making sure that the materials were sent in a very discreet box. I live in a very small town and everyone knows each other, including the mailman, so...I think it being discreet is critical.

...If you’re living with your parents, maybe not the most great thing for them to see on their doorstep. But if you are living alone or living elsewhere, I think, at that point, it’s okay with discretion. I think it’s just better to be safe and more discreet than sorry, in a way.

Packaging that maintained the recipient’s privacy was very important, especially for those who might be living in multigenerational households. Finally, for transgender and nonbinary participants, privacy was also extended to the name used in the packaging. In some housing situations, transgender and nonbinary participants may need to use their birth name for safety, whereas in other contexts, they may be able to use their chosen name. Having the option to specify which name to use when ordering sexual health tests or supplies was a way of maintaining discretion around one’s gender identity:

I also think the name thing, when you go to order an item, you can do your preferred name or the legal name or whatever, and have that option right in front of you. Because if you’re living one place, one time, and you can use your preferred name when you want your orders with that, or if you’re living in another place, you need it as the other name, whatever that may be.

Convenience

In rural settings where culturally competent health care providers may be located far away and transportation may be inaccessible, convenience was paramount to accessing sexual health services and materials. In the context of sexual health services and supplies, convenience referred not only to ease of use but also to timeliness, affordability, and ease of attainment. A participant described the convenience of home testing compared with visiting a provider:

I do like the ease and convenience of using a service like Mistr. And they do have a referral program, and I’ve sent it to a few of my friends just because I’m getting [PrEP] for free, and it’s very easy. It’s delivered to me. I don’t have to go to Walgreens and have them tell me that they don’t have my prescription that day, ‘cause it’s on back order or whatever...I like the immediacy.

When sexual health care was not convenient, whether it took too much time to access or was hard to afford or attain, participants expressed that they might be more likely to put it off:

I was looking because I didn’t want to have to travel and take time out of the day to go make an appointment and find somewhere. Where I live, you can only do STI testing on certain days if you don’t go to your PCP. I just thought it’d be more convenient to do it at home, but my insurance wouldn’t cover it, and it seems like the cost. I was in law school at the time, it was somewhat cost-prohibitive, so I just ended up submitting late.
Participants expressed eagerness to use sexual health care options they deemed convenient, and this followed through to their interest in the app. Considering the app, many participants appreciated that it was a one-stop shop for HIV testing, sexual health products, mental health screenings, and locating providers:

I think that it’s gonna be potentially super good for...Especially for people in rural areas, not just the convenience and the discretion, but just even having the access to those services. And the convenience of an app and having it all in one area is awesome.

When speaking about the locators in the app that allow users to find HIV or STI testing, PrEP providers, and mental health and substance use treatment providers in their area, users thought that these features would be useful in identifying conveniently located providers:

I love this idea [locator], mainly because it’s convenient, not a lot of people know where they can get PrEP and information on PrEP or things like that, so this is really convenient.

Participants were also very interested in low-cost or free services through the app, given that affordability and insurance status could be barriers:

I think if there’s funding for some of those resources to be mailed out for free, that’s probably the most, I would say, really beneficial aspect.

Another participant shared how a sexual health app would benefit him:

Right now, I don’t have a means of transportation, and so having something like this [app], where I can have things delivered or I can chat with a professional over the phone, I find that really convenient.

Thus, participants viewed the app favorably and perceived it to reduce various barriers to care.

Trust or Comfort

Trust and comfort came up in 2 primary contexts: when ascertaining the quality of health information and when considering one’s relationship with a health care provider. When it came to information, participants wanted content that they deemed to be accurate, legitimate, and trustworthy. Many participants were very discerning when evaluating health information and checked multiple sources to ensure that information was factual:

I’d like to check out a few different sources just because I want to get the most accurate picture of today’s standard practices, and if anything new has been found out...Yeah, I’ve looked at WebMD, Healthline...Planned Parenthood’s website is a good resource. Yeah. Usually those...Also, I like to read white papers. If I need to find something out, I’ll look it up on PubMed or something else too.

Often, the origins of health information were considered when determining whether content was factual; that is, participants were more inclined to believe health information that came from a trusted friend or website than information they might find through a search engine or social media:

If it’s coming from the Kaiser Family Foundation, I know that I can trust it just because they have epidemiologists and PhDs and experts in public health that are providing that information, but if it comes from Fox News and it’s not cited, questionable.

If I have a few friends that if I have any kind of need for any kind of...Not just necessarily to search for help, but in general. I can just be like, “Hey, do y’all have any experience with this?” and if they tell me no, then I’ll probably go to Google or just ignore it until it becomes a bigger problem.

If a source was trusted, a participant would feel comfortable or willing to use that source. When it came to providers, trust was also intertwined with comfort, an understanding that a provider would be accepting of one’s identity, provide or foster a feeling of safety, and be able to provide LGBTQ+-competent care:

Honesty, I’d feel really comfortable with finding another LGBT resource center and something specifically for people like me. So, if...Not really like Planned Parenthood, but something like that, I’d feel really comfortable in an environment like that.

For participants, it was important to locate a provider who could offer caring, LGBTQ+-competent services. On top of that, building a close working relationship with a provider was conducive to high-quality care. On the flip side, some participants struggled to locate providers that were accepting, which was partially attributed to the issues of cultural environment and stigma:

I think for me, I get the primary care physician being the...I can see why that’s more desirable. I think for me, I just don’t know how to go about finding somebody that I would feel comfortable with...Especially, I think maybe as [other participant] mentioned, like small towns and stuff like that, that stuff’s really hard there, I think.

This participant also identified moving frequently and aging out of pediatric care as contributors to the struggle to find a trusted primary care provider. As a student who was about to graduate, they were not sure what they would do for sexual health services upon graduating. Other participants were able to access LGBTQ+-specific providers but felt pigeonholed and uncomfortable with their approach to treatment:

Well, going there, going to my primary care physician, they don’t see me as a gay, bisexual male. But when I go to a health center, they treat me as...It’s sort of like, “Oh, a gay person is here so we’re gonna do this.” And the type of service that I receive from them is completely different than the type of service and care that I receive from my primary care physician where I use my insurance.

For this participant, it was important to be viewed holistically and not simply through the lens of his sexuality. Therefore, he had switched from a community health center to a primary care provider. When participants did not feel trust or comfort in a
provider, locating and using health services were major concerns:

I think that one of the things that, before I even use the app, we were talking about credibility earlier, and I think that I would trust the information on this app, if either there were sources or when you open the app, it’s like it says the name of the app, but it’s like powered by or created by Emory or some university. I feel like that would give it some credence.

Preferences for a Mobile HIV and STI Prevention App

Overview

App features describe feedback directly pertaining to what participants were looking for when accessing sexual health information and care in a digital environment. Many of these responses were elicited in response to discussion of mock-ups from the Combine app or in discussion of other apps and web-based resources that participants use frequently. Important features included relevant information and functional recommendations.

Relevant Information

Participants expressed a desire for information that was relevant to their experiences as members of the LGBTQ+ community when searching for sexual health information, whether in person, on the web, or through a health app. It was important for participants to feel that the health information and care they received were tailored and relevant to their needs as an LGBTQ+ person.

Given that many participants discussed receiving inadequate sexual education, they were very interested in having a detailed frequently asked questions section that would provide accessible information about options for safe sex and navigating consent, including introductory topics:

I don’t know exactly how this could fit into the app, but when talking about sexual health, just...Yeah, even like the condom use page, maybe if there was even like a diagram, I mean even with something like a dildo or whatever. “This is how you put a condom on.” Because I never was shown how to use one. I haven’t had a ton of sexual partners, but I’ve actually never used one, and so that would have been really nice to know or other options for that.

Another participant added:

In addition, to just safe sex practices, also just things like healthy relationships and consent, and that sort of stuff, I think that could be really beneficial, especially for young people in rural areas....

For transgender, nonbinary, and bisexual or pansexual participants, it was important to have information that was applicable and affirming to their gender identity and anatomy and the anatomy of their sexual partners:

Yeah, I think it was on Gilead’s website, or maybe it’s on aids.gov that they ask you what your gender identity is, what your anatomy is, and then they ask you a question about the anatomy and gender identity of your partners. So, that way they can customize the suggestions for you, so I don’t know...That would be like the first thing when you create a profile at the first time you open the app, and then if you need to change it, you can hit the wrench or the gear and change it another time.

Ultimately, participants were ready to engage with relevant, tailored information about sexual health.

Functional Recommendations for HIV and STI Prevention Mobile Apps

Participants provided various functional recommendations about features that could be added to the app to improve its usability and better serve users’ needs. Many participants wanted the app to integrate easily with existing utility apps on their phone. For example, one feature of the Combine app is a timeline that displays study milestones and planned prevention activities (e.g., scheduled HIV tests and reminders to order condoms). One participant noted that they would want to integrate this feature with other reminders on their phone:

I really like the timeline thing, which is I know that if I don’t have things in front of me, they don’t exist. I think it would also be a really useful feature to have a calendar integration, add the dates to your calendar. But I also really like how you can see all of the different steps that you have to participate in. That was a feature that I really appreciated.

Participants were interested in the ability to track shipments of sexual health materials or testing kits ordered via the app:

I think that there’s something about being able to monitor and track something in real-time is very gratifying, and if you can ever...I feel like I ever have a service that allows me to do that, it kinda makes me wanna use it more. One of the reasons I have shipped through FedEx is because their online tracking is so solid. I think just having the ability to kinda track and feel like you’re in constant touch with whatever it is you’re trying to do is a really nice thing to have.

Participants wanted the ability to easily tailor their search to locate content within the app, whether sexual health information or providers that offer specific services:

I think of it like Zillow, where if you wanna just look at properties, you can look at properties, but then you can filter based on like condo or house. I like that it has a list of options in the geographic location. I don’t know if every center has testing, screening, if hopefully, they’re all queer and trans-friendly. But I don’t know that, I’m just assuming things like the MinuteClinic is gonna have a different kind of culture than if you go to a sexual health center.

Adding improved search features would improve the app’s ease of navigation and convenience for users. When discussing the mental health and substance use self-evaluation tools available on the app, participants wanted the app to link them to care when necessary:
I was gonna say it might be really helpful to have it directly linked to you where you can go through the diagnostic process. So, if you were tested with the depression or whatever, and you’re like, “Okay, well, what can I do to get better? How can I help this?” If it had the tips, the infographic, self-help tips, you can do that, or you can be like, here’s a psychiatrist you can go to if you want access to medication if it’s really not going well for you. Because I really had no idea where to start with that when I got diagnosed with BPD and stuff. I had no clue what to do.

To better help them use the provider locating feature, participants were interested in a rating and review system in which they could report their experiences with providers. This was perceived as a potentially effective method to avoid stigmatizing health care experiences.

Maybe after you set an appointment, there’s a questionnaire and you say your experiences with that certain facility. I feel like if people within the app that have been there and use it, they know exactly what they were getting into.

Another recommendation that came up across different focus groups pertained to internet access in rural areas. Dedicated offline functionality would make the app more usable and convenient for individuals with poor or fluctuating internet connections:

This might sound a little bit weird, but a very good/dedicated offline feature, at the very least for the FAQs and stuff like that, and maybe even the quizzes. ‘Cause a lot of rural areas don’t have the best access to internet. Even with mobile data, sometimes it’s difficult to get a good connection and things can fail.

Discussion

Principal Findings

We sought to understand the facilitators of and barriers to the uptake of sexual health services among sexual and gender minority individuals living in the rural southern United States and their interest in and willingness to use a mobile app to access HIV and STI prevention information and telehealth services. In focus groups with cisgender men who have sex with men and transgender and gender-expansive populations in the rural southern United States, participants reported frequent barriers to receiving appropriate sexual health services and a high interest in telehealth and, specifically, mobile apps to access HIV or STI prevention information and services.

Participants described a variety of experiences with health care providers, with most participants reporting stigmatizing experiences. Although some participants were able to access clinics that specifically cater to the LGBTQ+ population, many had to travel substantial distances to these clinics. PrEP providers have been documented to be clustered around urban areas, with many people in rural areas living in PrEP deserts that require travel of 1 hour or more to reach a PrEP provider [36]. This lack of proximity to needed HIV prevention services highlights the need for alternative methods for accessing health care, including telehealth, which has been found to be acceptable to rural GBMSM [19,20].

Participants held overwhelmingly positive views of the Combine app and expressed a high degree of willingness to use it to access HIV or STI testing and other HIV prevention services. The app was viewed as an efficient and effective method for overcoming the several barriers to accessing sexual health care discussed earlier. Although some of the barriers to living in rural areas are shared, GBMSM and transgender and gender-expansive communities are not homogenous. Interventions that have been found to be acceptable to GBMSM in densely populated areas, such as the several HIV prevention apps currently being tested, might not be transportable to rural communities. Our results indicate that app-based interventions might be transportable, but adaptations might be necessary to make them acceptable. Although discretion is always a concern when planning interventions for marginalized communities, the concerns of rural sexual and gender minority individuals are heightened because of the increased insularity of the broader communities in which they live. Indeed, rural men who have sex with men have been found to have concerns about privacy and confidentiality in technology-based HIV prevention research studies; however, these concerns were not perceived as insurmountable barriers to participation [28]. In addition, participants indicated a lack of access to basic information about sex and sexual health care such that additional information and resources might be necessary to include.

Drawing on their experiences of living in rural areas, participants had several suggestions for content that should be included in the app. For example, participants discussed the lack of relevant sexual health education that LGBTQ+ students in rural areas receive, a barrier that has been noted elsewhere [37]. To compensate for this, participants suggested that an app for rural sexual and gender minority users should include basic information about sex, the risk of HIV and STIs, and options for reducing the risk of HIV and STI transmission. Participants highlighted that multimedia presentations of this information (eg, diagrams or animations of how to properly use an external condom) would maximize its utility. Inclusive language with respect to anatomy was also mentioned as a priority. This highlights the potential need to include responsive design elements that would allow a user to specify their preferred terminology for different parts of their anatomy (eg, front hole, vagina) upon first use so that language can be used appropriately in the app.

Participants also had several functional recommendations to improve the app, both in general and to increase its utility for rural users. Participants wanted the Combine app to be able to integrate with other apps on their phone. Currently, Combine integrates mapping apps to provide directions to testing locations identified within the app. However, Combine also includes a feature that allows users to set one-time or recurring reminders for different prevention activities (eg, HIV or STI testing and ordering condoms). Participants suggested that integrating this feature with calendar apps on their phone, which they use more frequently, would make this feature more valuable. Future adaptations of the app should incorporate as many app
integrations as feasible to increase the utility of the Combine app. The suggestion to make most of the app’s functions available offline would also increase its utility for rural residents with poor cellular coverage.

Participants expressed multiple motivations and methods that contributed to their decision to trust a source of information. The lack of advertising on a provider's website was perceived to legitimize their services by demonstrating that they were not dependent on external support. Similarly, affiliations with trusted organizations, such as research institutions, were perceived to confer legitimacy. Implementers should consider the extent to which endorsements from or affiliations with existing organizations might improve buy-in from potential end users.

Participants also wanted to be able to search for content within the app. Referencing a real estate app, one participant indicated that they would be able to find the information they wanted more quickly if they could search or use different filters to narrow down the information presented to them. This type of feature could be particularly useful for experienced users who revisit the app to search for particular information.

A requested feature that participants suggested would be particularly useful for sexual and gender minority users in rural areas is a ratings and review system. To supplement the provider locator within the app, participants wanted the ability for users to rate providers and write reviews of their experiences. These ratings could be implemented in several ways. For example, ratings could be provided based on the overall experience or for certain aspects of the experience (e.g., aspects of culturally competent care). Ratings could also potentially be presented based on the identity of the user providing the rating (e.g., cisgender gay men and transgender women) so that other users could view the ratings most relevant to their own experience. Implementing this type of system, however, would require a substantial amount of effort to moderate, and rules would have to be generated for when to display user-submitted ratings and reviews; for example, after a certain number of ratings have been received for a given provider.

Limitations

These focus groups were a convenience sample of sexual and gender minority participants recruited via the web. Thus, they are not representative of all sexual and gender minority rural residents in the southern United States. Willingness to use a mobile HIV prevention app among those who are or are not online and do not volunteer to participate in research studies might differ from those who do. Participants also did not have the opportunity to interact with the Combine app; therefore, they were unable to provide detailed feedback on its specific functionality.

Conclusions

The results of these focus group discussions indicate that sexual and gender minority individuals in the rural southern United States could benefit from HIV prevention interventions delivered via mobile apps and that there is high interest in and willingness to use such apps. To meet the goal of the EHE initiative, all communities at risk of HIV must have access to HIV prevention and treatment services. Mobile apps might present an effective and scalable method for reaching sexual and gender minority individuals in rural areas, as they have already been shown to do in more densely populated locations [21,38,39].
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Abstract

Background: Despite acceleration of remote consulting throughout the COVID-19 pandemic, many health care professionals are practicing without training to offer teleconsultation to their patients. This is especially challenging in resource-poor countries, where the telephone has not previously been widely used for health care.

Objective: As the COVID-19 pandemic dawned, we designed a modular online training program for REmote Consulting in primary Health care (REaCH). To optimize upscaling of knowledge and skills, we employed a train-the-trainer approach, training health workers (tier 1) to cascade the training to others (tier 2) in their locality. We aimed to determine whether REaCH training was acceptable and feasible to health workers in rural Tanzania to support their health care delivery during the pandemic.

Methods: We developed and pretested the REaCH training program in July 2020 and created 8 key modules. The program was then taught remotely via Moodle and WhatsApp (Meta Platforms) to 12 tier 1 trainees and cascaded to 63 tier 2 trainees working in Tanzania’s rural Ulanga District (August-September 2020). We evaluated the program using a survey (informed by Kirkpatrick’s model of evaluation) to capture trainee satisfaction with REaCH, the knowledge gained, and perceived behavior change; qualitative interviews to explore training experiences and views of remote consulting; and documentary analysis of emails, WhatsApp texts, and training reports generated through the program. Quantitative data were analyzed using descriptive statistics. Qualitative data were analyzed thematically. Findings were triangulated and integrated during interpretation.

Results: Of the 12 tier 1 trainees enrolled in the program, all completed the training; however, 2 (17%) encountered internet difficulties and failed to complete the evaluation. In addition, 1 (8%) opted out of the cascading process. Of the 63 tier 2 trainees, 61 (97%) completed the cascaded training. Of the 10 (83%) tier 1 trainees who completed the survey, 9 (90%) would recommend the program to others, reported receiving relevant skills and applying their learning to their daily work, demonstrating satisfaction, learning, and perceived behavior change. In qualitative interviews, tier 1 and 2 trainees identified several barriers to implementation of remote consulting, including lacking digital infrastructure, few resources, inflexible billing and record-keeping systems, and limited community awareness. The costs of data or airtime emerged as the greatest immediate barrier to supporting both the upscaling of REaCH training and subsequently the delivery of safe and trustworthy remote health care.
Conclusions: The REaCH training program is feasible, acceptable, and effective in changing trainees’ behavior. However, government and organizational support is required to facilitate the expansion of the program and remote consulting in Tanzania and other low-resource settings.

(JMIR Form Res 2022;6(6):e32964) doi: 10.2196/32964
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Introduction
Background

Essential health services are not available for over a third of the world’s population, and most of this population is in low- and middle-income countries (LMICs) [1]. Marginalized communities, including those living in rural areas and informal settlements or slums, have least access to high-quality health care [2]. High-quality care includes appropriate and timely treatment and follow-up [2], and its provision forms part of the United Nations Sustainable Development Goal for health [3].

Even prior to the COVID-19 pandemic, remote consulting was considered to have the potential to increase access to quality health care, especially in rural communities [4-6]. It is estimated that 85% of individuals across LMICs own a mobile phone [7]. Although Tanzania has lower rates of ownership, it still has 75% mobile phone ownership across the population and 90% among health workers [8]. Mobile phone ownership is lower amongst rural, older, illiterate, and female populations compared to other population groups but is rapidly increasing [4,7]. Patients find remote consulting acceptable and appreciate the consistency and continuity of care achieved through improved communication [9].

From the beginning of the COVID-19 pandemic, the World Health Organization recommended remote consultation using phones or videoconferencing as an option for protecting the safety of patients and health workers and to enable continued health care provision [10,11]. Worldwide, in the face of the pandemic, remote consulting increased but often with little preparation and training [12]. This lack of training in the use of health technology is a key barrier to the acceptance and uptake of remote consulting in LMICs [4,13], along with health workers’ worries about increasing personal workload [9].

Worldwide, continuing medical education delivered remotely has been shown to be acceptable, feasible, and desirable [14]. It enables greater geographic accessibility and time flexibility [15] and has been shown to be as effective as traditional teaching methods and far more effective than no training [16,17]. Issues of network connectivity, costs of data/airtime, access to electricity, and usability of the device are challenges that need to be addressed [18].

This paper first describes a remotely delivered education program called remote consulting in primary health care (REaCH) aimed at equipping health care workers in LMICs with knowledge, skills, and confidence to conduct remote consulting. We then present a 2-phase approach to evaluation: (1) a pretest phase to establish technical and face validity, and (2) our feasibility study of the delivery of the REaCH training to registered health workers and its cascade to other health workers, and the perceived impact of training on the delivery of health care remotely.

REaCH Training Program and Its Development

REaCH training aims to equip health workers with an understanding of the variety, benefits, challenges, and organizational changes associated with remote consulting and the skills for implementation of remote consulting in their health care facilities. The training was developed in partnership between St Francis University College of Health and Allied Sciences (SFUCHAS) (Tanzania), King’s College London (KCL, UK), and the University of Warwick (UK). The REaCH training, and a sample presentation of the training materials, can be freely accessed on a not-for profit basis at the Warwick Medical School website [19].

The REaCH training, developed in April and May 2020, is designed for registered health workers (eg, nurses, doctors, clinical medical officers) with access to smartphones, at least intermittent access to Wi-Fi, and an ability to learn in English. We refer to these trainees as tier 1 trainees. They engage in self-directed learning using written and video materials. Activities and assignments are included, which encourage trainees to apply what they learn to their local context. Training materials are in English and can be downloaded as PDF files where network access is challenging. A facilitator introduces the 8-module course to the trainees and interacts with them via a social media platform to discuss the learning and assignments. Each module is designed to take 1-3 hours. The facilitator supports these tier 1 trainees to cascade their learning to health workers in their local team (tier 2 trainees) using the train-the-trainer approach. It is left to the discretion of the tier 1 trainees to decide what learning to cascade to the tier 2 trainees. Tier 2 trainees need to own a feature phone (ie, no internet or up to 2G enabled). In our pilot, the learning cascade was completed in the local language, Swahili.

The content of each module is described in Table 1. REaCH is delivered via Moodle [20], an open-source blended-learning app. For the facilitated discussions, in our pilot, we used WhatsApp (Meta Platforms) [21] as it was popular locally and content is encrypted; trainees did not share patient information on the group. An information and communication technology (ICT) officer provided telephone support to trainees when they encountered difficulty with Moodle and suggested solutions.
when internet access was difficult (eg, travelling to a local village to download the materials).

We used the talent, resource, alignment, implementation, and nurturing (TRAIN) framework to optimize our train-the-trainer approach [22]. The facilitators who delivered the tier 1 training and the tier 1 trainees themselves were health professionals willing and able to train others (talent). We provided airtime and internet for facilitators, and each tier 1 trainee received £60 (US $74.30) for airtime and internet (resource). We provided tier 1 trainees with a certificate of course completion so they could add this to their training portfolio (alignment). Embedded within the REaCH training are teaching and activities related to implementation of remote consulting and how to cascade learning (implementation). There is opportunity for the tier 1 trainees to maintain contact on social media after the course for peer support (nurturing).

The facilitator is supported by a facilitator’s guide incorporating pedagogical principles underpinning the course, logistics, expectations, and tips to optimize trainee engagement. The learner is provided with a guide covering learning expectations, how to seek help, how to organize cascade training, and other logistical issues.

In July 2020, we pretested the first iteration of the REaCH Moodle course to establish technical and face validity with university-based professionals, 11 from SFUCHAS and 1 from the United Kingdom. The test demonstrated that it was possible and acceptable to use Moodle for delivering the course. Based on feedback from this test, we included the WhatsApp group for facilitator support, developed the facilitator and trainee guides, and notes on how to cascade each module, an introductory video, and the option of downloading course materials as PDF files to enable studying to continue when digital access was interrupted. This version of REaCH was used in the second iteration feasibility study (August 2020) described in this paper. During this period, we obtained funding to support the airtime requirements of learners to undertake and cascade training and deliver remote consultations to their patients. This timeline is presented in Table 2.

### Table 1. REaCH modules.

<table>
<thead>
<tr>
<th>Module</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction</td>
<td>Why is remote consulting important?</td>
</tr>
<tr>
<td>1</td>
<td>What devices and platforms are used in remote consulting?</td>
</tr>
<tr>
<td>2</td>
<td>How does my role change and the care I provide my patients?</td>
</tr>
<tr>
<td>3</td>
<td>What are the risks and benefits of remote consulting?</td>
</tr>
<tr>
<td>4</td>
<td>What patient outcomes can I expect, including limiting COVID-19 spread?</td>
</tr>
<tr>
<td>5</td>
<td>What new issues arise in remote consulting that are different from face-to-face care?</td>
</tr>
<tr>
<td>6</td>
<td>What is my plan for delivering my work remotely (and that of my team/colleagues)?</td>
</tr>
<tr>
<td>7</td>
<td>How can I evaluate my own remotely delivered health care practice (and that of my team/colleagues)?</td>
</tr>
<tr>
<td>8</td>
<td>How can I influence others to change to remote consulting?</td>
</tr>
</tbody>
</table>

*REaCH: remote consulting in primary health care.*
Table 2. Timeline: REaCH\textsuperscript{a} development, training process, and feasibility study.

<table>
<thead>
<tr>
<th>Period</th>
<th>Training phase</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>April-May 2020</td>
<td>Training development</td>
<td>• REaCH training developed for online delivery (using Moodle and mobile devices)</td>
</tr>
<tr>
<td>July 2020</td>
<td>Pretesting</td>
<td>• REaCH training pretested with university-based professionals in Tanzania (n=11) and the United Kingdom (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Online training delivery mode found to be acceptable</td>
</tr>
<tr>
<td>July-August 2020</td>
<td>Adaptation</td>
<td>• REaCH training adapted to include:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Use of WhatsApp</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Facilitator and trainee guides</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Cascade notes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Introductory video</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Downloadable materials</td>
</tr>
<tr>
<td>August-September 2020\textsuperscript{b}</td>
<td>Feasibility study (as reported in this paper)</td>
<td>• REaCH training delivered to 12 tier 1 trainees, Ulanga District</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Training completed by 12 trainees</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Evaluation completed by 10 (83%) trainees</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Cascade training delivered by 9 (75%) trained tier 1 trainers to 63 tier 2 trainees</td>
</tr>
<tr>
<td>August 2020-March 2022</td>
<td>Trial</td>
<td>• Stepped-wedge trial of REaCH training in Tanzania and Nigeria underway</td>
</tr>
</tbody>
</table>

\textsuperscript{a}REaCH: remote consulting in primary health care.
\textsuperscript{b}Data collected and analyzed in this paper.

**Feasibility Study Objectives**

The feasibility study objectives were to evaluate the trainees’:

- Response to REaCH training, their engagement levels, and their perceptions of the content and process (reaction)
- Perceptions of their level of understanding of the topic, including knowledge, skills, and attitudes, after undertaking the training (learning)
- Intended changes in how they deliver health care after completing the training and how the training contributed to this (behavior)

**Methods**

**Study Design**

In this feasibility study, we implemented and then evaluated the REaCH training using a survey, qualitative interviews, and documentary analysis. Our study was informed by Kirkpatrick’s model [23] for assessing informal and formal learning (Figure 1).

We assessed the reaction and self-reported learning and intended behavior change.

**Ethical Considerations**

We used the Frascati definition of research, as summarized by the University of Warwick, to determine whether this study was considered research. We considered it not to be research, as its purpose was testing and standardization [24].

We subsequently checked our decision using the UK Medical Research Council and National Health Service (NHS) Health Research Authority tool for assessing ethics review, which indicated we did not need ethical review [25].

We received permission from the district medical officer (Ulanga District) for the participants (health care workers) to participate in the training and its evaluation.
Trainees and Setting

Tier 1 trainees were enrolled from health facilities in Ulanga District of remote rural Tanzania. Ulanga has a population of 265,203, with 1 hospital, 2 health centers, and 23 dispensaries. Tier 1 trainees were selected using purposive and referral sampling and fulfilled the following criteria: they consulted with patients, worked in a rural area, owned a smartphone or computer, had access to Wi-Fi, were prepared to include remote consultations by phone as part of their health care practice, and were willing to cascade training to 7 other health workers in their team.

Tier 2 health workers were enrolled by the tier 1 trainees. They had to consult with patients, own a feature phone, and be prepared to add remote consultations by phone to their health care practice. The training was delivered between August 10 and September 2, 2020. All trainees received information about the evaluation and verbally consented to it.

Data Collection

The Survey

Questionnaires were developed by authors TM and SP for completion by trainees after each module and at the end of the training. These were structured around Kirkpatrick’s model of learning, with Kirkpatrick’s second and third levels (learning and behavior) assessed by self-report. We asked trainees about the process of undertaking the training (dichotomous questions and open-ended questions) and about their satisfaction (reaction), learning, and any intended changes to health care delivery as a result of the training (behavior) using 5-point Likert scales. A link to the survey was emailed to trainees and completed via SurveyMonkey.

Qualitative Interviews

The facilitator, all tier 1 trainees who completed the training, and, from each of their groups of tier 2 trainees, a convenience sample of 2 tier 2 trainees were invited for in-depth semistructured interviews. These were conducted by telephone following completion of the training by a researcher (TM) experienced in qualitative methods. Interviews explored participants’ perceptions and experiences of the training and their views about remote consulting. Each interview was recorded digitally, transcribed verbatim, and translated by this researcher.

Documentary Analysis

We collated WhatsApp texts and emails between facilitator and trainees and reports written by tier 1 trainees after they had cascaded the training to tier 2 trainees. The tier 1 trainees reported on their experiences of cascading training, including topic selection, duration of training, preparedness for teaching and learning, how they motivated the tier 2 trainees, and advantages and disadvantages of the REaCH Moodle training approach.

Data Analysis and Trustworthiness

The survey results were analyzed descriptively. Interview transcripts were independently coded and analyzed thematically by 3 team members (authors TM, BC, AD). Coding disagreements were resolved through discussion within the wider research team. TM analyzed the written documents thematically. The research team held weekly debriefing meetings to reflect on the training and evaluation, identify/respond to challenges, share insights, and collectively make sense of the data. We triangulated and integrated our findings in interpretation.

Results

Trainees

In total, 12 tier 1 trainees were enrolled within the REaCH training program, 3 (25%) women and 9 (75%) men. Tier 1 trainees were predominantly senior medical figures in participating health facilities (mostly doctors or assistant medical officers). In addition, 63 tier 2 trainees received cascaded training. The tier 2 trainees included a variety of health practitioners in the region: clinical officers, nurses, medical attendants, community health workers, and pharmacists, as well as 3 (5%) laboratory technicians and 2 (3%) radiologists, who were anecdotally delivering remote consulting. Of the 63 tier 2 trainees, 24 (38%) were women. Trainee characteristics are presented in Table 3. Of the 12 tier 1 trainees, all completed the training; however, 2 (17%) faced delays due to difficulty with internet connection and subsequently did not complete the evaluations or the cascading process. In addition, 1 (8%) tier 1 trainee faced personal circumstances, which precluded them from completing the cascading process. Thus, 9 (75%) tier 1 trainees cascaded their training to tier 2 health workers in their teams (N=63).
Table 3. Trainee characteristics.

<table>
<thead>
<tr>
<th>Cadres</th>
<th>Tier 1 trainees</th>
<th>Tier 2 trainees</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Enrolled (N=12), n (%)</td>
<td>Training completed (N=12), n (%)</td>
</tr>
<tr>
<td>Medical doctors</td>
<td>6 (50)</td>
<td>6 (50)</td>
</tr>
<tr>
<td>Assistant medical officers</td>
<td>5 (42)</td>
<td>5 (42)</td>
</tr>
<tr>
<td>Clinical officers and assistant clinical officers</td>
<td>N/A⁴</td>
<td>N/A</td>
</tr>
<tr>
<td>Pharmacists</td>
<td>1 (8)</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Community health workers</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Radiologists</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Laboratory technicians</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Nurses</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Medical attendants</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Gender (female)</td>
<td>3 (25)</td>
<td>3 (25)</td>
</tr>
</tbody>
</table>

⁴N/A: not applicable.

The Survey: Training Process Questionnaires

Survey questions about the process of training were completed by 9 (75%) of 12 tier 1 trainees; 3 (25%) trainees were unable to complete the survey due to a poor internet connection.

All 9 responding tier 1 trainees had studied in their own personal time; 7 (78%) said that they also studied during working hours, 8 (89%) had completed all 8 REaCH modules, and 1 (11%) respondent completed 5 modules. All completed the assignments associated with the modules studied. Respondents spent 1-3 hours studying per module. Of the 9 respondents, 5 (56%) completed these modules in the allocated 6-day time frame, while the other 4 (44%) completed it within 8 days. Delays were due to busyness, device and network challenges, and initial low technological competence. All respondents found the assistance from the ICT officer and facilitators to be effective and timely.

The Survey: Reaction, Learning, and Behavior Questionnaires

Survey questions on reaction, learning, and behavior [23] were completed by 10 (83%) of 12 respondents (see Multimedia Appendix 1). There was little disagreement with the questions. All 10 respondents agreed that the training was useful and that facilitation was sufficient and timely. All 10 respondents appreciated the online and WhatsApp method of teaching and found that the learning outcomes were realistic and achievable. In addition, 9 (90%) of 10 respondents would strongly recommend this type of training to other health care workers.

Every respondent reported receiving the skills needed to learn remote consulting and to apply these skills to their jobs. They each reported already using the training in their daily work and being able to train other health care workers in this content.

Qualitative Interviews

Telephonic interviews were carried out with the tier 1 training facilitator, 9 (75%) tier 1 trainees, and 16 (25%) tier 2 trainees. Interviews lasted between 15 and 30 minutes each, with tier 1 interviews conducted in English and tier 2 interviews in Swahili. See Multimedia Appendix 2 for the interview question scaffold.

We present the results under the following themes: perceptions of the REaCH program, challenges encountered during the training, learning from REaCH training, how the training could be improved, and trainees’ views on implementation of remote consulting into their routine practice. Trainees are labeled according to their tier of training and the order in which they were interviewed, as follows:

• Tier 1: participant A, B, C,…
• Tier 2: participant AA, BB, CC,…

Perceptions of the REaCH Training Program

Overall, the trainees appreciated the program and recommended continuation and expansion among their peers.

I wish to congratulate the initiators of this program. I would recommend this knowledge to be taught in the health colleges so that we now begin to recruit new doctors with high experience in remote consultation. [Tier 1, participant D]

Generally, the participants perceived the course as a good course, something [that] is also a success. [Tier 1, facilitator]

Challenges Encountered During the Training

Over half of the tier 1 trainees reported challenges with their digital technology, including storage capacity of smartphones, low technological competence, and network challenges.

There is no stable internet connection in this area, and this was 1 of the challenges I faced during the training. Ooh, likewise, the mobile network we use in our area is not stable. [Tier 1, participant E]

Nevertheless, trainees found the assistance from ICT personnel and facilitators to be effective and timely.
There were several technical challenges and some issues concerning the arrangements of the modules; therefore, we used to seek instruction from the facilitator and ICT personnel, [and] actually, they were responding as soon as possible. We were told how to download the modules and the way we could go about reading them. [Tier 1, participant A]

Although some trainees found it difficult to schedule the training around their work, others appreciated the flexibility of the online training.

The shortage of enough time…I spent many hours at work, so I had to make sure I read the modules in my extra time. [Tier 1, participant D]

The training time planning was well arranged because it allowed us to engage in learning at any daily time. [Tier 2, participant CC]

Learning From REaCH Training

All participating health care workers felt that their knowledge increased and that their behavior had changed since the training program. Some trainees were learning about remote consultation for the first time.

Yes, there are some changes; as you know, the modules have insisted on practicing remote consultation instead of face-to-face consultation, which we only trusted before. Recently, we have noticed that remote consultations are also appropriate, and actually, this alternative will work properly…! [Tier 1, participant E]

Many remarked upon the usefulness of remote consulting during COVID-19.

Actually, this would assist much during this time of COVID-19 spread because it avoids the chance for having physical interaction between the patients and doctors. [Tier 1, participant F]

Over half of the interviewees reported paying attention to privacy and confidentiality during remote consultations.

I do the remote consultation in a professional way by making sure I ask for consent, ensuring privacy as well as keeping their records, and making sure I continue to make follow-up on the patient’s progress. [Tier 1, participant A]

Trainees reported talking to patients before they attended clinic and following them up by phone rather than face-to-face. This included conducting remote consultations for patients who hesitated to attend face-to-face consultations out of fear of stigmatization.

I have started to offer advice to patients with shameful diseases remotely. You know the patients with gonorrhea can feel free to talk to a health care provider remotely rather than face-to-face. [Tier 1, participant H]

Trainees had worked out how to bill for remote consultations.

I enjoyed this learning style because I have discovered that through this…this can give us an extra alternative to get money! [Tier 1, participant D]

Recommendations for Improvement of the REaCH Training

Tier 1 trainees recommended a face-to-face meeting at the beginning of the course and additional time at the start to familiarize themselves with Moodle.

My advice is this…we should be making face-to-face meetings at least once at the beginning of a course that will be helpful in making things more clear! We can be taught physically on how to go through the Moodle and students’ forum as well. [Tier 1, participant D]

The facilitator agreed that additional time was needed at the start of the course for familiarization and supported the tier 1 trainees in including this during cascading. The facilitator supported some tier 1 trainees in producing printed materials for the tier 2 trainees. However, we found that many of the tier 2 trainees had smartphones and received the online materials easily.

The first thing that has been successful in this training [is] the majority of us received the learning materials on time simply because we have got smartphones through which we received them. [Tier 2, participant MM]

The facilitator was keen to see the addition of incentives to engagement, such as accreditation and payment for time spent undertaking the training.

Implementation of Remote Consulting in Routine Practice

To further apply their learning in practice, trainees said they needed airtime and internet packages, suitable electronic devices, and improved infrastructure.

Our digital devices are not modern ones…we should be assisted with the internet packages to support online processes during the moment of interacting with the remote clients. [Tier 1, participant B]

We can’t provide the remote consultation if the supporting infrastructures like mobile networks are not working very well. Therefore, the government should ensure all necessary infrastructures for remote consultations. [Tier 1, participant I]

Trainees emphasized the importance of governmental recognition to ensure adequate compensation for their work.

This needs some money…workers should be paid for this extra duty. [Tier 1, participant D]

They recognized the need to inform the community about remote consulting.

Moreover, we need to make the community be aware and recognize this kind of consultation. [Tier 1, participant I]
The lack of pharmacies and pathology laboratories in rural areas was identified as a barrier to successful remote consulting.

First of all, it will be difficult to make a physical examination, and the second challenge will be a shortage of pharmacies in remote areas, something that will make the remote clients fail to get medicines after consultation. [Tier 2, participant CC]

The government should allow individuals to establish laboratories in remote areas. You know there are many laboratories that have been stopped due to the fact that they don’t meet the eligibility requirements. So, we should have enough laboratories in rural areas so that clients may have test[s]. [Tier 2, participant DD]

Trainees noted that some members of the community would not have easy access to a phone, as they are owned by the heads of families and sharing phones can reduce confidentiality.

You know most of the mobile owners in the family level are heads of the families; therefore, the other family members will not be free enough to use those phones. So far, sharing phones will reduce the confidentiality of the clients’ information. [Tier 2, participant MM]

Older members of the community were unlikely to afford a phone, and there were community members who were illiterate and so unable to use text messaging.

Most of the community members, especially elders, are not possessing mobile phones, so they can’t make consultations by themselves without asking the help from their neighbors. [Tier 1, participant J]

Generally, this is a good idea, but I am doubting whether the elders will afford to pay the costs for remote consulting. [Tier 2, participant NN]

So far, some of them are not aware of reading and writing; therefore, they can’t send a text to the doctor when required to do so. [Tier 1, participant J]

Some trainees were concerned with how to keep records of remote consultations.

We are still lacking the best alternative to keep the remote clients’ records…we should find how to solve this challenge. [Tier 1, participant B]

One said there needed to be a different way of referring patients between health care workers when they were consulting remotely.

To make referrals to remote clients, there should be an alternative for facilitation referrals from junior to senior HCW[s] [health care workers]. [Tier 1, participant L]

Qualitative findings from the interviews with tier 1 and 2 trainees were compared with analysis of the reports on the cascading process by tier 1 trainees.

**Documentary Analysis: Tier 2 Training Process**

Tier 2 training was completed over 3 days, with 2 pretraining preparation days where tier 1 trainees informed the tier 2 trainees about the aims of the course, its contents, and the training style and answered any questions. Tier 1 trainees selected modules 1, 2, 3, 5, and 7 for cascade as they were deemed to be the most clinically relevant (Table 1).

Introduction to training occurred via phone conferences and WhatsApp chats, and learning was primarily conducted through smartphone and featured phones with phone calls, texts, phone conferences, WhatsApp message group, and emails.

Soon after receiving the modules, the [tier 2] trainees started learning independently...when issues could not be understood, they used to make calls and send texts for more discussion and elaboration. [Tier 1, participant E]

Where there were unstable internet connections, tier 2 trainees traveled to their nearest colleagues to pick up the module PDF files or to a nearby area with a stronger internet connection.

The participants from the areas with [an] unstable internet connection were advised to move to the areas with [an] internet connection in order to download the materials. [Tier 1, participant A]

Of the 63 tier 2 trainees enrolled, 61 (97%) trainees completed the course, with 53 (87%) completing it within 3 days, while 2 (3%) did not complete the course due to personal reasons.

One participant’s child got sick during the week of training that made her fail to complete the training in time. [Tier 1, participant F]

Modifications used to ensure engagement included using reminder texts and phone calls to gauge and maintain attention of the trainees, using group discussions to increase teamwork, and conducting face-to-face conversations when the trainees and trainers were working in the same health facilities.

Sometimes, we were sending texts through the phone and WhatsApp media to remind them about the discussion time. [Tier 1, participant D]

I also used to put some question in [the] WhatsApp platform to assess the trainees’ understanding. [Tier 1, participant F]

Participants’ chats in WhatsApp assisted to assess the participation rate. You know, we were making calls to [the] training facilitator once per day to report on cascading progress and share the technical experience. [Tier 1, participant B]

Modifications to solve logistical issues included translating the training documents into Swahili to overcome language barriers, providing downloadable materials that trainees could access from nearby villages when they had unstable internet connections, and moving group calls to early morning and evening hours to avoid working hours.

All in all, when I posted learning materials on the WhatsApp media, I tried to elaborate in Swahili to make them understand the contents. [Tier 1, participant A]
Discussion

Principal Findings
This feasibility study found that remotely delivered professional REaCH training [19] using the Moodle app supported by cascade training infrastructures is technically and pedagogically feasible and well received by trainees in rural Tanzania. They were satisfied with the course and would recommend the program to other health care workers (reaction). They expressed that they learned skills needed to remotely consult within the health system, including how to bill patients for the consultations, and they were able to cascade the teaching (learning). Trainees reported confidently implementing remote consulting and increased understanding of topics, such as medical ethics of remote consulting and behavior change theory (behavior) [23].

Barriers to remote consulting implementation identified by our trainees include lacking digital infrastructure and few resources, inflexible billing and record-keeping systems, and limited community awareness about remote consulting. Having local technical support for learners proved invaluable to delivery and receipt of training. The greatest immediate barrier to supporting both the upscaling of REaCH training in LMICs and subsequently the delivery of safe and trustworthy remote health care is the cost of the data or airtime for the health workers themselves.

Comparison to Prior Work
Our REaCH training responds to a need identified by current research. In a systematic review of 14 studies assessing the feasibility and efficacy of remote consulting in LMICs, all studies identified that with adequate training, health care workers were able to learn to use mobile phones to deliver health care, but the review emphasized that sufficient initial and ongoing training is required to support the implementation of remote consulting [32]. In a systematic review of the barriers to remote consulting, lack of training was likewise identified as a key barrier [33]. Furthermore, during the COVID-19 pandemic, in a survey of physicians in Libya, 638 (94.8%) of 673 of participants expressed willingness to participate in a telemedicine training course [34].

Ediriipulge et al. [35] literature review of 9 studies that described the delivery of training in telehealth not only emphasized the importance of adequate training to ensure integration of remote consulting in health systems but also found that the programs were predominantly conducted online and were a mixture of continuous professional development and university courses [35].

A scoping review, published after the development of the REaCH curriculum, describes the range of topics covered by courses that train health personnel for remote consulting [36]. Our course covered the key topics commonly taught, and included topics less commonly taught, including ethics, professionalism, and challenges of remote consulting. In this review, only 2 (5%) of 43 studies were conducted in LMICs [37,38]. One of these papers, similar to our study, evaluated its program using Kirkpatrick level 3 evaluation, while the other paper also included Kirkpatrick level 4 evaluation [39,40].

As in our study, the train-the-trainer approach to remote consulting education was successfully used in Rwanda to train community health care workers in monitoring pregnancy and pregnancy-related complications remotely and in Liberia to upskill traditional midwives to use mobile technology for short messaging service (SMS) texting [39,40]. Also replicated in our findings, remote delivery of remote consulting training in Brazil and India has been successful [38,41]. These trials and other similar remote consulting training programs in LMICs have been well received with high completion rates, as with our pilot study [42,43].

Strengths and Limitations
This study has some key strengths. We tested the program at several stages, undertook intensive evaluation at each stage, and were thus able to improve the program multiple times. We collected quantitative data and qualitative data to evaluate the training.

REaCH training and its pilot evaluation were undertaken at speed in response to the urgent need to support Africa’s low-resource health care system in the face of the COVID-19 pandemic. Consequently, it has some limitations. The results are based on a relatively small number of health workers. Kirkpatrick’s model informed the evaluation, but the second and third levels (learning and behavior) were assessed by self-report, with no external observation or validation. Although Kirkpatrick’s model has its limitations for assessing medical education, it is useful for an evaluation, such as this that assesses immediate effects [44]. The survey questions were developed and delivered in a short time frame. Although each question captures 1 area of interest, some include 2 issues, which we are unable to tease out. There was a marked positive skew in the survey results, although in the exploratory semistructured interviews, respondents talked about both positives and negatives. The evaluation was conducted at 1 site, a single region in a single country, and by the team that developed the training.

We are currently running a stepped-wedge trial of REaCH training in Tanzania and Nigeria to evaluate actual behavior change and results in terms of the impact on health care delivery [45].

Conclusion
The REaCH program, providing training on remote consulting, is feasible and acceptable and successfully initiated behavior change in health care workers in a rural district in Tanzania. Trainees identified a need for resourcing of data/airtime and a technical and device infrastructure for the implementation of remote consulting.
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Abstract

Background: Approximately 1 in 5 American adults experience mental illness every year. Thus, mobile phone–based mental health prediction apps that use phone data and artificial intelligence techniques for mental health assessment have become increasingly important and are being rapidly developed. At the same time, multiple artificial intelligence–related technologies (eg, face recognition and search results) have recently been reported to be biased regarding age, gender, and race. This study moves this discussion to a new domain: phone-based mental health assessment algorithms. It is important to ensure that such algorithms do not contribute to gender disparities through biased predictions across gender groups.

Objective: This research aimed to analyze the susceptibility of multiple commonly used machine learning approaches for gender bias in mobile mental health assessment and explore the use of an algorithmic disparate impact remover (DIR) approach to reduce bias levels while maintaining high accuracy.

Methods: First, we performed preprocessing and model training using the data set (N=55) obtained from a previous study. Accuracy levels and differences in accuracy across genders were computed using 5 different machine learning models. We selected the random forest model, which yielded the highest accuracy, for a more detailed audit and computed multiple metrics that are commonly used for fairness in the machine learning literature. Finally, we applied the DIR approach to reduce bias in the mental health assessment algorithm.

Results: The highest observed accuracy for the mental health assessment was 78.57%. Although this accuracy level raises optimism, the audit based on gender revealed that the performance of the algorithm was statistically significantly different between the male and female groups (eg, difference in accuracy across genders was 15.85%; P<.001). Similar trends were obtained for other fairness metrics. This disparity in performance was found to reduce significantly after the application of the DIR approach by adapting the data used for modeling (eg, the difference in accuracy across genders was 1.66%, and the reduction is statistically significant with P<.001).

Conclusions: This study grounds the need for algorithmic auditing in phone-based mental health assessment algorithms and the use of gender as a protected attribute to study fairness in such settings. Such audits and remedial steps are the building blocks for the widespread adoption of fair and accurate mental health assessment algorithms in the future.

(JMIR Form Res 2022;6(6):e34366) doi:10.2196/34366
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### Introduction

#### Background

Various machine learning (ML) algorithms are increasingly being used to make crucial decisions previously made by humans. Whether they are involved in approving loans, granting college admissions, or identifying the need for additional health support, automated algorithms find patterns, predict outcomes, and make decisions that may have consequential impacts on individuals’ lives [1]. Indeed, the dependency on algorithms has eased our lives by replacing subjective human decisions with ML algorithms. The movement toward the application of automated algorithms in the health domain was not an exception. For instance, the proactive assessment of an individual’s mental health is essential for maintaining a healthy and well-functioning society [2]. Although this holds the promise of dramatically wider access to mental health care, it is also fraught with inequities that can often inadvertently be baked into the algorithmic prediction of mental health levels.

ML algorithms attempt to find the generalized pattern from the training data, and sometimes these algorithms can manifest inherent biases across demographic characteristics such as age, race, ethnicity, and gender. A reason for the existing biases can be explained by negative legacy [3] (i.e., the absence of sufficient data for a particular demographic group). For example, giving loans mostly to higher-income groups in the past may result in disapproval of loans to lower-income groups by algorithms that were informed by historical data, resulting in potential damage to individuals belonging to lower-income groups.

Such biases can be especially deleterious if they are part of health care algorithms. For instance, a recent study by Allen et al [4] found that algorithms used to assess mortality scores exhibit differential accuracy across races, thereby increasing racial disparities in health care. Similarly, Gianfrancesco et al [5] demonstrated that algorithmic predictions based on electronic health records can discriminate against multiple demographic groups. In particular, Obermeyer et al [1] showed that existing algorithms do not adequately identify the need for health support for people of color.

Building on these trends, we move the discussion of algorithmic fairness to mobile mental health assessment algorithms, which have been increasingly used in recent times [6]. With >6 billion users, mobile phones are one of the most ubiquitous consumer devices in the world. Many of them (especially smartphones) have capabilities conducive to monitoring an individual’s physical activity, location, and communication patterns, each of which has been connected to mental health in the past [7,8]. Thus, mobile phones hold significant promise as a platform for monitoring multiple indicators of mental health risks and improving long-term management and treatment delivery to people with mental health issues [7,9]. At the same time, the creation of phone data–based ML models without considering the aspects of justice and fairness could reify, amplify, and multiply existing health disparities for certain segments of society (eg, women). Considering the abovementioned factors, the main research questions (RQs) of this study were as follows:

- **RQ1:** Are mobile phone-based mental health algorithms susceptible to bias in terms of gender?
- **RQ2:** Is it possible to reduce the level of bias while maintaining high accuracy?

#### Related Work

##### Predicting Mental Health

Over the past few decades, mental health has typically been assessed based on self-reported surveys that involved sporadic sampling, most of which were initiated after some significant events had taken place in an individual’s life. Recently, as the availability of mobile phone data has increased, several studies have suggested using mobile phone data to detect and predict mental health conditions. Wang et al [10] introduced a mobile phone sensing system to automatically infer mental well-being, including depression, stress, flourishing, and loneliness. The study reported that automatically sensed conversation activity, mobility, and sleep were significantly associated with mental health outcomes. By collecting data from sensors in mobile phone users (eg, location, messages, and calls), a longitudinal study showed a relationship between users’ routines and moods [11]. Another study also found that mobile phone–based features such as call count, call response rate, and the number of new contacts are positively associated with mental health [8]. Using location information collected by a mobile phone app, Canzian and Musolesi [12] assessed the correlation between mobility patterns and the presence of depressive mood. A similar study also presented the relationship between depressive symptoms and the use of mobile phones and the movement through geographic spaces [7].

The results of the abovementioned studies provide clear evidence of interconnections between mobile phone data features and mental health conditions. More importantly, they suggested the potential of developing phone-based ML algorithms as a basis for the unobtrusive prediction of mental health conditions. However, to the best of our knowledge, no study has examined the possibility of algorithmic bias in predicting mental health status by using mobile phone data. Motivated by previous work on algorithmic fairness (see the Algorithmic Fairness section), this study attempted to mitigate the discriminatory impact of gender on mental health prediction algorithms.

##### Algorithmic Fairness

An increasing amount of research has suggested that ML algorithms in many domains are not free from discriminatory decision-making. Even with the best intentions, data-driven algorithmic decision-making processes can reproduce, inherit, or reflect the existing social biases. Algorithmic bias may stem from different sources, including (1) input data that may have unequal representation from different groups, (2) an algorithm that has been inadvertently or knowingly coded to make unfair decisions, (3) misuse of certain models in a different context, and (4) biased training data, which reaffirms that social biases may be used as evidence that an algorithm performs well [13]. Broadly, the sociotechnical system framework underscores that the value system of the algorithm developers is coded during the algorithm design process; hence, each assumption (often
An influential philosophical theory of fairness is attributed to the 20th-century philosopher Rawls, who equated fairness and justice, arguing broadly that fairness is a demand for impartiality [21,22]. In this study, we followed the approach for distributive justice based on the interpretation of Rawls. Specifically, we considered an algorithm to be fair if its performance did not vary for individuals with different demographic descriptors (eg, gender).

This is related to the concept of disparate impact [28]. Disparate impact, in US labor law, refers to practices in areas such as employment and housing, which affect one group of people of a protected characteristic more adversely than another, even when the rules applied by employers or landlords appear to be neutral [29]. Most federal civil rights laws protect against disparate impacts based on race, color, religion, national origin, and sex as protected traits, and some laws include disability status and other traits.

Methods

Data Set

We used a labeled data set from a previous study by Singh and Long [8], which explored the associations between call log data and mental health based on a 10-week field and laboratory study. The data set included phone-based behavioral data and self-reported mental health survey data. Phone-based data (eg, call volume, interaction dynamics, diversity in contacts, tie strength, and temporal rhythms) were collected through the app installed on each participant’s mobile phone. Meanwhile, mental health was measured via in-person survey sessions using the Mental Health Inventory subscale of the 36-Item Short Form Health Survey [30]. After passing a preprocessing and classification process, the study showed that automated ML algorithms using phone-based features achieved up to 80% accuracy in automatically classifying the mental health level (above or below the mean) of an individual [8].

A total of 59 participants completed the survey administered by Singh and Long [8]. However, some participants did not complete all the surveys, and some did not enter the correct identifier (International Mobile Equipment Identity [IMEI] number) consistently across surveys. This resulted in a subset of 45 participants in the study [8]. For this study, we returned to the survey data and decided to manually handle the off-by-one errors (ie, the mismatch in IMEI for different surveys only by 1 digit). Given that IMEI numbers have 14 to 15 digits, in the approximately 60-participant sample size, we considered the odds of 2 participants to be off by just 1 digit without human error being extremely low. This process helped us obtain a complete data set (ie, phone data, a mental health survey, and a demographic survey) for 55 participants.

The data set we obtained from Singh and Long [8] had gender as a demographic attribute that we considered a protected attribute. Note that a protected attribute in the algorithmic fairness literature is one on which performance should not depend [15]. Among these 55 participants, 21 (38%) self-reported their gender as women or female (minority class), and 34 (62%) self-described as men or male. Note that this study
does not differentiate between (biological) sex and (socially constructed) gender. In addition, note that we consider the use of binary gender as a limitation of this study. Future studies should be conducted, which include participants with nonbinary gender identities.

### Preprocessing and Model Training

The initial obtained data set was imbalanced (ie, there was not enough data for one class), which is a common problem in the fairness literature [31]. To mitigate the effect of imbalance, we applied the synthetic minority oversampling technique [32] to the training data (the test data remained in the original ratio). This technique works in balancing the data set by generating synthetic observations based on the existing minority observations.

Before moving on to the application of any ML algorithm, the missing values were filled with the median values of the corresponding features. To reduce the impact of features with high variance, the features were standardized by removing the mean and scaling to unit variance. To build a classification model for high or low mental health scores, instances were labeled into 2 categories (1=high and 0=low) via a median split.

With small sample data and high-dimensional space, there is always a chance of overfitting and reduced generalization. To avoid these issues, we used principal component analysis [33]. Principal component analysis confirmed that the top 5 components explained >99% of the variance (the larger the variation across a dimension, the more the information it contains); hence, we used the top 5 components as features for model creation.

The abovementioned latent features were passed to several classification algorithms to classify the level of mental health (ie, whether the score was above or below the mean score of the population). As the sample data size was relatively modest, we refrained from splitting the data set into training and test sets. Instead, as suggested by prior literature [8,34], we applied 5-fold cross-validations and experimented with 5 popular classification algorithms, including logistic regression, support vector machine, random forest, k-nearest neighbors, and multilayer perceptron neural networks using the scikit-learn library [35]. We ran all algorithms for 100 iterations, and the results are reported in the form of average overall accuracy, male accuracy (ie, accuracy for male individuals), and female accuracy (see the Results section).

Using the abovementioned data, we could, in principle, replicate the approach described by Singh and Long [8]. Although the features used were the same, we must note that the implementation was undertaken de novo with different preprocessing steps.

### Auditing Mental Health Algorithms for Bias

Gender was selected as a protected attribute. Following the previous literature [36,37], men were considered the privileged group, and women were considered the unprivileged group. As there are multiple metrics to characterize accuracy in traditional ML (eg, observed accuracy, precision, recall, and $F_1$ score), past literature has discussed the need for multiple metrics to characterize bias in ML [13,31]. In this study, we adopted the five most commonly used metrics [15,16,38]:

1. **Delta accuracy** captures the difference in the accuracy of samples belonging to privileged and unprivileged groups based on sensitive features (eg, gender and race or ethnicity).
2. **Delta true positive rate ($\Delta$TPR)** focuses on equal opportunity for truly deserving entries in both privileged and unprivileged groups to obtain a positive label (eg, higher mental health label) from the algorithm [13,15].
3. **Delta false positive rate ($\Delta$FPR)** ensures that both the true positive rate and the false positive rate (instances where undeserving candidates are granted positive outcomes) are equal across different groups [15,39].
4. **Statistical parity difference (SPD)** calculates the difference in the probability of favorable outcomes from the algorithm being obtained by the unprivileged group to that of the privileged group [38].
5. **Disparate impact** captures the ratio of the probability of favorable outcomes for the unprivileged group to that of the privileged group [16] (see Multimedia Appendix 1 [13,15,16,39-41] for more details on the 5 metrics).

Following the principle of disparate impact, a fair information system is one in which the performance does not vary for individuals with different demographic descriptors (eg, gender); hence, the disparate impact metric should be close to 1.0. However, for practical settings, a model is considered biased if its value is <0.8 [40]. Meanwhile, the values of delta accuracy, $\Delta$TPR, $\Delta$FPR, and SPD should be close to zero in fair systems. Following the previous literature [39,41], we used a 2-tailed $t$ test to assess whether there was a significant difference in accuracy, true positive rate, and false positive rate levels observed for the privileged and unprivileged groups.

### Reducing Algorithmic Bias in Mental Health Assessment

Disparate impact remover (DIR) [16] is a preprocessing algorithm that modifies the feature values of the data set and makes the algorithm discrimination aware at the time of training. It does not require any changes in the classification algorithm, nor does it amend or postprocess the results of the classification algorithm, thus making it robust and applicable to different algorithms. The scenario in which DIR is needed to preprocess the data set depends on the metric called **balanced error rate (BER)**, defined as follows:

$$\text{BER} = \frac{\text{error rate}[S = \text{privileged}] - \text{error rate}[S = \text{unprivileged}]}{2}$$

In algorithmic fairness, the notion of BER is more important than the notion of traditional accuracy as, in most data sets, the contribution of the underprivileged attribute to the entire data set is lesser than that of the privileged attribute. For example, let us consider a data set with 100 rows, where 90 rows belong to the privileged group and 10 rows belong to the unprivileged group. With this data set, if the algorithm predicts all privileged rows right and unprivileged wrong, the error rate would be 10/100, which is 0.1, whereas the BER would be (0+1)/2, which is 0.5.
An approach discussed in the literature \cite{fri92,bici97} is to replace the raw values of the data features with normalized variants that capture how extreme the value for an individual (eg, female) stands out within their own demographic group (eg, other women). In particular, the approach suggested by Feldman et al \cite{fri92} tackles this issue by allowing the considered classes to have equal probabilities of scoring high values for any of the chosen features. With a toy example, where output is college admissions, input is Scholastic Assessment Test (SAT) scores, and with a binary notion of gender (men and women) for the protected class, this approach gives men and women separate scores based on their ranking within their own genders. For example, a man with an 80th percentile SAT score within the men’s group is considered just as worthy as a woman with an 80th percentile SAT score within the women’s group, irrespective of the actual SAT scores. In this way, the approach supports an equitable admission process across 2 genders. Note that in many practical settings, it is useful to undertake partial repairs (eg, move the scores at the same percentile across the privileged and unprivileged groups to be closer to each other rather than being congruent). Finally, the above approach can be extended to multidimensional input features for the algorithm.

In the considered domain (phone-based mental health assessments), phone use patterns for men and women are known to differ \cite{park2021,park2022}. Hence, using the same thresholds for the features (eg, number of phone calls) of men and women as symptoms of mental health issues could yield erroneous and biased results.

In this study, the DIR algorithm for bias reduction was implemented in Python using the IBM AIF360 library \cite{ai360}. The algorithm was run 100 times, with each iteration having a shuffled version of the data set. The average results for the accuracy and fairness metrics are presented in the Results section.

### Results

#### Mental Health Assessment Results

Table 1 shows the accuracy of multiple well-known ML algorithms for men and women (averaged over 100 iterations). The best-performing algorithm was random forest, which yielded 78.57% accuracy. These results are similar but not the same as those described by Singh and Long \cite{singh2020}. In both studies, the random forest algorithm yielded the best performance, and the highest observed accuracy was close to 80%. The random forest model with the highest accuracy had 100 estimators or number of trees in the forest and a maximum depth of 6.

<table>
<thead>
<tr>
<th>Machine learning models</th>
<th>Overall accuracy (%), mean (SD)</th>
<th>Male accuracy (%), mean (SD)</th>
<th>Female accuracy (%), mean (SD)</th>
<th>Delta across gender (%), mean (SD)</th>
<th>P value of the 2-tailed t test on delta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multilayer perceptron neural networks</td>
<td>59.99 (3.67)</td>
<td>58.68 (8.14)</td>
<td>61.92 (9.24)</td>
<td>12.10 (10.41)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>63.17 (2.91)</td>
<td>65.98 (6.49)</td>
<td>59.60 (8.37)</td>
<td>12.20 (8.67)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>58.48 (2.69)</td>
<td>66.59 (5.47)</td>
<td>47.38 (6.75)</td>
<td>19.73 (9.80)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>K-nearest neighbors</td>
<td>61.77 (1.78)</td>
<td>70.43 (3.72)</td>
<td>49.63 (5.89)</td>
<td>20.96 (8.46)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Random forest</td>
<td>78.57 (1.61)</td>
<td>87.16 (2.73)</td>
<td>71.31 (2.51)</td>
<td>15.85 (0.22)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

#### Audit Results

We compared the accuracies of different algorithms for the male and female groups (Table 1). The performance was found to be significantly different for the 2 groups in each of the considered algorithms based on a nonpairwise (2-tailed) \( t \) test \((\alpha=.05; P<.001)\) \cite{tite95}. This indicates that the commonly used ML algorithms, when used for phone-based mental health assessment, are susceptible to bias.

<table>
<thead>
<tr>
<th>Bias metrics</th>
<th>Observed score, mean (SD)</th>
<th>Ideal score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delta accuracy (%)</td>
<td>15.85 (0.22)</td>
<td>0</td>
</tr>
<tr>
<td>Delta true positive rate (%)</td>
<td>−0.88 (8.39)</td>
<td>0</td>
</tr>
<tr>
<td>Delta false positive rate (%)</td>
<td>33.43 (13.50)</td>
<td>0</td>
</tr>
<tr>
<td>Statistical parity difference (%)</td>
<td>26.1 (4.16)</td>
<td>0</td>
</tr>
<tr>
<td>Disparate impact</td>
<td>0.682 (0.049)</td>
<td>1.0</td>
</tr>
</tbody>
</table>
For 4 of the 5 considered metrics (ie, except ∆TPR), the fairness scores were far from the ideal scores. In other words, the developed model yielded significantly different outcomes for individuals across genders despite reasonable aggregate performance. More precisely, the model was mostly biased against the unprivileged group (in this case, women), and the disparate impact appeared to be a major issue.

### Table 3. The average score for bias metrics after applying the disparate impact remover approach (average of 100 iterations).

<table>
<thead>
<tr>
<th>Bias metrics</th>
<th>Observed score, mean (SD)</th>
<th>Ideal score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delta accuracy (%)</td>
<td>1.66 (1.56)</td>
<td>0</td>
</tr>
<tr>
<td>Delta true positive rate (%)</td>
<td>3.74 (6.74)</td>
<td>0</td>
</tr>
<tr>
<td>Delta false positive rate (%)</td>
<td>5.58 (9.88)</td>
<td>0</td>
</tr>
<tr>
<td>Statistical parity difference (%)</td>
<td>−2.70 (1.71)</td>
<td>0</td>
</tr>
<tr>
<td>Disparate impact</td>
<td>1.09 (0.041)</td>
<td>1.0</td>
</tr>
</tbody>
</table>

### Table 4. Comparison of delta accuracy, statistical parity difference, and disparate impact before and after applying the postprocessing algorithm.

<table>
<thead>
<tr>
<th>Bias metrics</th>
<th>Baseline model, mean (SD)</th>
<th>After bias reduction, mean (SD)</th>
<th>Difference</th>
<th>P values of 2-tailed t test on delta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delta accuracy (%)</td>
<td>15.85 (0.22)</td>
<td>1.66 (1.56)</td>
<td>14.19</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Delta true positive rate (%)</td>
<td>−0.88 (8.39)</td>
<td>3.74 (6.74)</td>
<td>4.63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Delta false positive rate (%)</td>
<td>33.43 (13.50)</td>
<td>5.58 (9.88)</td>
<td>27.85</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Statistical parity difference (%)</td>
<td>26.10 (4.16)</td>
<td>−2.70 (1.71)</td>
<td>28.80</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Disparate impact</td>
<td>0.682 (0.049)</td>
<td>1.09 (0.041)</td>
<td>0.408</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

To test the significance of these improvements, we conducted a 2-tailed t test with α=.05 for each of the bias metrics for the before and after scores. The changes in all metrics were noteworthy (P<.001). The bias levels were reduced for 4 of the 5 metrics considered in this study. The only exception was ∆TPR, which was the only metric with a low (<5%) score in the baseline condition. This value remained <5% before and after the bias reduction process.

Note that as we move toward making the algorithm less biased, there is often a trade-off that arises in the form of the reduced overall accuracy of the model [13]. The accuracy levels for men and women were 87.16% and 71.31%, respectively (Accuracy 15.85%; mean 78.50%), before bias reduction. The accuracy levels changed to 78.49% and 76.83% for men and women, respectively (Accuracy 1.66%; mean 76.83%), after the bias reduction process. The 1.38% reduction (78.50%-77.12%) in the model accuracy was considered an acceptable loss in accuracy for the abovementioned improvements in fairness.

### Discussion

#### Principal Findings

**RQs of the Study**

The first RQ in this work was as follows: are mobile phone–based mental health algorithms susceptible to bias in terms of gender?

As summarized in Table 1, we found statistically significant differences across genders in the performance of phone-based mental health assessment algorithms with an array of common ML algorithms. All of these point to the potential for disparate impact across gender with mental health assessment algorithms.

With respect to the performance of the highest accuracy algorithm (using random forest), we found noticeable differences in the performance of the algorithm across genders via the 5 commonly used bias metrics. As shown in Table 2, there was a difference in terms of all 5 metrics between the male and female groups. In particular, we found that the disparate impact ratio was 0.682 in the initial model. However, this value was much lower than the often recommended (and legally accepted) threshold of 0.8, irrespective of the intent of the designers [29]. Although the in-principle replications of algorithms described in the past literature may yield reasonable accuracy, their deployment will require them to meet the legal and ethical guidelines of disparate impact. In addition, similar fairness issues have been well studied in some other spaces (eg, policing and bank loans [44,45]); they are much less explored in algorithmic mental health assessment. However, they will become important with the increased deployment or adoption of mobile mental health tools.

The results also point to another domain in which women are disadvantaged. As per the US Department of Labor Statistics, women earn 82 cents for every dollar earned by men [46]. Similarly, recent research has reported worse performance for women in face recognition [47], Google Translate [48], and image search results [18]. The awareness of such disparities is an important first step in the creation of countermeasures. Broadly, such results in intersection with growing movements such as Data Feminism [49] can support the creation of more
equitable algorithms. Specifically, we hope that our findings will shed light on the need to ensure fairness in emerging mental health–related domains.

Finally, there are multiple potential reasons for the reduced performance of women in the considered algorithms. Given that the performance is consistently poorer for all the considered ML algorithms (Table 1), possible explanations may lie in the negative legacy and data set imbalance. Data imbalance is the lack of data samples from a particular demographic group for algorithms to learn from, and negative legacy refers to the lack of positive examples for algorithms to learn from the unprivileged group [13,31]. For instance, Buolamwini and Gebru [47] argued that a lack of training samples is a reason for poorer performance for women and people of color. Similar to other areas, and perhaps even more urgently, there is a need for more diverse data samples to create accurate and fair ML models in mental health assessment algorithms.

The second RQ in this study was as follows: is it possible to reduce the level of bias while maintaining high accuracy?

On the basis of the results summarized in Table 4, we found that the DIR approach was effective in reducing the disparity in the performance of phone-based mental health assessment algorithms across genders. As reported in Table 4, there were statistically significant differences in terms of all 5 fairness metrics considered upon the application of the DIR approach.

Past literature has discussed the need for multiple metrics to characterize bias in ML [13,31] and that metrics can be orthogonal to each other [25,44]. A suggested process is for system designers to identify a set of parameters that they consider appropriate for a given task [50]. In this study, we considered disparate impact to be an important criterion, considered in consultation with the scores for other fairness metrics. In the considered scenario, noticeably large reductions in bias levels were observed regarding the 4 metrics, except for ΔTPR, where the scores were <5% before and after bias reduction. Finally, we noted that there was a 1.38% decrease in accuracy upon the application of the bias reduction approach.

Overall, we interpreted the results to imply that it is often possible to create fairer versions of algorithms. However, given the variety of fairness metrics that can be considered and the complexities of practical scenarios, the process of bias reduction is likely to involve a human-in-the-loop process and consideration of the trade-offs in terms of multiple metrics [50]. Hence, rather than identifying a silver bullet solution, there might be opportunities for multiple small modifications that allow fairer versions of the algorithms. Having said that, value-sensitive design needs to be an important part of the future design of similar applications [51], and algorithmic audits need to become an essential step in the process of medical approval of newer (algorithmic) diagnostic tools.

The obtained results have multiple implications for different stakeholders engaged in health information systems.

Health Informatics Researchers and Policy Designers

This study moves the conversation with health policy designers beyond the equity of the built environment (eg, access to hospitals and parks) to the equity of data infrastructure, which can profoundly influence the health outcomes for millions of individuals going forward [52]. Although there exist multiple legal and policy guidelines that counter the physical aspects of bias (eg, redlining [53]), there is relatively little work on legal and policy frameworks with digital algorithms that undertake similar roles.

Health Care Technology Companies

This study identified a feasible pathway for creating algorithms that balance accuracy and equity in the creation of novel health care applications. Hence, the findings support the creation of equitable versions of just-in-time mobile mental health intervention apps.

Health Care Providers

This study allows for more robust detection and flagging of mental health issues in patients. Fairer algorithms will reduce the odds of patients being flagged for interventions incorrectly simply because of demographic characteristics, thus allowing for the better alignment of resources between individual providers and the health care industry at large.

The Public

The ultimate goal of this study was to create and promote equity in mental health information technology. The fairness of algorithms is intimately connected with trust and adoption. In fact, recent research suggests that disparate impact diminishes consumer trust, even for advantaged users [40]. A robust fair detection process will allow for the scalable delivery of just-in-time and tailored mental health support services to a wider population. This is important, given the huge disparity between the need for mental health support and the percentage of the population that uses mental health services [54].

Limitations

This study has some limitations. It focused on a single data set with 55 individuals and considered a specific type of feature (phone data based, as described by Singh and Long [8] in the past literature). The use of binary gender in the assessment is another limitation of this study. Although this study examined many of the commonly used ML methods, other approaches are well represented in the literature. Hence, we will be cautious in generalizing the results until they are supported at a scale with samples of more representative populations and many other ML algorithms. Future work may also suggest other bias reduction techniques to reduce the discriminatory outcomes of mental health assessment algorithms based on protected attributes. At the same time, this work is the first empirical effort to analyze the difference in the performance of mental health assessment algorithms based on gender. A key contribution of this study is the motivation for future work in this domain using varied data sets and methods.

Conclusions

This study grounds the use of gender as a protected attribute to study fairness in phone-based mental health assessment algorithms. Mobile phones are now actively used by billions of individuals; hence, the automatic assessment of mental health using ML algorithms could potentially be beneficial in
estimating and intervening in billions of individuals’ mental health conditions. An audit of commonly used ML algorithms for mental health assessment revealed that the performance of these algorithms can vary significantly depending on gender. This disparity in performance was found to be noticeably reduced after the application of a DIR approach by adapting the data used for modeling. The results move the literature forward on fairness in mental health assessment algorithms, particularly with gender as a protected attribute. Future work could consider larger data sets, protected attributes other than gender, and a newer approach to creating fair and accurate mental health assessment algorithms. Such results will pave the way for accurate and fair mental health support for all sections of society.
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Abstract

Background: The transmission of health information from in-person communication to web-based sources has changed over time. Patients can find, understand, and use their health information without meeting a health care provider and are able to participate more in their health care management. In recent years, the internet has emerged as the primary source of health information, although clinical providers remain the most credible source. The ease of access, anonymity, and busy schedules may be motivating factors to seek health information on the web. Social media has surfaced as a popular source of health information, as it can provide news in real time. The increase in the breadth and depth of health information available on the web has also led to a plethora of misinformation, and individuals are often unable to discern facts from fiction. Competencies in health literacy (HL) can help individuals better understand health information and enhance patient decision-making, as adequate HL is a precursor to positive health information–seeking behaviors (HISBs). Several factors such as age, sex, and socioeconomic status are known to moderate the association between HL and HISBs.

Objective: In this study, we aimed to examine the relationship between HL and HISBs in individuals living in a southern state in the United States by considering different demographic factors.

Methods: Participants aged ≥18 years were recruited using Qualtrics Research Services and stratified to match the statewide demographic characteristics of race and age. Demographics and source and frequency of health information were collected. The Health Literacy Questionnaire was used to collect self-reported HL experiences. SPSS (version 27; IBM Corp) was used for the analysis.

Results: A total of 520 participants met the criteria and completed the survey (mean age 36.3, SD 12.79 years). The internet was cited as the most used source of health information (mean 2.41, SD 0.93). Females are more likely to seek health information from physicians than males (r=0.121; P=.006). Older individuals are less likely to seek health information from the internet (r=-0.108; P=.02), social media (r=-0.225; P<.001), and friends (r=-0.090; P=.045) than younger individuals. Cluster analysis demonstrated that individuals with higher levels of HISBs were more likely to seek information from multiple sources than those with lower levels of HISBs (mean range 3.05-4.09, SD range 0.57-0.66; P<.001).

Conclusions: Age and sex are significantly associated with HISB. Older adults may benefit from web-based resources to monitor their health conditions. Higher levels of HL are significantly associated with greater HISB. Targeted strategies to improve HISB among individuals with lower levels of HL may improve their access, understanding, and use of health information.
health information-seeking behavior; health literacy; digital literacy; information retrieval; health literacy questionnaire

Introduction

Background

Health information-seeking behavior (HISB) is a complex construct that refers to the ways in which individuals seek information about health, illnesses, and health choices [1]. Armed with more knowledge, patients can participate more in their health care management, which has been shown to improve the effectiveness and efficiency of health care services and clinical outcomes [2,3]. Traditionally, health information is primarily communicated directly by health care providers to patients. Over time, information dissemination has transitioned from solely patient-provider interactions to obtaining information through Google searches, web-based communities, and one’s social groups [4]. The predictors of HISB can be both contextual and personal, such as the environment, sociodemographic variables, or internal beliefs [5]. The advent of technologies including the internet, smartphones, and social media has prompted a drastic change in how people seek and access health information. Understanding how people seek health information in the digital age is a critical step in developing optimal health information delivery.

While digital health information provides a new landscape for HISB, clinical providers remain one of the most credible sources of health information, especially when it concerns major illnesses [6,7]. This is true irrespective of age or sex [6,7]. The relationship between the patient and provider is mediated by trust, which could be influenced by a patient’s past experiences with their physicians and their perception of quality of care [8]. In addition, those with health insurance are more likely to communicate in-person with health care providers than those who are uninsured; one cause may be the inability to afford visits owing to high out-of-pocket expenses [9]. While clinical providers remain at the forefront of trustworthiness, the internet has emerged as the most frequently used source of health information [8]. Younger people, those with higher education, those with health insurance, being female, and people of color are more likely to use the internet to obtain health information than older people, those with lower education, the uninsured, being male, and White people [9,10]. Ease of access, anonymity, and busy schedules may be motivating factors to seek health information on the internet [10].

Health information from the internet also functions to supplement or cross-reference health information obtained elsewhere, such as from providers, especially in older adults as compared with younger adults [11]. Individuals also rely on the internet to stay abreast of new information in real time, with social media being one of the primary sources to stay informed in this manner. Social media use is most prevalent among millennials (those born between 1980 and 1995) and Gen Z (those born between 1996 and 2012) as a conduit of social support, communication, and obtaining and sharing all kinds of information, including health information [12,13]. The demographics of users on social media are similar to other web-based HISBs, in that being female, younger people, having higher levels of education, and people of color are using social media more than being male, older people, having lower levels of education, and White people [12,13]. In addition, social media’s use of images, videos, and infographics provides information in a comprehensible and visually appealing manner [12]. Instagram, Snapchat, Facebook, and YouTube are popular platforms for seeking health information [12].

Health Information Seeking

While the younger generations are attuned to seeking health information on the web, the older generation maintains some habit of obtaining health information through traditionally printed materials such as books, newspapers, and magazines [13,14]. People who are older, have lower socioeconomic status, and have low digital literacy may rely on traditional media (printed materials, radio, or television) for health information [14]. Some studies show that non-English speakers were found to favor printed materials, which may be due to their availability in multiple languages [15]. This can pose a problem as health care providers are transitioning to web-based systems to disperse health information, rendering print sources as an antiquated form of health information dissemination [16]. Furthermore, research also shows that individuals with acute and episodic illnesses may also actively seek health information from friends and family [17]. However, when requiring information that is more specialized, such as with serious conditions such as cancer, stroke, and heart disease, friends and family are less frequently consulted [18]. Studies have shown mixed results with friends and family as both a frequent and infrequent source of health information [17,19]. Although friends and family may influence decision-making and provide social support, their role in HISB remains inconsistent.

The numerous methods of acquiring health information have also led to an increase in the breadth of information available. Both accurate and inaccurate information coexist, and there is no overarching regulation to ensure the validity or reliability of information. A study assessing the validity of the search terms “vaccine safety” and “vaccine danger” found that 55% of search results contained inaccurate information within the first 2 pages [19]. Another study on the accuracy of reproductive health information on the internet revealed that it took an average of 4 searches on a search engine to find relevant topics within the mass of media available on the web, indicating an inefficiency in finding health information (FHI) [20]. The wealth of social media platforms has only exacerbated this inefficiency. Although social media is a powerful medium for health information, individuals are now faced with information overload, uncertainty about the validity of their findings, misinformation, disinformation, and often conflicting information [21]. In this manner, information overload can cause stress and confusion for those experiencing it and can reduce their accuracy in health-related decision-making [21].
In the context of the COVID-19 pandemic, these stressors in HISB have been exacerbated by an onslaught of new and ever-evolving information from multiple scientific and nonscientific sources. The global scale and frequent evolution of COVID-19 has led to an infodemic or an overload of information [22]. The breadth and spread of misinformation within this context can sometimes lead to dangerous health consequences as misinformation is circulated and absorbed at a faster rate than accurate information [22], changing both people’s understanding of COVID-19 as well as their potentially risky behaviors [23]. A lack of understanding of information related to COVID-19 has been associated with numerous negative health outcomes, including poor mental health, unwillingness to be vaccinated, and discontinuation of healthy preventive behaviors [24].

Although digital media often becomes the primary source of information during global health crises, the availability of many platforms and people’s differential access and abilities in using these media are important factors in developing successful communication strategies to mitigate the risk of misinformation [25]. Digital health equity, including access to digital health information and language barriers, should also be considered when analyzing HISB [26]. Vulnerable populations that may not know how to access this information may require special attention and communication [25,26], as challenges associated with an individual’s low health literacy (HL) and structural inequities can be exacerbated [27]. The proliferation and communication of health information during the pandemic has demonstrated the importance of the concept of HL by Nutbeam [28] as an important aspect in successfully combating information overload and correctly using health information [29].

Health Literacy and Health Information–Seeking Behaviors

The concept of HL has broadened over time, from a definition of understanding words and numbers in a medical context to the communication, understanding, and use of health knowledge in an interconnected manner [30]. Researchers agree that people should possess several competencies to find, understand, and use health information, including verbal, oral, decision-making, and numeracy skills [28]. Nutbeam [28] categorizes HL into 3 contexts: functional, interactive, and critical. Functional literacy is the ability to read and write, interactive literacy involves the application of health information to everyday circumstances, and critical literacy skills allow for the use of this information to exert control over life events [31]. Nutbeam [28] affirms the importance of distinguishing between these types of literacy and their practical applications. This ternary model of HL is used in several HL studies to map the development of HL competencies beyond the accumulation of basic health knowledge. This model has been used to develop competencies in a wide range of HL studies, including nutrition, patient decision-making, and children’s HL practices [32-34]. Chin et al [35] promote a model of HL that encompasses processing capacity (working memory), general knowledge (ie, vocabulary), and specific health knowledge. This model, while structured differently than the model by Nutbeam [28], also emphasizes how these contexts are central to the overall accumulation of HL. Manganello [36] has expanded upon the model by Nutbeam [28] to include media literacy, which is defined as the ability to critically evaluate media messages. Zarcadoolas et al [37] also affirmed the importance of multilevel domains in understanding HL. While their model includes the constructs of fundamental literacy, civic literacy, science literacy, and cultural literacy, they posit that developing the public’s HL needs to come from a multifaceted perspective [37].

With the rapid development of digital media, eHealth literacy has emerged as the use of information and communication technology to improve access to health care and health information [38]. eHealth literacy expands upon the traditional concept of HL and is associated with similar variables, such as age, education, income, culture, and experience using digital media [39]. Several studies and reviews have found that there is great potential for eHealth and eHealth tools as a manner of patient care and communication [38,40-42]. However, several challenges hinder its efficiency, including the type of technology used, the social environment, its evolving definition and measurements, and a lack of theoretical grounding in developing interventions [40]. In addition, the concept of eHealth literacy is significantly associated with an individual’s level of overall HL, with higher overall HL positively correlated with greater eHealth literacy [38]. As such, while eHealth literacy is a topical and dynamic field, it is important to first evaluate the overall HL in a population as an antecedent to eHealth literacy.

The Health Literacy Questionnaire (HLQ) measures multidimensional, psychometric aspects of HL. By more than simply measuring whether an individual can read and write, the HLQ measures people’s lived experiences of HL using self-reported experiences [43]. The HLQ comprises 9 scales that report patient-centered outcomes so that practitioners may be able to improve their interventions [43]. Studies in different samples from different populations have shown the HLQ to be an appropriate and strong measure of HL from a patient perspective [44-46], demonstrating strong internal consistency. Furthermore, the HLQ has been proven to allow for clinicians to better understand a patient’s HL from their perspective and enable better communication and engagement between the patient and provider, leading to better health outcomes [46]. In addition, the HLQ scales can be organized into 3 categories in the Nutbeam model of HL [43]. Categorizing the HLQ scales into organizational schema in the Nutbeam model highlights how interventions for a specific domain under a scale can influence a broader concept of HL.

Of great importance in how people obtain and use information is how organizations provide health information. Organizational HL (OHL) plays an important role in information acquisition. OHL is the extent to which an organization’s provision of health information is at a level where individuals can read, understand, and use it to make decisions about their health [47]. Successful OHL practices can lead to increased perceived quality and satisfaction of care for patients, ultimately leading to better clinical health outcomes [47,48]. Several guidelines provide evidence-based recommendations for OHL. Many interventions attempt to measure and develop individual HL, but it is of equal or greater significance that organizations include and measure HL in their overall planning for quality of care [49]. Lower
levels of HL may deter patient participation in care and can worsen the relationship between the patient and provider [48]. The ultimate purpose of this patient-centered approach is to support patients with their navigation of the health care system and access to, understanding of, and use of health information.

HL and HISB are inextricably linked, as the ability to seek, use, and comprehend health information requires a certain level of HL. In this way, adequate HL is a precursor to positive HISB [50]. Although significant correlations have been found between higher levels of HL and increased HISB, studies suggest that the link between HISB and HL is moderated by other factors, such as social networks, socioeconomic factors, and motivation to seek information [51]. Knowledge transfer within families and communities, social capital, and social engagement in the community contribute to an individual’s level of both HL and HISB [40]. Age and sex are well-known factors that affect HL and HISB. Younger people and being female tend to have higher levels of HL, and their HISB differs significantly from those of older people and being male, respectively [13,16]. Being female and younger people are likely to find information more easily as compared with being male and older people [52]. HL has also been shown to decline with age and can lead to negative health outcomes, including increased mortality [53], although being female was associated with higher HL than being male in older age [40]. Individuals with higher levels of education are more likely to seek health information from a variety of sources [18] whereas those with lower levels of HL are less likely to do so [18]. In addition, those with lower levels of HL are more likely to need multiple sources of health information to be able to digest health knowledge and apply it [54].

Some studies show that individual characteristics, such as lower levels of income and lack of access to care associated with low HL are generally concentrated in rural areas, whereas those with higher levels of HL tend to reside in more urban areas [52]. However, these differences between urban and rural HL levels tend to disappear once factors such as age, sex, education, and income are accounted for [55]. As people in urban areas can also have low levels of HL, social and financial capital may be more strongly associated with HISB than HL itself [56]. Possible risk factors that may contribute to differences in urban and rural HL levels could be lack of employment, male sex, and language [57]. However, no single factor has been identified as significantly correlated with HL, and the differences between urban and rural levels of HL remain misunderstood. Significant associations have been found between urbanicity and HL and subsequent health outcomes, as those with higher levels of HL in urban areas are more likely to adopt healthy lifestyles [58]. Those characteristics of urbanicity associated with lower levels of HL are also correlated with HISB [59]. Urbanicity is also found to interact with HL to predict HISB. Chen et al [59] found that among rural residents, limited HL was associated with lower odds of access to health information, while among urban residents, HL was not associated with access to health information.

Study Context
Health disparities are exacerbated by macrosocial and microsocial factors, such as lack of health care access, low reading skills, health care costs, and geography. People living in the rural southern United States have higher rates of morbidity and mortality compared with their urban counterparts and those in other rural areas, with people of color experiencing higher rates of death and disease as compared with their White counterparts [60]. Most of these states have low rates of health care insurance, even with the expansion of Medicaid under the Affordable Care Act, leading to poorer health outcomes. In states that have chosen not to expand Medicaid, Texas, Georgia, and Florida account for half of the uninsured population [61]. Our study focused on a sample in Georgia, which ranks poorly for a variety of factors that influence HISB, including socioeconomic factors, health behaviors, and chronic disease [62]. Low-income and ethnic minorities are more likely to have poorer health outcomes such as heart conditions, cancer, stroke, and obesity than their White counterparts with higher income, exacerbating their negative health outcomes as they are unable to access health information in the traditional sense [62,63]. Understanding the structural and individual factors that influence health disparities in Georgia will allow us to understand the variables that influence HISB in this population as an essential first step in developing effective and accessible health information.

Goal of This Study
In this study, we examined the relationship between HL and HISB considering different demographic factors, such as age, sex, highest level of educational attainment, health insurance status, and county type as rural or urban. The HLQ was used to examine the lived HL experiences of individuals in a southern US state in terms of understanding, accessing, and using health information and health services as a measure of patient-reported outcomes. The purpose of this study was to examine HL and HISBs among a representative sample of adults in a southern US state by answering the following research questions:

- What are the average scores on the HISB scales?
- Are demographics (sex, age, education level, and county) related to the HISB scales?
- Are HISB scales predictive of HL outcomes (have sufficient information [HSI], critical appraisal [CA], FHI, and understanding health information [UHI])?
- Are there distinct clusters of participants based on HISB responses? Do these clusters differ by HL outcomes and participant demographics?

Methods

Recruitment
Participants who lived in Georgia and were aged ≥18 years were recruited using Qualtrics Research Services and stratified to match statewide demographic characteristics of geography and race (Explore Census Data [64]). Recruitment was conducted through email invitations or prompt survey platform prompts. Participants had individual incentive agreements with Qualtrics Research Services that included cash, gift cards, or retail store miles.
Measures
Demographic information on age, sex, race, highest level of educational attainment, health insurance status, and zip code was also collected. We assessed the frequency of sources of health information (from a lot to none) for printed materials, the internet, social media, physicians, and family and friends. We used the HLQ to collect different aspects of lived HL experiences related to accessing, understanding, and using health information: HSI, CA of health information, FHI, and UHI. All scales contain 4 to 6 items scored on a Likert-type scale; HSI and CA scales 1 to 4 have four response options (strongly disagree, disagree, agree, and strongly agree), and FHI and UHI scales 5 to 9 have five response options (cannot do, very difficult, quite difficult, easy, and very easy).

Statistical Analysis
We used SPSS (version 27; IBM Corp, 2020) for the analysis. Descriptive statistics included means, SDs, frequencies, and chi-square calculations. A 2-step cluster analysis was performed using the 4 HL scales.

Ethics Approval
The study was approved by the institutional review board of Georgia State University under the approval number H21522.

Results
Recruitment
Out of those who responded to the survey, 57.4% (520/905) met all the criteria and completed the survey. Table 1 presents the demographic characteristics of the participants. The mean age was 36.3 (SD 12.7; range 18-80) years. Racial categories matched state stratification rates. Educational attainment was split evenly between less than high school diploma, some college education, and college degree. Health insurance status showed that 72.6% (378/520) of the participants answered yes. Out of 520 respondents, 264 (50.8%) were urban county dwellers, which is similar to state demographics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>371 (71.2)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>167 (32.1)</td>
</tr>
<tr>
<td>White</td>
<td>301 (58)</td>
</tr>
<tr>
<td>Asian</td>
<td>28 (5.4)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>13 (2.5)</td>
</tr>
<tr>
<td>Other</td>
<td>12 (2)</td>
</tr>
<tr>
<td>Educational attainment</td>
<td></td>
</tr>
<tr>
<td>High school diploma or less</td>
<td>160 (30.7)</td>
</tr>
<tr>
<td>Some college education</td>
<td>177 (34)</td>
</tr>
<tr>
<td>College degree</td>
<td>184 (35.3)</td>
</tr>
<tr>
<td>Has health insurance</td>
<td>378 (72.6)</td>
</tr>
<tr>
<td>Geography</td>
<td></td>
</tr>
<tr>
<td>Urban county</td>
<td>264 (50.8)</td>
</tr>
<tr>
<td>Rural county</td>
<td>256 (49.2)</td>
</tr>
</tbody>
</table>

Statistical Analysis
To address the first research question, “What are the average scores on the 5 health information–seeking behavior (HISB) scales?” means, SDs, and range values of the HISB scales are presented in Table 2. The scores ranged from 1 (none) to 4 (a lot).

To address the second research question, “Are demographics (sex, age, educational level, and county) related to the HISB scales?” Spearman rank correlations between demographics (sex, age, educational level, and county) and the 5 HISB scales are shown in Table 3. Of note, sex was significantly associated with the physician HISB scale ($r=0.121; P=0.01$), such that being female was more likely to be associated with seeking health information from physicians. Age was significantly negatively associated with the internet ($r=-0.108; P=0.02$), social media ($r=-0.225; P<0.001$), and family and friends ($r=-0.090; P=0.045$) HISB scales. This indicates that as age increases, individuals are less likely to seek health information from the internet, social media, and family and friends. There were no significant associations between educational level and county with any of the HISB scales (county with printed materials: $r=-0.051$, $P=0.25$; county with IR: $r=-0.062$, $P=0.16$; county with social media: $r=0.010$, $P=0.83$; county with doctor or looks like physicians: $r=-0.048$, $P=0.28$; county with family and friends: $r=0.053$, $P=0.23$; education with printed materials $r=-0.007$, $P=0.88$; education with IR: $r=0.033$, $P=0.46$; education with social media: $r=0.057$, $P=0.19$; education with doctor or looks like physicians: $r=0.045$, $P=0.31$; education with family and friends...
As expected, the 5 HISB scales were all positively and significantly related printed materials with IR: \( r=0.100, P=.02 \); printed materials with social media: \( r=0.331, P<.001 \); printed materials with doctor or looks like physicians: \( r=0.118, P=.007 \); printed materials with family and friends: \( r=0.221, P<.001 \); IR with social media: \( r=0.296, P<.001 \); IR with family and friends: \( r=0.274, P<.001 \). To address the third research question, “Are HISB scales predictive of HL outcomes (HSI, CA, FHI, and UHI)?” a series of multiple regression analyses were conducted using SPSS. We ran 4 regression analyses, which included all HISB scales predicting each HL outcome (HSI, CA, FHI, and UHI; Tables 4-7). Before running the regression analyses, we dummy coded the 5 HISB scales. For each scale, 2 dummy codes were created and the “a lot” response served as the reference group: none or little (labeled D1) and some (labeled D2). We chose to dummy code the variables as the scale was ordinal and only ranged from 1 (none) to 4 (a lot). We considered these ordinal variables as categorical variables, which requires dummy coding. We collapsed the “none” and “little” groups into 1 group owing to low responses in these categories. As we were most interested in the comparison with the “a lot” group, we used it as the reference. These analyses helped us determine which HISB scales were most important for each HL outcome. For all 4 regression analyses, at least one dummy code for printed materials, internet, and physician HISB scales was uniquely predictive of all HL outcomes (see Tables 3-6 for estimates and unique \( R^2 \) values). Social media and family and friends HISB scales were not uniquely predictive of any of our HL outcomes. The HISB scales accounted for 0.223 to 0.331 of the variances in our 4 HL outcomes.

To address the fourth research question, “Are there distinct clusters of participants based on HISB responses? Do these clusters differ by HL outcomes and participant demographics?” we conducted a 2-step cluster analysis using SPSS with the 5 HISB scales (all scored 1-4). The results indicated that there were 2 distinct HISB clusters based on the 5 scales (Figure 1). We have descriptively labeled the clusters as “high HISB” (203/520, 39%) and “low HISB” (317/520, 60.9%). The pattern of responses to the HISB scales was similar across the 2 clusters; however, the high HISB cluster had more uniform and stable responses, with the exception of social media, which had the lowest reported health-seeking behavior (mean 1.95, SD 0.75). The low HISB cluster had printed materials followed by social media as their least frequent sources of health information (means 1.18 and 1.34, respectively, SD 0.38 and 0.58 respectively; Figure 1). We used chi-square difference tests to examine whether the clusters were differentiated based on 3 categorical demographics (sex, educational level, and county), and no significant differences were found (county, \( P=.87 \); education, \( P=.25 \); sex, \( P=.96 \)). We used a 2-tailed \( t \) test to examine whether the clusters differed based on age, and there was no significant difference (\( P=.33 \)). Finally, we conducted a series of 2-tailed \( t \) tests to examine whether the clusters differed based on our HL scales (HSI, CA, FHI, UHI, and actively managing health). There were significant mean differences for all 5 HL scales, such that the high HISB cluster had significantly higher means across all scales (means 3.05-4.09, SD 0.57-0.66; \( P<.001 \)) than the low HISB cluster (means 2.63-3.78, SD 0.52-0.75; \( P<.001 \)).

Table 2. Descriptives of health information–seeking behavior (HISB).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value, mean (SD; range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HISB printed materials</td>
<td>2.41 (0.93; 1-4)</td>
</tr>
<tr>
<td>HISB internet</td>
<td>3.28 (0.81; 1-4)</td>
</tr>
<tr>
<td>HISB social media</td>
<td>2.31 (1.00; 1-4)</td>
</tr>
<tr>
<td>HISB physicians</td>
<td>3.19 (0.82; 1-4)</td>
</tr>
<tr>
<td>HISB family and friends</td>
<td>2.78 (0.82; 1-4)</td>
</tr>
</tbody>
</table>
Table 3. Spearman rank correlations among the health information-seeking behavior (HISB) scales and demographics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Sex</th>
<th>Age (years)</th>
<th>Education level</th>
<th>County</th>
<th>HISB print material</th>
<th>HISB internet</th>
<th>HISB social media</th>
<th>HISB physicians</th>
<th>HISB family and friends</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>1</td>
<td></td>
<td></td>
<td>−0.038</td>
<td>−0.025</td>
<td>0.019</td>
<td>0.121</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.40</td>
<td>.69</td>
<td>.07</td>
<td>.57</td>
<td>.09</td>
<td>.67</td>
<td>.006</td>
<td>.18</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>1</td>
<td></td>
<td></td>
<td>−0.085</td>
<td>−0.007</td>
<td>0.033</td>
<td>0.057</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.25</td>
<td>.54</td>
<td>.29</td>
<td>.02</td>
<td>&lt;.001</td>
<td>.24</td>
<td>.045</td>
<td></td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>1</td>
<td></td>
<td></td>
<td>−0.051</td>
<td>−0.062</td>
<td>0.010</td>
<td>−0.048</td>
<td>0.053</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.25</td>
<td>.16</td>
<td>.83</td>
<td>.28</td>
<td>.23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>County</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>1</td>
<td></td>
<td></td>
<td>0.100</td>
<td>0.331</td>
<td>0.118</td>
<td>0.221</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.02</td>
<td>&lt;.001</td>
<td>.007</td>
<td>.007</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HISB print materials</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>1</td>
<td></td>
<td></td>
<td>0.296</td>
<td>0.203</td>
<td>0.122</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.005</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HISB internet</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>1</td>
<td></td>
<td></td>
<td>0.095</td>
<td>0.330</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HISB social media</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>1</td>
<td></td>
<td></td>
<td>0.274</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HISB family and friends</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

# The sample size ranges from 497 to 520. To interpret the direction of the correlations for dichotomous demographic variables, being female, some college or more, and rural county were all coded higher.

# Not applicable.
<table>
<thead>
<tr>
<th>Predictor</th>
<th>Unique $R^2$</th>
<th>Coefficient (SE)</th>
<th>$t$ test ($df$)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Printed materials$_{D1}$</td>
<td>0.056</td>
<td>$-0.423$ (0.070)</td>
<td>6.02 (508)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Printed materials$_{D2}$</td>
<td>0.046</td>
<td>$-0.381$ (0.069)</td>
<td>5.50 (508)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Internet$_1$</td>
<td>0.013</td>
<td>$-0.130$ (0.045)</td>
<td>2.89 (508)</td>
<td>.004</td>
</tr>
<tr>
<td>Internet$_2$</td>
<td>N/A</td>
<td>$-0.078$ (0.044)</td>
<td>1.77 (508)</td>
<td>.08</td>
</tr>
<tr>
<td>Social media$_1$</td>
<td>N/A</td>
<td>$-0.047$ (0.068)</td>
<td>0.69 (508)</td>
<td>.49</td>
</tr>
<tr>
<td>Social media$_2$</td>
<td>N/A</td>
<td>$-0.029$ (0.065)</td>
<td>0.44 (508)</td>
<td>.66</td>
</tr>
<tr>
<td>Doctor$_1$</td>
<td>0.064</td>
<td>$-0.294$ (0.045)</td>
<td>6.47 (508)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Doctor$_2$</td>
<td>0.011</td>
<td>$-0.118$ (0.044)</td>
<td>2.68 (508)</td>
<td>.008</td>
</tr>
<tr>
<td>Family and friends$_1$</td>
<td>N/A</td>
<td>$-0.056$ (0.060)</td>
<td>0.93 (508)</td>
<td>.36</td>
</tr>
<tr>
<td>Family and friends$_2$</td>
<td>N/A</td>
<td>$-0.037$ (0.058)</td>
<td>0.64 (508)</td>
<td>.52</td>
</tr>
</tbody>
</table>

*a*These are standardized coefficients. Total $R^2=0.223$. The response “a lot” served as the reference group for all dummy codes.

*b*D1: dummy code representing “none or little.”

*c*D2: dummy code representing “some.”

*d*N/A: not applicable.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Unique $R^2$</th>
<th>Coefficient (SE)</th>
<th>$t$ test ($df$)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Printed materials$_{D1}$</td>
<td>0.072</td>
<td>$-0.488$ (0.067)</td>
<td>7.31 (508)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Printed materials$_{D2}$</td>
<td>0.037</td>
<td>$-0.344$ (0.066)</td>
<td>5.23 (508)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Internet$_1$</td>
<td>0.043</td>
<td>$-0.239$ (0.042)</td>
<td>5.65 (508)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Internet$_2$</td>
<td>0.019</td>
<td>$-0.156$ (0.042)</td>
<td>3.74 (508)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social media$_1$</td>
<td>N/A</td>
<td>0.012 (0.064)</td>
<td>0.19 (508)</td>
<td>.85</td>
</tr>
<tr>
<td>Social media$_2$</td>
<td>N/A</td>
<td>0.033 (0.061)</td>
<td>0.537 (508)</td>
<td>.59</td>
</tr>
<tr>
<td>Doctor$_1$</td>
<td>0.070</td>
<td>$-0.307$ (0.043)</td>
<td>7.18 (508)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Doctor$_2$</td>
<td>0.014</td>
<td>$-0.135$ (0.041)</td>
<td>3.25 (508)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Family and friends$_1$</td>
<td>N/A</td>
<td>$-0.057$ (0.056)</td>
<td>1.00 (508)</td>
<td>.32</td>
</tr>
<tr>
<td>Family and friends$_2$</td>
<td>N/A</td>
<td>$-0.015$ (0.055)</td>
<td>0.27 (508)</td>
<td>.79</td>
</tr>
</tbody>
</table>

*a*These are standardized coefficients. Total $R^2=0.312$. The response “a lot” served as the reference group for all dummy codes.

*b*D1: dummy code representing “none or little.”

*c*D2: dummy code representing “some.”

*d*N/A: not applicable.
### Table 6. Health information-seeking behavior scales predicting finding health information.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Unique $R^2$</th>
<th>Coefficient (SE)</th>
<th>$t$ test ($df$)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Printed material D1 b</td>
<td>0.018</td>
<td>−0.238 (0.068)</td>
<td>3.48 (509)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Printed material D2 c</td>
<td>N/A d</td>
<td>−0.125 (0.067)</td>
<td>1.85 (509)</td>
<td>.06</td>
</tr>
<tr>
<td>Internet D1</td>
<td>0.022</td>
<td>−0.169 (0.044)</td>
<td>3.87 (509)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Internet D2</td>
<td>N/A</td>
<td>−0.067 (0.043)</td>
<td>1.56 (509)</td>
<td>.12</td>
</tr>
<tr>
<td>Social media D1</td>
<td>N/A</td>
<td>0.117 (0.066)</td>
<td>1.77 (509)</td>
<td>.08</td>
</tr>
<tr>
<td>Social media D2</td>
<td>N/A</td>
<td>−0.106 (0.063)</td>
<td>1.68 (509)</td>
<td>.09</td>
</tr>
<tr>
<td>Doctor D1</td>
<td>0.099</td>
<td>−0.365 (0.044)</td>
<td>8.26 (509)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Doctor D2</td>
<td>0.057</td>
<td>−0.269 (0.043)</td>
<td>6.27 (509)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Family and friends D1</td>
<td>N/A</td>
<td>−0.044 (0.058)</td>
<td>0.75 (509)</td>
<td>.45</td>
</tr>
<tr>
<td>Family and friends D2</td>
<td>N/A</td>
<td>−0.038 (0.057)</td>
<td>0.68 (509)</td>
<td>.50</td>
</tr>
</tbody>
</table>

These are standardized coefficients. Total $R^2=0.263$. The response “a lot” served as the reference group for all dummy codes.

### Table 7. Health information-seeking behavior scales predicting understanding health information.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Unique $R^2$</th>
<th>Coefficient (SE)</th>
<th>$t$ test ($df$)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Printed material D1 b</td>
<td>0.020</td>
<td>−0.253 (0.069)</td>
<td>3.69 (509)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Printed material D2 c</td>
<td>0.016</td>
<td>−0.225 (0.068)</td>
<td>3.32 (509)</td>
<td>.001</td>
</tr>
<tr>
<td>Internet D1</td>
<td>0.011</td>
<td>−0.121 (0.044)</td>
<td>2.76 (509)</td>
<td>.006</td>
</tr>
<tr>
<td>Internet D2</td>
<td>N/A d</td>
<td>−0.031 (0.043)</td>
<td>0.71 (509)</td>
<td>.48</td>
</tr>
<tr>
<td>Social media D1</td>
<td>N/A</td>
<td>−0.086 (0.066)</td>
<td>1.30 (509)</td>
<td>.19</td>
</tr>
<tr>
<td>Social media D2</td>
<td>N/A</td>
<td>−0.086 (0.064)</td>
<td>1.36 (509)</td>
<td>.18</td>
</tr>
<tr>
<td>Doctor D1</td>
<td>0.114</td>
<td>−0.391 (0.044)</td>
<td>8.81 (509)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Doctor D2</td>
<td>0.073</td>
<td>−0.304 (0.043)</td>
<td>7.06 (509)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Family and friends D1</td>
<td>N/A</td>
<td>−0.036 (0.059)</td>
<td>0.61 (509)</td>
<td>.54</td>
</tr>
<tr>
<td>Family and friends D2</td>
<td>N/A</td>
<td>−0.029 (0.057)</td>
<td>0.51 (509)</td>
<td>.61</td>
</tr>
</tbody>
</table>

These are standardized coefficients. Total $R^2=0.256$. The response “a lot” served as the reference group for all dummy codes.

---

b: D1: dummy code representing “none or little.”

c: D2: dummy code representing “some.”

d: N/A: not applicable.
Discussion

Principal Findings

Our study highlights several important links between HISB and HL: (1) as age increases, people are less likely to seek health information from the internet and social media; (2) seeking health information from social media is not predictive of HL outcomes and is the least-used source of health information for people with high and low HL levels; and (3) people with high HL consistently exhibit more HISBs across multiple sources than those with low HL.

Although internet use has significantly increased in the past few years, disparities remain owing to age, gender, race, and socioeconomic status, which may persist in the digital gap between generations and among populations [65]. Studies show that people of all ages may prefer more traditional, printed medium or health care professionals for health information yet also seek corroboration, new information, or different perspectives from web-based HISBs [66]. Among those who use the internet, 79% have looked for health information of one kind or another, and 55% of these online diagnosters have spoken with a clinician about what they have found on the web [67]. Health information available on the web might be especially important for those with sensitive or stigmatized health issues such as drug use, unplanned pregnancies, and sexually transmitted diseases [68]. Older adults who may not have digital skills or digital access may not be able to access important health information, participate in decision-making with their health providers, reach provider websites to access patient portals, or participate in social support networks [69,70]. In addition, among older adults, those with higher cognitive skills are more likely to seek health information on the web than those with lower cognitive skills [68]. Other studies indicate an increase in internet use in older age groups; however, age was still not considered a predictor of HISB [70]. Although older adults may be heavy users of health services owing to increasing age-related and comorbid illnesses, they tend to be the lowest category of internet and other web-based health service users [71,72]. While these findings are specific to adults in Georgia, they are similar to other findings across the United States and the globe.

Social media allows users to quickly create and share content and participate in broad information sharing and consumption; different theoretical models propose that individuals are looking for action-oriented information, assessment of risk perception and responses, and more broadly, general information gathering [73]. In our study, the use of social media was not predictive of HL outcomes such as HSI, being able to critically appraise health information, FHI, or UHI. In addition, social media was the least used source of health information for individuals with both high and low HL in Georgia. Thus, although social media is a widely used platform for information dissemination, we found that it is not a significant source of health information nor does it appear to be related to HL outcomes. Some studies on information seeking of COVID-19 information, indicate that social media exposure may result in a significant overload of information that could lead to information anxiety and avoidance, thus having a negative impact on both HISB and HL outcomes [74]. Although this study was conducted during the pandemic, it did not focus on COVID-19 health information; rather, questions were asked about general HISBs.

Using cluster analysis, we were able to ascertain a high HISB and a low HISB cluster (39% and 61% of the sample, respectively). The high HISB cluster used all 5 sources of health information significantly more than the low HISB cluster in all HISB categories, and social media was used the least by both clusters. The high and low clusters were not differentiated by sex, educational level, county, or age. Interestingly, both clusters used social media the least as a health information source. Wang et al [75] posit that although social media networks are widely used and may facilitate HISB, they are also the perfect environment for spreading rumors and accurate information, and it is difficult for social media users to ascertain between the two. The lack of control over who can post information on the web has placed additional difficulty on discerning accurate scientific data from misinformation [20]. Social media content also changes quickly; users’ cognitive limits may be maximized, which can lead to information overload, vulnerability,
uncertainty, and self-isolation [76]. Therefore, individuals may avoid social media channels when searching for health information.

The high HISB cluster exhibited higher HL across all 4 scales (HSI, CA of health information, FHI, and UHI). This is consistent with prior studies that indicate that having higher HL may influence a preference for information seeking over and above demographic variables [77,78]. This may not be causal; that is, individuals who seek health information may improve their HL owing to motivation for or better access to information in the same way that individuals with higher HL are more confident in seeking health information [77-79]. Studies indicate that patients who have higher HL may also have better patient engagement, have high self-advocacy, participate more in shared decision-making, and have better health outcomes [80-82]. Those patients with low HL may not have the capacity to seek health information from multiple sources because of their lower socioeconomic status, language barriers, and educational differences. Often, as compared with those with higher HL, those with lower HL are more likely to rely on health care providers’ recommendations for their clinical course of action without seeking further information, signifying overlap between HISB and HL in socio-cognitive predictors such as perceived self-efficacy to obtain health information. In these cases, strategies should be implemented to increase patients’ motivation to be informed on how to access, understand, and use health information from other sources. Health education practices targeting these populations may facilitate a greater understanding of clinical information and lead to healthier clinical outcomes [77,83,84].

Limitations
While this study sample mirrored the demographics of the state, we were only able to reach individuals who have computer access. Thus, we have reported findings only for individuals who have digital access and at least a minimum of digital literacy skills. As the recruitment was performed using web-based channels, sampling bias is a potential limitation of this study, as those who had difficulties in using these channels could be excluded from recruitment. Another limitation is that we were only able to survey participants in 1 southern US state. We stratified the sample to match the statewide demographic characteristics of geography and race but learned after data collection that sex and age distributions are largely skewed. Future studies should construct more complex stratification to account for this skewness in the data. Although we believe the findings are generalizable among Georgia residents, they may not be generalizable across other states.

Conclusions
Age and sex were significantly associated with HISBs. As older adults are more likely to use health services, they may benefit from having web-based resources to update them on their health status in real time and to provide accessible social support networks. Thus, there is a need to improve HISB skills of and interventions for older adults. Higher levels of HL are associated with greater HISB. Those with lower levels of HL may benefit from targeted strategies to improve their understanding of health information and how to access, understand, and use it, as greater understanding of health information is associated with healthier clinical outcomes. Further studies are needed, specifically those focused on HL, urbanicity, and access to health information.
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Abstract

Background: Accurately assessing dietary intake can promote improved nutrition. The PortionSize app (Pennington Biomedical Research Center) was designed to quantify and provide real-time feedback on the intake of energy, food groups, saturated fat, and added sugar.

Objective: This study aimed to assess the preliminary feasibility and validity of estimating food intake via the PortionSize app among adults.

Methods: A total of 15 adults (aged 18-65 years) were recruited and trained to quantify the food intake from a simulated meal by using PortionSize. Trained personnel prepared 15 simulated meals and covertly weighed (weigh back) the amount of food provided to participants as well as food waste. Equivalence tests (±25% bounds) were performed to compare PortionSize to the weigh back method.

Results: Participants were aged a mean of 28 (SD 12) years, and 11 were female. The mean energy intake estimated with PortionSize was 742.9 (SD 328.2) kcal, and that estimated via weigh back was 659.3 (SD 190.7) kcal (energy intake difference: mean 83.5, SD 287.5 kcal). The methods were not equivalent in estimating energy intake (P=.18), and PortionSize overestimated energy intake by 83.5 kcal (12.7%) at the meal level. Estimates of portion sizes (gram weight; P=.01), total sugar (P=.049), fruit servings (P=.01), and dairy servings (P=.047) from PortionSize were equivalent to those estimated via weigh back. PortionSize was not equivalent to weigh back with regard to estimates for carbohydrate (P=.10), fat (P=.32), vegetable (P=.37), grain (P=.31), and protein servings (P=.87).

Conclusions: Due to power limitations, the equivalence tests had large equivalence bounds. Though preliminary, the results of this small pilot study warrant the further adaptation, development, and validation of PortionSize as a means to estimate energy intake and provide users with real-time and actionable dietary feedback.

(JMIR Form Res 2022;6(6):e38283) doi:10.2196/38283
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Introduction

Accurately quantifying food intake is important to managing body weight; improving health and nutrition; and reducing the risk of chronic diseases, such as malnutrition, diabetes, and obesity [1-4]. Valid food intake assessment methods are needed to determine whether individual dietary patterns and nutrient intake meet the recommended levels [1-6]. Moreover, sufficiently accurate methods are needed that can provide people with information in real time about what foods they select and eat to facilitate the modification of dietary behaviors when they occur [1,7-10].
Traditional dietary intake assessment methods, including 24-hour dietary recall, food frequency questionnaires, and food records, have been widely used in nutritional research. These conventional methods have some advantages, as well as limitations. Recall-based methods rely on participants’ memory to recall what foods were consumed, how they were prepared, and how much of each food they consumed (i.e., participants must estimate portion size). These traditional methods of dietary assessment are also time consuming [1,10,11]. Advancements in technology allow for unique perspectives when estimating energy and nutrient intake [10]. Web and food photography or food image–based methods may reduce user burden and provide more accurate estimates of food intake [10,12]. Although some of these methods may be accurate [13-15], they also have limitations. For example, food photography–based methods, such as the remote food photography method (RFPM), require trained human raters to analyze food images and quantify food intake. Consequently, such methods do not provide immediate feedback about food intake to the users, are not scalable, and have little to no cost advantage over more traditional methods [3,13,16].

PortionSize (Pennington Biomedical Research Center [PBRC]) is a newly developed smartphone app and method for estimating food intake that also relies on images of foods. Rather than human raters estimating portion size based on food images, the app integrates templates and other techniques that allow users to estimate portion sizes in real time [7]. Consequently, the users receive immediate feedback about their food selections prior to eating, which theoretically allows users to modify their food selections to better adhere to certain energy intake levels, food group recommendations, or macronutrient levels. The users also receive information about their food intake after they eat. The information provided to the users includes energy intake; fruit, vegetable, grain, protein, and dairy servings; and amounts of saturated fat and added sugar. The users also receive feedback about the extent to which their intake throughout the day is meeting specific energy intake and food group goals (e.g., United States Department of Agriculture [USDA] MyPlate–recommended food groups: fruits, vegetables, grains, protein, and dairy). The results of the users estimating portion size and the ability of the users to receive food intake information immediately are expected reductions in validity and accuracy, particularly when compared to those of the RFPM [3,7,13]. To our knowledge, PortionSize is one of the first apps to provide users with food intake adherence data about their food selections before meals are consumed, after meals, and cumulatively throughout the day. We expect that the PortionSize app will help users overcome the limitations inherent with the RFPM.

The portion sizes of food have increased in the United States, and at fast-food chains, portions have increased by 2 to 5 times the original serving size [17]. Without visual aids however, it is very difficult for people [18], including trained registered dietitians [19], to accurately estimate portion sizes. Nevertheless, most dietary intake assessment methods focus on energy and nutrient intake and are not able to capture information on whether consumers are meeting the USDA MyPlate–recommended daily servings [20]. Therefore, there remains a significant need for methods that are sufficiently accurate to provide researchers with good outcome data and guide health promotion efforts while remaining scalable and affordable. PortionSize relies on emerging technology (e.g., augmented reality) to improve accuracy and minimize the amount of missing data. PortionSize integrates ecological momentary assessment methods [21] to drive data completeness and quality (Figure 1). Validation studies of food intake assessment methods play an important role in identifying key areas to improve the accuracy of food intake estimation [18]. To collect preliminary data, assess initial validity, and identify areas of improvement for the PortionSize app, we conducted this pilot study. The aim of this pilot and feasibility study was to collect preliminary validity data on food intake that are estimated with the PortionSize app and compare them with data on weighed food. The secondary aim was to explore participants’ perceived satisfaction with the PortionSize app.
Methods

Ethics Approval
This study was conducted in accordance with the Declaration of Helsinki [22], and all procedures involving human subjects were approved by the institutional review board (IRB) at the PBRC (IRB Federal Wide Assurance number: 00006218). The trial was registered at ClinicalTrials.gov (trial number: NCT04494971) prior to recruiting participants in this study. Written informed consent was obtained from all subjects.

Recruitment and Participants
In this pilot study, 15 adult participants were enrolled, following the recommendation made by Hertzog [23] that 10 to 15 participants are sufficient for a pilot study. Advertisements on the PBRC Current Research Trials web page and the PBRC Facebook pages were used to recruit participants. We also distributed flyers at Louisiana State University. Participants who were interested in this study emailed the study team and then completed a phone screen. Preliminary eligible participants were scheduled for an in-person screening visit. Those who qualified and remained interested enrolled in the study. The eligibility criteria were adults aged 18 to 65 years and a BMI within the range of 18.5 to 45 kg/m². Participants who reported an eating disorder or serious mental illness, pregnant women, and breastfeeding mothers were excluded from this study. The aim of this pilot and feasibility study was to assess the PortionSize app’s performance when participants ate typical meals; hence, these exclusion criteria eliminated participants whose eating patterns or meal sizes may have been atypical. Each participant was given a subject ID number to ensure confidentiality, and collected data were stored in the password-protected PBRC server. The app is Health Insurance Portability and Accountability Act compliant. Participants were compensated for their successful completion of the study.

Procedures
Participants completed a demographic questionnaire, and trained research staff conducted anthropometric measurements (height and weight) of the participants. Afterward, participants were trained to use the PortionSize app to measure food intake. During training, participants practiced assessing food intake by using food models. The entire session took about 1.5 hours.

Measures
Demographics and Anthropometrics
Participants’ age, race, ethnicity, sex, marital status, education level, height, and weight were collected during their visit to the center. BMI was calculated from participants’ objectively measured height and weight.

Directly Weighed Food Intake to Prepare Simulated Test Meals
Trained research staff prepared simulated test meals via direct observation. Such simulated meals served as the criterion measures of portion size, energy content, and food group.
quantity for comparisons with the food intake assessments by participants using the PortionSize app. Participants’ energy requirements were calculated by using sex-specific formulas [24]. Energy requirements were multiplied by 1.3, and the food selection for the simulated test meal included 30% of this value, which represents a typical lunch. The meals consisted of at least 3 food items and 1 calorie-containing beverage. Menus of meals were selected from a list of commonly consumed foods from a previous study [25]. Further, 3 participants were provided with the same simulated meal food menu (Table S1 in Multimedia Appendix 1); however, the meals differed in terms of portion size. Plate waste was determined at the individual food item level. This measure ranged from 0% and 100% and was right-skewed; as such, the mean plate waste was around 5% of the foods provided, which was similar to the actual plate waste from our free-living data (around 3%) [25]. Simulated food provision and plate waste were covertly weighed, and food intake was calculated by difference.

**Food Intake Estimation Using the PortionSize App**

Participants were instructed to use the PortionSize app to estimate food provision and waste. After the assessment, participants immediately obtained estimated feedback on their food intake, including energy intake, servings of different food groups (fruits, vegetables, grains, dairy, and protein), and amounts of selected nutrients (saturated fat and added sugar). The PortionSize app currently contains a database of around 1150 food items that are linked with the food codes in the Food and Nutrition Dataset for Dietary Studies (FNDDS) database [26]. Participants identified food items (from the served simulated meals) and associated food codes by selecting food items within the PortionSize app. A summary of details about the PortionSize app are included in the supplementary materials (Multimedia Appendix 1).

**User Satisfaction Survey and the Computer System Usability Questionnaire**

After completing the food intake assessments, participants completed 2 surveys. We adapted a 10-item user satisfaction survey that was administered in prior studies to quantify satisfaction, ease of use, and the adequacy of training for PortionSize [27,28]. The items were generated to obtain user satisfaction data and feedback about the app that could be used to identify areas where the app requires improvement. We did not rely on a formal framework when developing the survey. All items were rated on a scale ranging from 1 to 6, with 1 indicating “extremely dissatisfied,” “very difficult,” “not at all,” or “not appropriate” and 6 indicating “extremely satisfied,” “extremely easy,” “very much,” or “very appropriate.” Participants also completed the Computer System Usability Questionnaire (CSUQ; a 7-point rating scale)—a standardized, reliable, and valid questionnaire that was originally designed to evaluate computer programs [27,29]. It has been used to quantify the usability of mobile phone apps [30,31]. A rating of 7 represented “strongly disagree,” and a rating of 1 indicated “strongly agree.” The CSUQ provides an overall satisfaction score and scores for system usefulness, information quality, and interface quality [29].

**Data Analysis**

All statistical analyses were performed by using IBM SPSS software (version 28.0.1; IBM Corporation) and SAS/STAT software (version 9.4; SAS Institute Inc). The primary analysis was assessing the equivalence between the PortionSize app and the weigh back method by using equivalence tests, specifically the two one-sided $t$ test method [32]. The primary outcome variable was the measured energy (kcal) calculated via the weigh back method at the meal level. The equivalence bounds were set at ±25%. These bounds are large, but they reflected the appropriate statistical power for a pilot study and were used in a similar pilot study [15]. A Bland-Altman analysis [33] was performed to test for differences in error variance over levels of the variable being measured (eg, food intake). We also calculated error from PortionSize in relation to the criterion measure (weigh back) by using 2-tailed dependent samples $t$ tests to compare portion sizes and the intake of energy, food group servings (fruits, vegetables, grains, dairy, and protein), macronutrients (carbohydrates, fat, and protein), selected nutrients (saturated fat, cholesterol, dietary fiber, total sugar, and added sugar), and selected micronutrients (sodium, calcium, iron, potassium, and vitamin D). These results are presented in the supplementary materials (Multimedia Appendix 1). The inclusion of selected nutrients for analysis was determined based upon the nutrition facts panels. We estimated the mean percent difference (ie, [(PortionSize − weigh back)/weigh back] × 100) at the group level to avoid having a 0 value as a denominator for each nutrient. The significance level was set at .05. User satisfaction and CSUQ survey results were presented primarily as frequencies and percentages.

**Results**

**Participants’ Characteristics**

A total of 21 participants completed the phone screening, and 15 participants were enrolled and completed the study. Of the 15 participants, 11 (73%) were female (Table 1). The mean age of the participants was 28 (SD 12) years, and the BMI (kg/m$^2$) range was 18.8 to 41.8 kg/m$^2$. 
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Table 1. Background characteristics of participants (N=15).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Female</td>
<td>11 (73)</td>
</tr>
<tr>
<td><strong>Race and ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>1 (7)</td>
</tr>
<tr>
<td>White</td>
<td>14 (93)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>High school diploma or GEED</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Some college</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>5 (33)</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>2 (13)</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Full-time employment</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Part-time employment</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Retired</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Other: student</td>
<td>1 (7)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD; range)</strong></td>
<td>28.0 (12.2; 147.3-182.9)</td>
</tr>
<tr>
<td><strong>Height (cm), mean (SD; range)</strong></td>
<td>168.1 (10.4; 50.4-113.4)</td>
</tr>
<tr>
<td><strong>Weight (kg), mean (SD; range)</strong></td>
<td>68.3 (19.8; 18.8-41.8)</td>
</tr>
<tr>
<td><strong>BMI (kg/m²), mean (SD; range)</strong></td>
<td>24.1 (6.6; 18.8-41.8)</td>
</tr>
</tbody>
</table>

**Estimation of Energy Intake**

Table 2 indicates that the mean energy intake estimated with the PortionSize app (742.9, SD 328.2 kcal) was not equivalent ($P=0.18$) to the mean estimated from the weighed meals (659.3, SD 190.7 kcal). The mean energy intake difference between the two methods was 83.5 (95% CI –480.0 to 647.0) kcal, and the mean percent error for the estimation of energy intake was 12.7% (Table 2 and Table S2 in Multimedia Appendix 1). PortionSize underestimated energy intake at lower levels of intake, but overestimation occurred and increased with higher levels of intake (Figure 2), as indicated by a significant regression equation ($R^2=0.300$; adjusted $R^2=0.246$; $P=0.03$).
Table 2. Comparison of portion size, energy, and nutrient intake estimates between PortionSize and the weigh back method (meals: N=15).

<table>
<thead>
<tr>
<th></th>
<th>PortionSize app</th>
<th>Weigh back</th>
<th>Difference</th>
<th>Equivalence at ±25%, P value</th>
<th>Mean percent error^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy (kcal)</td>
<td>742.9</td>
<td>659.3</td>
<td>83.5</td>
<td>287.5</td>
<td>.18</td>
</tr>
<tr>
<td>Portion size (g)</td>
<td>674.3</td>
<td>716.9</td>
<td>−42.7</td>
<td>303.9</td>
<td>.03^b</td>
</tr>
<tr>
<td>Total fruits (servings^c)</td>
<td>0.2</td>
<td>0.3</td>
<td>−0.1</td>
<td>0.4</td>
<td>.01^b</td>
</tr>
<tr>
<td>Total vegetables (servings^c)</td>
<td>0.6</td>
<td>0.6</td>
<td>0.0</td>
<td>0.2</td>
<td>.37</td>
</tr>
<tr>
<td>Total grains (servings^d)</td>
<td>1.7</td>
<td>1.2</td>
<td>0.5</td>
<td>0.8</td>
<td>.31</td>
</tr>
<tr>
<td>Total dairy (servings^c)</td>
<td>0.4</td>
<td>0.5</td>
<td>−0.1</td>
<td>0.7</td>
<td>.04^b</td>
</tr>
<tr>
<td>Total protein (servings^d)</td>
<td>3.1</td>
<td>2.8</td>
<td>0.3</td>
<td>2.0</td>
<td>.87</td>
</tr>
<tr>
<td>Saturated fat (g)</td>
<td>10.8</td>
<td>10.4</td>
<td>0.4</td>
<td>6.1</td>
<td>.11</td>
</tr>
<tr>
<td>Added sugar (teaspoons)</td>
<td>8.8</td>
<td>8.5</td>
<td>5.1</td>
<td>4.8</td>
<td>.14</td>
</tr>
<tr>
<td>Protein (g)</td>
<td>35.3</td>
<td>32.7</td>
<td>2.6</td>
<td>17.4</td>
<td>.25</td>
</tr>
<tr>
<td>Total fat (g)</td>
<td>32.5</td>
<td>27.1</td>
<td>5.4</td>
<td>18.7</td>
<td>.32</td>
</tr>
<tr>
<td>Carbohydrates (g)</td>
<td>78.9</td>
<td>72.0</td>
<td>6.9</td>
<td>33.8</td>
<td>.10</td>
</tr>
<tr>
<td>Dietary fiber (g)</td>
<td>4.6</td>
<td>4.1</td>
<td>0.5</td>
<td>3.6</td>
<td>.39</td>
</tr>
<tr>
<td>Total sugar (g)</td>
<td>45.6</td>
<td>46.5</td>
<td>−1.0</td>
<td>23.7</td>
<td>.04^b</td>
</tr>
<tr>
<td>Cholesterol (mg)</td>
<td>110.3</td>
<td>73.0</td>
<td>7.1</td>
<td>61.9</td>
<td>.52</td>
</tr>
<tr>
<td>Sodium (mg)</td>
<td>1200.8</td>
<td>940.5</td>
<td>260.3</td>
<td>449.5</td>
<td>.68</td>
</tr>
<tr>
<td>Calcium (mg)</td>
<td>214.3</td>
<td>176.5</td>
<td>−40.4</td>
<td>171.7</td>
<td>.09</td>
</tr>
<tr>
<td>Iron (mg)</td>
<td>4.3</td>
<td>2.3</td>
<td>1.0</td>
<td>1.4</td>
<td>.72</td>
</tr>
<tr>
<td>Potassium (mg)</td>
<td>888.5</td>
<td>831.9</td>
<td>56.6</td>
<td>361.1</td>
<td>.04^b</td>
</tr>
<tr>
<td>Vitamin D (µg)</td>
<td>0.8</td>
<td>1.5</td>
<td>−0.6</td>
<td>2.1</td>
<td>.62</td>
</tr>
</tbody>
</table>

^a Mean percent error = (|PortionSize – weigh back|/weigh back) × 100.
^b Significant equivalence (level of significance at P<.05).
^c Servings were cup equivalents.
^d Servings were ounce equivalents.
Estimation of Portion Size

The mean gram weight of meals estimated with the PortionSize app was 674.3 (SD 222.8) g, and the mean estimated from the weighed meals was 716.9 (SD 207.2) g. The mean difference in the estimated gram weights of food items between the two methods was $-42.7$ (95% CI $-638.3$ to $552.9$) g/meal, and both means were significantly equivalent ($P=.03$; Table 2 and Table S2 in Multimedia Appendix 1). The mean percent error for the estimation of gram weight was $-6\%$. The Bland-Altman limit of agreement plot for the gram weights of food items (Figure 3) indicates a slightly positive trend (not significant) for the difference in estimated gram weights (PortionSize – weigh back) with regard to the means of both methods ($[\text{PortionSize} + \text{weigh back}]/2$). The results show nonsignificant bias ($R^2=.005$; adjusted $R^2=-0.071; P=.80$).
Figure 3. Bland-Altman analysis for comparing consumed food in grams (portion size) between PortionSize and the WB method (15 meals). LCL: lower confidence limit; UCL: upper confidence limit; WB: weigh back.

Estimation of Food Group Servings
The mean PortionSize-estimated total fruit servings was 0.2 (SD 0.3; Table 2). The mean weigh back method–estimated servings of fruits was 0.3 (SD 0.4), and the means were equivalent ($P = .01$). PortionSize-estimated total dairy servings (mean 0.4, SD 0.6 servings) were equivalent to the weigh back–estimated servings (mean 0.5, SD 0.6 servings; $P = .047$).

Among the five food groups, the estimations of total vegetable servings had the lowest mean percent error (0%), with those for grain servings having the highest (41.7%). The results of dependent $t$ tests for comparing the intake of energy, nutrient, and food group servings between the two methods—the PortionSize app and weigh back—are presented in Table S2 in Multimedia Appendix 1. Bland-Altman analyses of food groups are presented in Figures S4-S8 in Multimedia Appendix 1.

Estimation of Macronutrients and Specific Nutrients
The estimates for the mean intake of protein ($P = .25$), fat ($P = .32$), and carbohydrates ($P = .10$) were not equivalent between PortionSize and the weigh back method (Table 2). The mean differences in protein, fat, and carbohydrate intake estimates between PortionSize and the weigh back method were 2.6 (SD 17.4) g, 5.4 (SD 18.7) g, and 6.9 (SD 33.8) g, respectively. We found significant equivalence in estimations of total sugar ($P = .049$) and potassium ($P = .049$) intake between PortionSize and the weigh back method. Among the macronutrient estimations, total fat estimations had the highest mean percent error (19.9%).

User Satisfaction and CSUQ Survey
Table 3 shows that of the 15 participants, 12 (80%) were satisfied or extremely satisfied with the PortionSize app, and 11 (73%) were similarly satisfied with the easiness of the PortionSize app for recording portion sizes. Moreover, 13 (87%) participants marked “very much” for how much the iPhone training helped them to prepare for using the PortionSize app.

The CSUQ survey indicated that 11 (73%) participants strongly agreed that they could become productive quickly by using the app, and the information provided for the app was easy to understand (Table S3 in Multimedia Appendix 1). The mean score from the CSUQ was 35.3 (SD 13.5).
Table 3. Participants’ satisfaction with the PortionSize app (N=15).

<table>
<thead>
<tr>
<th>Questions</th>
<th>Score, n (%)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. How satisfied are you with the PortionSize app for recording portion sizes?</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>3 (20)</td>
<td>8</td>
<td>53</td>
<td>4 (27)</td>
</tr>
<tr>
<td>2. How satisfied are you with the Portion Summary tab of the PortionSize app?</td>
<td>N/A</td>
<td>N/A</td>
<td>2</td>
<td>(13)</td>
<td>1</td>
<td>7</td>
<td>6 (40)</td>
</tr>
<tr>
<td>3. How satisfied are you with the Take Photo tab of the PortionSize app?</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>4 (27)</td>
<td>6</td>
<td>40</td>
<td>5 (33)</td>
</tr>
<tr>
<td>4. How satisfied are you with the Forgot Meal tab of the PortionSize app?</td>
<td>N/A</td>
<td>1</td>
<td>7</td>
<td>N/A</td>
<td>4</td>
<td>27</td>
<td>10 (67)</td>
</tr>
<tr>
<td>5. How satisfied are you with the Settings tab of the PortionSize app?</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>1 (7)</td>
<td>4</td>
<td>27</td>
<td>10 (67)</td>
</tr>
<tr>
<td>6. How easy was it to use the PortionSize app for recording portion sizes?</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>4 (27)</td>
<td>7</td>
<td>47</td>
<td>4 (27)</td>
</tr>
<tr>
<td>7. How easy was it to capture images and record portion sizes?</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>1 (7)</td>
<td>7</td>
<td>47</td>
<td>4 (27)</td>
</tr>
<tr>
<td>8. How easy was it to use the Forgot Meal tab to describe portions?</td>
<td>N/A</td>
<td>N/A</td>
<td>2</td>
<td>(13)</td>
<td>1</td>
<td>7</td>
<td>4 (27)</td>
</tr>
<tr>
<td>9. How much did the iPhone training help prepare you for using the PortionSize app?</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>2</td>
<td>13</td>
<td>13 (87)</td>
</tr>
<tr>
<td>10. How appropriate were the PortionSize templates superimposed on your food items?</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>1 (7)</td>
<td>7</td>
<td>47</td>
<td>4 (27)</td>
</tr>
</tbody>
</table>

*Scores of 1 indicated “extremely dissatisfied,” “very difficult,” “not at all,” and “not appropriate” for questions 1 to 5, questions 6 to 8, question 9, and question 10, respectively.

Scores of 6 indicated “extremely satisfied,” “extremely easy,” “very much,” and “very appropriate” for questions 1 to 5, questions 6 to 8, question 9, and question 10, respectively.

N/A: not applicable.

Discussion

Principal Findings

In this small pilot and feasibility study, we collected preliminary validation data for the PortionSize app. The results indicate that the estimations of energy intake and the intake of energy-contributing nutrients (carbohydrates, protein, and fat) from the PortionSize app were not equivalent to those estimated via weigh back. The mean percent error of the energy intake estimated by the PortionSize app and from weighed food was 12.7% and fell within the ranges of 8% to 30% for 24-hour dietary recall and 1.3% to 47% for diet histories, food records, and food frequency questionnaires [1]. PortionSize’s error for estimating gram weight intake was smaller (−6%). There are mixed results that suggest that app-based assessment methods either underestimate or overestimate energy intake when compared with the doubly labeled water method and traditional methods, such as dietary records [1,9]. Traditional methods, such as self-reported 24-hour dietary recall, have significantly underestimated energy intake when compared with 7-day food weigh records [34]. A systematic review and meta-analysis study found that image-based dietary assessments underestimated energy intake by 20% (range 0%−37%) when compared with the doubly labeled water method; however, the study showed no significant difference in energy intakes estimated via traditional methods (such as 24-hour dietary recall) and the RFFM [35]. We observed in this pilot study that the CI for the mean difference in energy intake estimations between the two methods—the PortionSize app and weigh back—crossed 0 (Table S2 in Multimedia Appendix 1).

The results of this pilot study indicate that the estimated portion sizes (g) of food from the PortionSize app was equivalent to the portion sizes that were estimated via weigh back, and the mean percent error between the two methods was −6%.

Inaccurate portion size estimates necessarily result in inaccurate food intake estimates, and approximately 50% of the error in self-reported food intake is due to inaccurate portion size estimates, with missing data likely accounting for the majority of the remaining error [36]. Furthermore, consumers’ difficulties with estimating portion sizes are a barrier to correctly measuring energy intake [37]. The PortionSize app integrates visual templates that enable users or consumers to accurately quantify portion sizes in real time [7]. However, users need to be discreet when selecting the right FNDDS food codes within the PortionSize app to match with the food items in order to correctly estimate their food intake.

Equivalent estimations of total fruit and total dairy servings were found between PortionSize and the weigh back method. We cross-checked the outlier values for the vegetable, grain, and protein group servings. A participant experienced app glitches when using the PortionSize app and thus could not correctly record plate waste for the grain group servings (outlier value is reported in Figure S6 in Multimedia Appendix 1). In addition, 1 participant mistakenly reported percent plate waste when using the PortionSize app and thus generated an outlier value for the protein group servings (Figure S8 in Multimedia Appendix 1). The estimations of total vegetable servings were not equivalent; however, the mean percent error was 0%. This reflects that there is no fundamental issue with the PortionSize app; however, app improvements are needed for the correct estimation of food intake.

The USDA provides recommendations in terms of food groups, such as fruits, vegetables, grains, protein, and dairy [20]. To our knowledge, PortionSize app is the first food intake assessment tool that provides immediate feedback on energy intake and food group servings. Such feedback can help users track whether they are meeting the recommended daily intake of energy, fruits, vegetables, grains, dairy, and protein.
Additionally, obtaining real-time feedback on food selection will provide an opportunity for users to modify their food intake and thus improve their food intake behavior [3,38,39]. Unspecific or delayed feedback is not as effective as real-time feedback at inducing behavior change, since behavior change is promoted by receiving immediate and specific feedback based on objective data that are temporally associated with a target behavior [38]. Food intake and dietary patterns outline an individual’s nutrition status because food intake encompasses energy intake; nutrient intake (macronutrients and micronutrients, including vitamins and minerals); and the consumption of different food groups, such as fruits and vegetables [1,17,40].

A survey-based study that focused on the perceived burdens of and preferences for traditional methods, the RFPM, and PortionSize indicated that 67.3% of participants preferred to use the RFPM, 51.9% preferred the PortionSize app, 48% preferred food records, and 32.9% preferred 24-hour dietary recall. Nevertheless, a significantly higher percentage of older adults (aged ≥65 years) preferred using food records and 24-diary recall when compared to other participants (aged <65 years) [7]. Older adults often perceive barriers and difficulties in using mobile health apps [41], and this could be one of the reasons that older adults typically prefer traditional methods. Participants in the survey-based study perceived the RFPM to be less burdensome compared to the PortionSize app [7]; however, the RFPM needs trained human raters to analyze food images and assess food intake [16]. On the other hand, the PortionSize app has more embedded features for measuring food intake, including those for capturing images of food selection and plate waste, identifying foods, and estimating portion size, and these may challenge users or consumers when using the PortionSize app. Low health and nutrition literacy could be potential barriers to accurately estimating portion size [40]. The PortionSize app provides real-time feedback on food intake and food group servings; therefore, we expect that the advantages of using PortionSize app will promote users’ willingness to use the PortionSize app and accept the challenges. We also expect that future validation studies will support this hypothesis.

Limitations

The purpose of this pilot and feasibility study was to examine the initial validity of the PortionSize app and inform power for future validation studies of the PortionSize app. This study has several limitations that need to be acknowledged. First, it had a small but appropriate sample size for a pilot study. Second, most of the participants were female (11/15, 73%) and highly educated (college or above: 14/15, 93%). Third, there was limited representation from different racial or ethnic groups. Fourth, while all BMI categories were targeted, the effects across different BMI categories could not be examined due to the small sample size. Fifth, each participant estimated a single meal with limited food items; however, they did not estimate food intake over a long duration (ie, days or weeks). Sixth, the PortionSize app was also designed to estimate and provide feedback on alcohol consumption; however, we did not analyze alcohol consumption in this study. Lastly, the PortionSize app was recently developed, and the team continues to debug the app and improve its functionality. This likely impacted user satisfaction. Future studies with a large sample are needed to examine differences in food intake estimations from the PortionSize app between men and women, among BMI categories, and among different ethnic groups.

Conclusions

The findings from this pilot study suggest that the PortionSize app has promise for estimating food intake in real time. With some improvements, it is hoped that the PortionSize app will become sufficiently accurate, so that it can be used by participants to modify their food intake in real time (ie, when they are selecting foods) and how much of each food they eat during a meal or snack.
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Abstract

Background: The World Health Organization has defined mobile health (mHealth) as the “use of mobile and wireless technologies to support the achievement of health objectives.” Smartphones currently represent one of the main media forms for mHealth democratization. Health apps can be an interesting tool for changing health behaviors. However, their use in France is still poorly documented.

Objective: The main aim of this study was to evaluate the frequency of use of health apps among patients consulting in the primary care setting in France. The secondary aims were to evaluate the use of health apps according to the sociodemographic and medical characteristics of patients and to determine their use.

Methods: A population-based cross-sectional survey was carried out between November 2017 and January 2018 in the Grenoble area of France among patients aged between 18 and 69 years who were consulting at 13 primary care physician offices. Patients were provided with anonymous paper self-questionnaires. The main criterion for participation was the use of a smartphone health app, defined for the purpose of this study as any app supporting patients in efforts to be healthy.

Results: The participation rate was 49.27% (739/1500; 95% CI 46.7%-51.8%). The smartphone use was estimated at 82.6% (597/723; 95% CI 79.6%-85.2%). Of 597 smartphone owners, 47.7% (283/595; CI 43.6%-51.6%) used at least one smartphone health app. Health apps identified in this study were mainly related to wellness, prevention, and fitness (66.1%), as well as medication, treatments, and follow-up care (50.0%). The main factors associated with health app use were: use of social networks (odds ratio [OR] 3.4, 95% CI 2.1-5.3), age under 30 years (OR 2.7, CI 1.4-4.9), city size between 5001 and 10,000 inhabitants (OR 1.8, CI 1.1-2.8), and city size more than 10,000 inhabitants (OR 2.1, CI 1.4-3.2).

Conclusions: In this survey, nearly one out of two patients reported the use of smartphone health apps, which are currently focused on wellness, prevention, and fitness, and are largely used by the younger population.

Trial Registration: ClinicalTrials.gov NCT03351491; https://clinicaltrials.gov/ct2/show/NCT03351491

(JMIR Form Res 2022;6(6):e34882) doi:10.2196/34882
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Introduction

Mobile health (mHealth) is generally defined as medical and public health practice supported by mobile devices such as mobile phones, patient monitoring devices, personal digital assistants, and other wireless devices. The World Health Organization has defined mHealth as the “use of mobile and wireless technologies to support the achievement of health objectives” [1].

A mobile phone is a wireless portable device that allows users to make and receive calls. Modern mobile phones are more commonly called “smartphones” because of the many digital mobile services they offer. Owing to their advanced computing and their connectivity using cellular network architecture, smartphones currently represent one of the main media forms for mHealth democratization and spread. Between 2011 and 2020 in France, smartphone ownership among people older than 12 years increased from 17% to 84%, with 94% of the population older than 12 years owning a mobile phone in 2020 [2]. Similar statistics were reported the same year in the United States, with a rate of smartphone ownership estimated at 85% [3]. This equipment evolution has been accompanied by an increase in the number and use of mobile apps. These software programs running on devices such as smartphones are preinstalled or downloadable on apps markets (eg, Google Play Store, Apple App Store). Some of these focus on health, fitness, or medical care.

In the last few decades, smartphones have radically modified our daily lives. In the field of health, patients have more access to health knowledge, with greater opportunities to improve the involvement of patients through patient-professional partnerships. Several studies have demonstrated the effectiveness of mHealth interventions to improve health behavior [4,5] in contexts such as diet adhesion, smoking cessation, increasing physical activity, and chronic disease management (eg, diabetes or hypertension). This evolution has impacted the relationship between general practitioners (GPs) and their patients [6]. Recent research suggests that patients perceive mHealth apps as useful complementary tools for self-monitoring and self-management of their health, albeit with some limits [7]. A qualitative study involving French GPs highlighted an ambivalent discourse around the prescription of mHealth apps or patients’ use of apps [8]. In France, health apps must be considered as “medical devices” and must be evaluated by the National Committee for the Evaluation of Medical Devices and Health Technologies (CNEDIMTS) to obtain reimbursement [9]. Currently, to our knowledge, only one app is reimbursed by the health insurance and can be prescribed (Moovcare).

In 2015, a survey conducted in the United States showed that 58.2% of mobile phone users had a health app compared to only 19% in 2012 [10]. The proportion of smartphone owners using health apps was estimated at 20.5% in 2015 in Germany [11] and at 24.1% in 2016 in Hong Kong [12]. However, there is a paucity of data in the scientific literature concerning the use of health apps among smartphone users in France.

The main objective of this study was to evaluate the frequency of use of at least one mobile health app on a smartphone since its acquisition by patients recruited from the primary care setting in the Grenoble region of France. The secondary objectives were to collect the types of health apps used, and to analyze factors associated with the use of these apps according to sociodemographic, geographical, and medical characteristics of the studied population.

Methods

Design

This study was a population-based cross-sectional survey carried out among patients aged 18-69 years consulting GPs in their office or in a primary care center in the Grenoble area of France. Data were collected between November 2017 and January 2018 by anonymous self-administered paper questionnaires.

Sample

Inclusion criteria of the considered sample were: all adult outpatients aged between 18 and 69 years, consulting a GP and not being deprived of liberty by judicial or administrative decision or subject to a legal protection measure. All patients were eligible regardless of the reason for the consultation. The sample size was calculated using the following assumptions: precision=5%, α risk=5%, estimated percentage of smartphone users=65%, estimated health apps use in the population of smartphone users=50%. The calculated number was then increased by 60% to take nonresponses into account. The minimum required sample size was estimated at 1476 questionnaires. This number was then rounded up to 1500.

Questionnaire

A specific questionnaire was developed for the purpose of the study and distributed to participants. The questionnaire consists of 23 questions and was estimated to be completed in approximately 5 minutes. It was submitted to expert opinion (one GP, one epidemiologist, and one biostatistician) and then tested on 15 patients. Their advice and suggestions were taken (one GP, one epidemiologist, and one biostatistician) and then tested on 15 patients. Their advice and suggestions were taken
and prevention apps. Online health and well-being websites available with a smartphone were also considered to be in scope. The download and the use of smartphone apps were also measured without distinguishing between common apps and health apps. The secondary outcome measures were the digital characteristics (determined by the digital equipment and the use of social networks), sociodemographic characteristics (age, gender, socioprofessional category), geographical characteristics (determined by the postcode), and the medical characteristics (medication and long-term disease). The socioprofessional categories were derived from the nomenclature of the French National Institute for Statistical and Economic Studies (Institut National de la Statistique et des Études Économiques [INSEE]) and they were gathered in four categories (two for the labor force and two for the nonworking population) by median annual income. The types of used health apps were derived from the French National Market Research Agency (Institut Français d’Opinion Publique [IFOP]) and simplified to be more comprehensible. The following variables regarding the type of health app use were collected: treatment and follow-up care (4 classes); emergency management (2 classes); communication (3 classes); well-being, prevention, and fitness (5 classes); fertility and pregnancy (2 classes); and diagnostic assistance (2 classes) (see Table 1).

<table>
<thead>
<tr>
<th>Category</th>
<th>Subclass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment and follow-up care</td>
<td>Drug information, disease information, medical parameters management (eg, blood pressure, weight), help receiving treatments</td>
</tr>
<tr>
<td>Emergency management</td>
<td>Warning system (eg, prerecorded emergency numbers), first-aid help (eg, basic emergency life-saving skills)</td>
</tr>
<tr>
<td>Communication</td>
<td>Health professional search (eg, phone books), data sharing (eg, medical mailbox), exchange about health themes</td>
</tr>
<tr>
<td>Well-being, prevention, and fitness</td>
<td>Smoking cessation, fitness, nutrition and weight loss, stress management, sleeping help</td>
</tr>
<tr>
<td>Fertility and pregnancy</td>
<td>Ovulation schedule, pregnancy calendar</td>
</tr>
<tr>
<td>Diagnostic assistance</td>
<td>Symptom information, self-diagnosis help</td>
</tr>
</tbody>
</table>

**Data Analysis**

The database input was performed by two authors, and entries were verified for 10% of the questionnaires. Statistical analyses were performed with Stata 15.0. Quantitative variables are expressed as mean (SD) and were compared with a t-test after normality was confirmed or with the Mann-Whitney U test if normality was not confirmed. Qualitative variables are expressed in numbers with percentages and were compared with the \( \chi^2 \) test (or Fisher exact test in the event of small numbers). Statistical testing was performed with an \( \alpha \) risk equal to .05. Multivariate analysis was performed by logistic regression with a subgroup analysis. Variables selected were those with \( P < .20 \) in univariate analysis. Odds ratios (ORs) were calculated with the 95% CIs for each variable. Missing data were incorporated in the statistical analysis.

**Ethics Approval and Registration**

This study was approved by the Committee for the Protection of Persons (Comité de Protection des Personnes) Sud-Ouest et Outre-Mer III (2017-A01647-46) and by the Correspondent for Protection of Personal Data (Correspondant Informatique et Libertés) of University Grenoble Alps (0987763). The protocol was registered at ClinicalTrials.gov (NCT03351491).

**Results**

The response rate of the distributed questionnaires was estimated at 49.3% (739/1500; 95% CI 46.7%–51.8%). Eight patients refused to give their consent (Table 2). Among our study participants, the proportion of mobile phone owners was estimated at 96.6% (714/731; 95% CI 96.3%–98.5%). Smartphone use was estimated at 82.6% (597/723; 95% CI 79.6%–85.2%). A total of 134 patients were excluded from the final analysis: 119 did not use a smartphone, 7 did not know what kind of mobile phone they used, and 8 questionnaires contained missing data concerning the use of a smartphone. A total of 597 questionnaires were then included in the statistical analysis.

The sample characteristics are summarized in Table 3. The average age of the patients was 41.1 (SD 5.6) years and 65% of the sample were women (95% CI 61.1%–68.7%). Most of the participants (455/594, 76.6%; 95% CI 73.0%–79.8%) used apps on their smartphone, and 47.7% (283/595; 95% CI 43.6%–51.6%) used at least one health app since acquiring their smartphone. All of these users (283/283, 100.0%) had already downloaded an app (health app or not) on apps markets. The most commonly used app types were well-being, prevention, or fitness apps (185/280, 66.1%; 95% CI 60.3%–71.4%); apps about drugs, treatment, and follow-up care (140/280, 50.0%; 95% CI 44.2%–56.0%); apps for communication with health professionals (98/280, 35.0%; 95% CI 29.6%–40.8%); and apps about fertility and pregnancy (58/280, 20.7%; 95% CI 16.3%–25.9%).

The least used apps were those for emergency management (27/280, 9.6%; 95% CI 6.9%–13.7%) and apps for diagnosis help and symptoms data (26/280, 9.3%; 95% CI 6.4%–13.3%). The use of more than one app was reported by 46.6% (132/280; 95% CI 40.9%–52.5%) of patients. Women used more health apps about fertility and pregnancy; well-being, prevention, and fitness; and drugs, treatment, and follow-up care than men (Table 4).
The main origins of awareness of the existence of the used apps were the social circle (114/265, 43%; 95% CI 37.1%-49.1%) and media (internet, TV, newspapers, and other media channels) (103/265, 38.9%; 95% CI 33.1%-44.9%). In addition, 8.7% (23/265; 95% CI 5.8%-12.7%) of GPs recommended health apps to patients, whereas only 6.0% (16/265; 95% CI 3.7%-9.6%) and 3.7% (10/265; 95% CI 2.0%-6.9%) of other physicians and other health professionals, respectively, recommended these apps. Other sources were given for 19.2% (51/265; 95% CI 14.9%-24.5%) of the respondents, including preinstalled health apps (10/39) or downloaded apps following personal research (11/39). The frequency of use of these apps was indicated to be rare for 31.1% (84/270; 95% CI 25.8%-36.9%), monthly for 21.5% (58/270; 95% CI 16.9%-26.8%), weekly for 16.3% (44/270; 95% CI 12.3%-21.2%), and daily for 31.1% (84/270; 95% CI 25.8%-36.9%) of respondents.

Univariate analysis revealed that the use of health apps was associated with a young population, mainly female, living in larger cities, and the use of social network(s) (all P<.001). A potential association between health app use and socioprofessional category (P<.001) was also identified.

By contrast, the presence of chronic conditions and the number of treatments were not associated with the use of health apps (Table 5).

The logistic regression model displayed an association between the use of health apps and the use of social networks; age under 30 years; being a woman; living in a city with 5001-10,000 inhabitants; living in a city with more than 10,000 inhabitants; and occupying an executive position, intellectual profession, or having an intermediate occupation (Table 6).

Table 2. Participation by center.

<table>
<thead>
<tr>
<th>Center</th>
<th>Distributed (N=1500)</th>
<th>Collected (n=739), n (%)</th>
<th>Participants (% total sample)</th>
<th>Women (n=473), n (%)</th>
<th>Refusal to participate, n (%)</th>
<th>Smartphone user (n=597), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>43</td>
<td>13 (30.2)</td>
<td>1.76</td>
<td>7 (1.5)</td>
<td>0 (0)</td>
<td>10 (1.7)</td>
</tr>
<tr>
<td>2</td>
<td>172</td>
<td>43 (25.0)</td>
<td>5.82</td>
<td>26 (5.5)</td>
<td>2 (25)</td>
<td>31 (5.2)</td>
</tr>
<tr>
<td>3</td>
<td>129</td>
<td>62 (48.1)</td>
<td>8.39</td>
<td>40 (8.5)</td>
<td>0 (0)</td>
<td>52 (8.7)</td>
</tr>
<tr>
<td>4</td>
<td>172</td>
<td>127 (73.8)</td>
<td>17.19</td>
<td>87 (18.4)</td>
<td>0 (0)</td>
<td>107 (17.9)</td>
</tr>
<tr>
<td>5</td>
<td>43</td>
<td>33 (76.7)</td>
<td>4.47</td>
<td>27 (5.7)</td>
<td>0 (0)</td>
<td>30 (5.0)</td>
</tr>
<tr>
<td>6</td>
<td>43</td>
<td>38 (88.4)</td>
<td>5.14</td>
<td>26 (5.5)</td>
<td>1 (12.5)</td>
<td>36 (6.0)</td>
</tr>
<tr>
<td>7</td>
<td>167</td>
<td>96 (57.5)</td>
<td>12.99</td>
<td>59 (12.5)</td>
<td>3 (37.5)</td>
<td>80 (13.4)</td>
</tr>
<tr>
<td>8</td>
<td>129</td>
<td>122 (94.6)</td>
<td>16.51</td>
<td>80 (16.9)</td>
<td>0 (0)</td>
<td>94 (15.7)</td>
</tr>
<tr>
<td>9</td>
<td>172</td>
<td>94 (54.7)</td>
<td>12.72</td>
<td>47 (9.9)</td>
<td>0 (0)</td>
<td>68 (11.4)</td>
</tr>
<tr>
<td>10</td>
<td>86</td>
<td>45 (52.3)</td>
<td>6.09</td>
<td>28 (5.9)</td>
<td>1 (12.5)</td>
<td>35 (5.9)</td>
</tr>
<tr>
<td>11</td>
<td>43</td>
<td>29 (67.4)</td>
<td>3.92</td>
<td>21 (4.4)</td>
<td>1 (12.5)</td>
<td>24 (4.0)</td>
</tr>
<tr>
<td>12</td>
<td>43</td>
<td>19 (44.2)</td>
<td>2.57</td>
<td>13 (2.7)</td>
<td>0 (0)</td>
<td>16 (2.7)</td>
</tr>
<tr>
<td>13</td>
<td>258</td>
<td>18 (7.0)</td>
<td>2.44</td>
<td>12 (2.5)</td>
<td>0 (0)</td>
<td>14 (2.3)</td>
</tr>
</tbody>
</table>
Table 3. Characteristics of the sample.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years) (n=596), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>143 (24.0)</td>
</tr>
<tr>
<td>30-39</td>
<td>140 (23.5)</td>
</tr>
<tr>
<td>40-49</td>
<td>134 (22.5)</td>
</tr>
<tr>
<td>50-69</td>
<td>179 (30.0)</td>
</tr>
<tr>
<td><strong>Women (n=597), n (%)</strong></td>
<td>388 (65.0)</td>
</tr>
<tr>
<td><strong>Use of social network(s) (n=597), n (%)</strong></td>
<td>464 (72.7)</td>
</tr>
<tr>
<td><strong>Chronic disease, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Overall (n=592)</td>
<td>204 (34.5)</td>
</tr>
<tr>
<td>Cancer (n=575)</td>
<td>18 (3.1)</td>
</tr>
<tr>
<td>Diabetes (n=577)</td>
<td>28 (4.8)</td>
</tr>
<tr>
<td>Psychiatric diseases (n=577)</td>
<td>19 (3.3)</td>
</tr>
<tr>
<td>Cardiac diseases (n=577)</td>
<td>36 (6.7)</td>
</tr>
<tr>
<td>Rheumatologic diseases (n=577)</td>
<td>29 (5.0)</td>
</tr>
<tr>
<td>Pulmonary diseases (n=577)</td>
<td>14 (2.4)</td>
</tr>
<tr>
<td>Renal diseases (n=577)</td>
<td>5 (0.9)</td>
</tr>
<tr>
<td>Other chronic diseases (n=577)</td>
<td>80 (13.9)</td>
</tr>
<tr>
<td><strong>Medications (n=583) (number per day), mean (SD)</strong></td>
<td>0.9 (0.7)</td>
</tr>
<tr>
<td><strong>Population (n=597), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>0-1000</td>
<td>7 (1.2)</td>
</tr>
<tr>
<td>1001-5000</td>
<td>190 (31.8)</td>
</tr>
<tr>
<td>5001-10,000</td>
<td>177 (29.6)</td>
</tr>
<tr>
<td>&gt;10,000</td>
<td>223 (37.3)</td>
</tr>
<tr>
<td><strong>Socioprofessional category (n=595), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Farmers, craftspeople, storekeepers, managers, workers, or employees</td>
<td>295 (49.6)</td>
</tr>
<tr>
<td>Executive, intermediate, or intellectual professions</td>
<td>159 (26.7)</td>
</tr>
<tr>
<td>Retired</td>
<td>52 (8.7)</td>
</tr>
<tr>
<td>Student or unemployed</td>
<td>89 (15.0)</td>
</tr>
</tbody>
</table>

Table 4. Use and type of health apps used by gender.

<table>
<thead>
<tr>
<th>Use of health app</th>
<th>Respondents, n</th>
<th>Women, n (%)</th>
<th>Men, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall users</td>
<td>283</td>
<td>206 (73.0)</td>
<td>77 (27.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Drugs, treatment, and follow-up care</td>
<td>140</td>
<td>102 (72.9)</td>
<td>38 (27.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Emergency management</td>
<td>27</td>
<td>17 (63.0)</td>
<td>10 (37.0)</td>
<td>.84</td>
</tr>
<tr>
<td>Communication with health professionals</td>
<td>98</td>
<td>69 (70.4)</td>
<td>29 (29.6)</td>
<td>.25</td>
</tr>
<tr>
<td>Well-being, prevention, and fitness</td>
<td>185</td>
<td>134 (72.4)</td>
<td>51 (27.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fertility and pregnancy</td>
<td>58</td>
<td>57 (98.3)</td>
<td>1 (1.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diagnosis help and symptoms data</td>
<td>26</td>
<td>21 (80.8)</td>
<td>5 (19.2)</td>
<td>.10</td>
</tr>
</tbody>
</table>
Table 5. Univariate analysis of characteristics associated with the use of health apps.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Health apps use (n=283)</th>
<th>No health apps use (n=312)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years) (n=596), mean (SD)</td>
<td>37.7 (7.8)</td>
<td>44.2 (7.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Women (n=388), n (%)</td>
<td>206 (72.8)</td>
<td>180 (57.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Use of social network(s) (n=594), n (%)</td>
<td>244 (86.2)</td>
<td>190 (60.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Chronic disease, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall (n=592)</td>
<td>90 (32.0)</td>
<td>114 (36.9)</td>
<td>.12</td>
</tr>
<tr>
<td>Cancer (n=575)</td>
<td>10 (3.6)</td>
<td>8 (2.7)</td>
<td>.35</td>
</tr>
<tr>
<td>Diabetes (n=577)</td>
<td>10 (3.6)</td>
<td>18 (6.0)</td>
<td>.12</td>
</tr>
<tr>
<td>Psychiatric diseases (n=577)</td>
<td>10 (3.6)</td>
<td>9 (3.0)</td>
<td>.44</td>
</tr>
<tr>
<td>Cardiac diseases (n=577)</td>
<td>14 (5.1)</td>
<td>22 (7.4)</td>
<td>.16</td>
</tr>
<tr>
<td>Rheumatologic diseases (n=577)</td>
<td>16 (5.8)</td>
<td>13 (4.4)</td>
<td>.28</td>
</tr>
<tr>
<td>Pulmonary diseases (n=577)</td>
<td>7 (2.5)</td>
<td>7 (2.4)</td>
<td>.55</td>
</tr>
<tr>
<td>Renal diseases (n=577)</td>
<td>3 (1.1)</td>
<td>2 (0.7)</td>
<td>.47</td>
</tr>
<tr>
<td>Other chronic diseases (n=577)</td>
<td>39 (14.1)</td>
<td>41 (13.8)</td>
<td>.50</td>
</tr>
<tr>
<td>Number of treatments (n=583), mean (SD)</td>
<td>0.9 (0.1)</td>
<td>1.0 (0.1)</td>
<td>.23</td>
</tr>
<tr>
<td><strong>Population (n=596), n (%)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>0-1000</td>
<td>1 (0.3)</td>
<td>6 (1.9)</td>
<td></td>
</tr>
<tr>
<td>1001-5000</td>
<td>69 (24.4)</td>
<td>121 (38.8)</td>
<td></td>
</tr>
<tr>
<td>5001-10,000</td>
<td>89 (31.4)</td>
<td>87 (27.8)</td>
<td></td>
</tr>
<tr>
<td>&gt;10,000</td>
<td>124 (43.8)</td>
<td>98 (31.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Socioprofessional category (n=595), n (%)</strong></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Farmers, craftspeople, storekeepers, managers, workers or employees</td>
<td>141 (50.0)</td>
<td>152 (48.9)</td>
<td></td>
</tr>
<tr>
<td>Executives, intermediate or intellectual professions</td>
<td>83 (29.4)</td>
<td>76 (24.4)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>13 (4.6)</td>
<td>39 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Students or unemployed</td>
<td>45 (16.0)</td>
<td>44 (14.1)</td>
<td></td>
</tr>
</tbody>
</table>
Table 6. Factors associated with the use of health apps (logistic regression model).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Adjusted OR&lt;sup&gt;a&lt;/sup&gt;</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29 (n=143)</td>
<td>2.68</td>
<td>1.45-4.94</td>
</tr>
<tr>
<td>30-39 (n=139)</td>
<td>1.22</td>
<td>0.70-2.15</td>
</tr>
<tr>
<td>40-49 (n=134)</td>
<td>1.46</td>
<td>0.85-2.51</td>
</tr>
<tr>
<td>50-69 (n=178)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td><strong>Socioprofessional category</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Farmers, craftspeople, storekeepers,</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>managers, workers, or employees</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Executives, intermediate or</td>
<td>1.71</td>
<td>1.10-2.65</td>
</tr>
<tr>
<td>intellectual professions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>0.80</td>
<td>0.36-1.80</td>
</tr>
<tr>
<td>Students or unemployed</td>
<td>0.76</td>
<td>0.45-1.29</td>
</tr>
<tr>
<td>Women</td>
<td>1.77</td>
<td>1.21-2.59</td>
</tr>
<tr>
<td>Chronic disease</td>
<td>1.28</td>
<td>0.83-1.96</td>
</tr>
<tr>
<td><strong>Population</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-5,000</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>5001-10,000</td>
<td>1.81</td>
<td>1.15-2.84</td>
</tr>
<tr>
<td>&gt;10,000</td>
<td>2.10</td>
<td>1.37-3.22</td>
</tr>
<tr>
<td>Social network(s) use</td>
<td>3.36</td>
<td>2.12-5.34</td>
</tr>
</tbody>
</table>

<sup>a</sup>OR: odds ratio.

**Discussion**

**Principal Findings**

In this survey, 82.6% of participants owned a smartphone, 76.6% used apps, and 46.7% used at least one health app. These users of health apps tended to be under 30 years old, women, use social networks, belong to a higher socioprofessional category, and live in larger cities compared with other smartphone owners. Over 84% of the population over 12 years old in France was reported to use a smartphone in 2020 (representing an increase from 77% in 2019) [13], with 85% of US adults estimated to use a smartphone in 2020 (representing an increase from 81% in 2019) [14]. The smartphone user proportion of 82.6% (597/723; 95% CI 79.6%-85.2%) found in this study was thus slightly higher than the estimate of French data from 2019. This difference could be explained by the characteristics of our sample with a young, tech-friendly population. Indeed, we did not include people over 69 years old. As this older population is less equipped in smartphones than people between 18 and 69 years, not including them should have caused a higher proportion of smartphone owners in our sample.

No estimation of the use of health apps in France was found in the scientific literature. Therefore, the results of this survey had to be compared to those of other countries. To our knowledge, the more recently published results about the rate of use of general health apps concern the United States and Germany, with both studies conducted in 2015, along with one study conducted in Hong Kong in 2016 [12], providing estimates of health apps use among smartphone owners of 20.5% [15], 58.2% [10], and 24.1% [12], respectively. These differences could be attributed to the different sample recruitment strategies used. Our sample was recruited from GPs in their office or in a primary care center, whereas the previous studies were conducted through population-based surveys. Thus, selection bias may be possible, because health consciousness might be more important among patients than among the general population [16].

This disparity could be also attributed to differences in sample characteristics, and especially the mean age. Indeed, our studied sample had a mean age of 41 years, which is close to that of the US survey (40 years), however, the mean age of the sample in Germany was 57 years and 16.1% of the participants of the Hong Kong survey were elderly patients (≥65 years). Our results suggested that the younger population had a greater tendency to use health apps than older participants. In addition, a recent systematic review regarding factors influencing use of mHealth apps showed that mHealth apps are mainly used by young people [17]. Thus, by excluding patients over 69 years of age in our survey, the mean age decreased while the overall use of health apps increased in comparison with those reported for the general population.

In our results, the most frequently used health apps were those concerning well-being, prevention, and fitness (185/280, 66.1%), and those related to treatment, drugs, and follow-up care (140/280, 50.0%). These could not be directly compared to the previous studies of Ernsting et al [11] and Krebs and Duncan [10], as they measured the reasons for downloading apps but did not directly compare the types of apps downloaded. In the German survey [11], the participants mainly reported using apps to support changes in smoking cessation (44.5%), healthy diet
This could be partly explained by the higher use of smartphones among people in this socioprofessional category and by their greater use of apps in general. An association was also found between health apps use, a high income, and higher level of education in previous surveys [13,15]. This therefore strengthens our conclusions, as the identified socioprofessional category comprises those earning the most money and having followed the highest level of education.

Moreover, living in cities with more than 5000 inhabitants was also associated with greater use of health apps. Indeed, the multivariate analysis demonstrated that the bigger the city, the stronger the association. Thus, cities with more than 10,000 inhabitants were more strongly associated with apps use (OR 2.10, 95% CI 1.37-3.22) than those with 5001-10,000 inhabitants (OR 1.81, 95% CI 1.15-2.84). The size of cities was not explored in other surveys. These data might be explained by the concentration of students in Grenoble (8.0% vs 2.0% in the same region in 2010), who are younger and thus more likely to use apps, and of higher-income people such as executives or those with intermediate occupations (14.0% and 16.6%, respectively, vs 11.9% and 16% in the whole region) in these areas.

In contrast to the findings of Ernsting et al [11], we did not find an association of health apps use with having a chronic disease. This result could be explained by our inclusion criteria. Indeed, patients over 69 years old, who represent the population most affected by chronic diseases, were not included in our sample. Moreover, we did not consider BMI or ethnicity in our study, which were associated with health apps use in the other surveys. A survey in the general population or without limitation of age would be interesting to further study the associations of these factors.

Limitations

Despite the agreement of these results with previous data from the literature, some limitations should be taken into consideration with respect to interpreting the results of this study. First, this study was not randomized and the participation was voluntary, which could be a limitation of sample representativeness. Furthermore, we did not explore the use of health apps in the population over 60 years old. This choice of inclusion criterion might have created a bias in assessing the associations with chronic disease and the number of treatments, which were found in some previous studies. Finally, this was a self-response survey, which can cause misunderstandings and missing data for some questions in the questionnaire, despite performing pilot tests with several patients before official recruitment. Considering these limitations, these results from a regional survey are consequently hard to extend to the general population.

This study was performed prior to the COVID-19 pandemic. During the pandemic period, eHealth, mHealth, and telemedicine were more widely adopted for crisis management and as a preventive measure to increase clinical care [19,20]. Thus, a similar study should be performed to determine the impact of the pandemic on the use of eHealth. An additional element in this survey was that there were no questions related to the use of health apps by GPs; thus, it would be interesting to evaluate...
the potential link between this practice and the patients’ use of mHealth.

In spite of these limitations, precautions were taken to ensure the relevance of the results. The sample was composed of patients from 13 centers that represented various types of primary care practices. The substantial sample size further instilled confidence in the robustness of the statistical methods used, with sufficient power to detect statistically significant differences. Moreover, we used paper questionnaires rather than online surveys. This decision was taken so as to avoid selection bias of people that use the internet regularly, who would also be more likely to own a smartphone and to use health apps. These precautions were used to ensure the strength of our findings, and our results indeed are in agreement with studies performed in other countries.

Conclusion

This work confirmed the wide extent of smartphone use among 82.6% of the sample. Moreover, an important use of health apps was identified in our sample, with nearly one out of two smartphone users reporting downloading and using health apps. The users of these apps had a tendency to be younger than 30 years old, to be women, to live in bigger cities, to use more social networks, and to be in a high socioprofessional category. Currently, the use of mHealth is mainly limited to well-being and prevention apps, including fitness and weight loss apps. However, health apps have demonstrated their potential in changing health behavior and could thus become a new tool for health professionals to help improve their patients’ health conditions. Physicians could design health apps or advise patients about them, aiming to improve their relationship and facilitating the development of partnership in their care. Nevertheless, health apps could be more efficient if they reached a broader population. Making these apps easier to use could also help to democratize them. Accordingly, health apps could play a major role in health care, especially for people affected by chronic conditions or for elderly people. App developers are therefore encouraged to improve their software to make their apps more accessible to a maximum of patients. However, the development of health apps and the huge and increasing number of app marketplaces come with a problem of reduced quality; indeed, important discrepancies can be observed between apps, and patients do not currently have the appropriate information and formal evidence of their effectiveness. This major challenge is currently under discussion in France and worldwide [21].
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Abstract

Background: An interventional study named Malakit was implemented between April 2018 and March 2020 to address malaria in gold mining areas in French Guiana, in collaboration with Suriname and Brazil. This innovative intervention relied on the distribution of kits for self-diagnosis and self-treatment to gold miners after training by health mediators, referred to in the project as facilitators.

Objective: This paper aims to describe the process by which the information system was designed, developed, and implemented to achieve the monitoring and evaluation of the Malakit intervention.

Methods: The intervention was implemented in challenging conditions at five cross-border distribution sites, which imposed strong logistical constraints for the design of the information system: isolation in the Amazon rainforest, tropical climate, and lack of reliable electricity supply and internet connection. Additional constraints originated from the interaction of the multicultural players involved in the study. The Malakit information system was developed as a patchwork of existing open-source software, commercial services, and tools developed in-house. Facilitators collected data from participants using Android tablets with ODK (Open Data Kit) Collect. A custom R package and a dashboard web app were developed to retrieve, decrypt, aggregate, monitor, and clean data according to feedback from facilitators and supervision visits on the field.

Results: Between April 2018 and March 2020, nine facilitators generated a total of 4863 form records, corresponding to an average of 202 records per month. Facilitators’ feedback was essential for adapting and improving mobile data collection and monitoring. Few technical issues were reported. The median duration of data capture was 5 (IQR 3-7) minutes, suggesting that electronic data capture was not taking more time from participants, and it decreased over the course of the study as facilitators become more experienced. The quality of data collected by facilitators was satisfactory, with only 3.03% (147/4849) of form records requiring correction.
Conclusions: The development of the information system for the Malakit project was a source of innovation that mirrored the inventiveness of the intervention itself. Our experience confirms that even in a challenging environment, it is possible to produce good-quality data and evaluate a complex health intervention by carefully adapting tools to field constraints and health mediators’ experience.

Trial Registration: ClinicalTrials.gov NCT03695770; https://clinicaltrials.gov/ct2/show/NCT03695770

(JMIR Form Res 2022;6(6):e29856) doi:10.2196/29856
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Introduction

Plasmodium falciparum and Plasmodium vivax malaria remain endemic in the Region of the Guiana Shield [1]. In French Guiana, the main reservoir of the parasites is the population of 10,000 to 15,000 gold miners working clandestinely in the Amazon forest [2]. Mostly originating from Brazil, they have virtually no access to health care while working on the mining sites [3]. In case of malaria-like symptoms, they frequently use under-the-counter antimalarials, without diagnosis and with poor adherence. This behavior, in combination with high mobility within the forest and across borders, may jeopardize the efforts to control malaria in the region of the Guiana Shield, paving the way for the emergence of antimalarial-resistant Plasmodium parasites [4,5]. To address this concern, French Guiana, Brazil, and Suriname jointly implemented an interventional study called Malakit from April 2018 to March 2020. This innovative collaborative project investigated the feasibility and effectiveness of distributing kits for self-diagnosis and self-treatment to gold miners after being trained on how to use them by health mediators [6,7].

Evaluating the effectiveness and transferability of such a novel strategy is always crucial, but the complex environment in which Malakit was implemented made this even more challenging [8]. The evaluation of the Malakit strategy was based on (1) the comparison of before-and-after cross-sectional estimates of appropriate behavior of gold miners with regard to malaria care and (2) the longitudinal monitoring of participants’ adherence to correct kit use and safety. This pragmatic study design was chosen to ensure feasibility in this particular context and because the limited level of evidence produced needed support from data of the best possible quality. An information system was, thus, developed to address strong field constraints, while meeting ethical and regulatory standards, with a mobile health (mHealth) approach to data capture, management, and monitoring.

In this paper, we describe the process by which the Malakit information system was designed, developed, and implemented to achieve the monitoring and evaluation of the Malakit intervention. Through quantitative and qualitative feedback, we present our experience with mobile data collection (MDC) tools and how they may be used successfully by health mediators, hereafter referred to as facilitators.

Methods

Context and Needs of the Malakit Study

Field Constraints

French military forces are fighting illegal gold mining to limit its expansion in French Guiana. Clandestine gold miners enter the French territory through crossing points at the borders with Brazil and Suriname. These “resting sites” are strategically located in Brazil and Suriname, outside the borders of French Guiana and beyond the reach of the French military forces. They provide logistical and economical support to the gold mining system [5].

The Malakit intervention relied on facilitators who were responsible for the distribution of kits and the training of participants. These facilitators were chosen for their knowledge of the gold miners’ community and their ability to communicate with them. The hiring, training, supervision, and different missions of Malakit facilitators are detailed in previous articles [7,9]. Kits were distributed at four fixed resting sites along the borders of French Guiana, with the continuous presence of two facilitators. One additional distribution site was set up in Anamoestraat, an area well frequented by Brazilian gold miners in Paramaribo, the capital city of Suriname. Furthermore, occasional mobile missions were organized at three secondary distribution sites selected for their strategic importance for the gold miners’ movements to and from mining areas in French Guiana [6,7]. In Brazil and Suriname, facilitators received administrative and logistical support from one local supervisor who was in contact with the study coordination team in Cayenne. Figure 1 shows the location of the distribution sites in Suriname and Brazil, and the staff involved in the Malakit study. As described in Table 1, the geographical and logistical context varied significantly among distribution sites and impacted the work of facilitators. The Malakit information system needed to take these local constraints into account.
Prototyping of the Information System

The gold mining community actively contributed to the development of Malakit. A participatory approach helped to prototype and validate the contents of the intervention (ie, kit design, training steps, and training materials, such as illustrations and videos) during multiple field missions at the resting sites in 2017 and early 2018 with groups of gold miners and key actors of the community [7,10].

The information system involved participants of the study, nine facilitators, two local supervisors, and the study coordination team. The principal investigators of the study were located in Brazil, Suriname, and French Guiana. The information system development and maintenance relied on one member of the coordination team in Cayenne, in close relationship to the study sponsor. The interaction of these different players in the Malakit project was another source of complexity added to the heterogeneity of the settings of distribution sites, as illustrated by the variety of languages used for communication (ie, Portuguese, English, French, and Dutch). Facilitators showed varying levels of health, digital, and geographic literacy, and little to no experience in participant enrollment and data
collection [7]. To ensure the quality of the data and allow for real-time monitoring, the design of the Malakit information system had to adapt to these multiple constraints. Figure 2 shows the influence of these constraints on each component of the information system and on its users.

Participants’ trust and available time were regarded as the most critical constraints to take into account. Gold miners going to French Guiana wait for any opportunity to cross the border and have little time to spend at resting sites. In addition, because of their clandestine status, gold miners may be wary of any action promoted by the French authorities, and data collection for research may be confused with police intelligence. It was, therefore, very important throughout the study to be transparent about the use of the data. The hiring of facilitators from the gold mining community as an interface between the coordination team and the participants helped establish a climate of trust. Any communication about the study clearly stated its objectives and the purpose of data collection. Several components of the information system were designed to preserve this trust: participants’ anonymization, questionnaire design (eg, no questions regarding future destinations and freedom to not answer), and data encryption. Before the start of the study, a first version of the information system was presented to the scientific committee of the Malakit project, which included one facilitator with several years of experience as a community health worker in the Malaria Service Deliverer network in Suriname. She helped rephrase questions, helped identify questions that could appear or would likely appear sensitive to the participants, and insisted on keeping the questionnaires as short as possible to avoid wasting time.

Figure 2. Constraints influencing the design of the Malakit information system (Malakit study, Guiana Shield, April 2018-March 2020).

**Paperless Data Collection and Digital Device Selection**

The choice of electronic data capture (EDC) over paper was obvious. The simultaneous collection of longitudinal data from several thousand participants, by five different teams of facilitators in locations sometimes only accessible by boat or plane, dissuaded the use of paper questionnaires. The first reason was logistical: paper-based data collection would result in additional handling and sorting, heavy weight of paper, and high risk of loss and damage during transportation by boat in the rain. A second reason was the complexity and highly variable length of questionnaires with many questions that would likely be skipped if using paper questionnaires. Use of paper would also have required extra time and staff for data entry, which would be incompatible with our need for swift access to data to monitor the safety of the study.

The device used for EDC needed to scan barcodes with a camera, and this determined the choice of tablets or smartphones. Tablets with a larger screen were preferred to allow facilitators to display videos, drawings, and a
demonstration of the Malakit app during the training of participants [7,11]. The lack of stable and reliable internet access motivated the choice of offline data collection. At distant sites, electricity was only available in the evening for 4 to 5 hours with the use of a petrol generator. Upon choosing the electronic device for data collection, battery life was, therefore, a major selection criterion: the device had to have a battery life greater than 48 hours in case of prolonged energy shortage. Hence, a tablet with a 7-inch screen was selected for its maximum battery life of 100 hours: Galaxy Tab A 7.0 (model SM-T280, 2016, Android 5.1; Samsung) [12]. The advantage of a 7-inch versus a 10-inch tablet was also a lower weight, making it more ergonomic for a prolonged use at arm’s length. The selection of an Android device constrained the choice of the EDC app.

**Data Collection and Storage**

ODK (Open Data Kit) is an open-source ecosystem dedicated to data collection and management in challenging environments; it is actively developed and maintained by a worldwide community [13,14]. ODK Collect is an app that allows for offline data collection from mobile Android devices. Data may be encrypted and retrieved manually from the device or uploaded to a distant server implementing ODK Aggregate when internet access is available. ODK Collect met many requirements of the Malakit project, in particular, data encryption to comply with good clinical practice and the European Union’s General Data Protection Regulation, which are rigorous processes in the management of personal health data [15].

Deploying and maintaining an instance of ODK Aggregate on the study sponsor’s server was too expensive and complex for a single research project. Online services such as Ona and KoBoToolbox are alternatives to ODK Aggregate that were developed to assist humanitarian and research projects in low- and middle-income countries [16,17]. We selected Ona for its ability to manage several projects and allocate different user rights for form edition, data submission, and data access. Opting for a paid plan granted the capacity to handle sufficient numbers of weekly form submissions during the 2 years of the study; this also established a commercial bond securing data safety and server maintenance.

**Development of the Malakit Information System**

The workflow of the final information system developed for the Malakit study is described in Figure 3.

![Figure 3. Information system of the Malakit study (collection and flow of data), Guiana Shield, April 2018-March 2020.](image)
Form Design for Electronic Data Capture

Malakit was designed as a longitudinal study with two different types of visits: a first inclusion visit to train the participants on the proper use of the kit, and subsequent follow-up visits to debrief participants on their episodes of symptoms of malaria and potential uses of the kit since their inclusion in the study [6,7]. Two main questionnaires were designed for the inclusion and the follow-up visits, respectively. The inclusion questionnaire covered sociodemographic data, mobility, gold mining activity, and the result of the malaria rapid diagnostic test (RDT) performed by the participants during their training. The follow-up questionnaire focused on malaria episodes experienced by participants since their last visit with a facilitator and their use of the kit. The main information collected was the severity of symptoms, the use of an RDT, the medication taken, the duration of treatment, and the experience of side effects. The follow-up questionnaire was more complex than the inclusion questionnaire because of the possibility of a participant to report up to five past episodes of symptoms of malaria, therefore requiring the repetition of related variables.

Drawing flowcharts for each questionnaire allowed for a first round of proofreading by explicitly representing skip logic and branching between questions (Multimedia Appendix 1). These also served as valuable references for testing and debugging the forms’ behavior in ODK Collect. Online form builders provided by ODK or Ona were not sophisticated enough to address the complexity of the Malakit questionnaires. In this case, documentation from ODK advises designing the form manually in a spreadsheet using the XLSForm (XLS: Microsoft Excel spreadsheet) standard [18,19]. We went a step further and developed a homemade XLSForm template that decouples the form’s content from its structure and logic. This facilitated modifications and the eventual translation of all text fields (ie, hints, warnings, questions, and choices for answers) into Portuguese, the main language spoken by the participants (Multimedia Appendix 2).

Malakit facilitators captured participants’ information using ODK Collect with the appropriate inclusion or follow-up questionnaire. On inclusion, the participants received a Malakit card with a barcode matching the anonymous ID number on their informed consent form (ICF); the barcode was then scanned with ODK Collect during the interview. In case participants returned for a follow-up visit without a card, facilitators filled in a confidential document with the name and date of birth of each participant and delivered a new anonymous ID number. Versions of ODK Collect ranging from version 1.14 (April 2018) to version 1.18 (November 2018) were used throughout the study. Critical features of ODK Collect, such as form record deletion, were restricted with an administrator password known only by the supervisors. Editing a record after closing and validating a form was impossible because of encryption.

Onde: A Custom App to Capture Names and Locations of Mining Sites

Documenting the names and locations of mining sites was important for improving knowledge about the study population’s mobility and for identifying malaria hot spots. However, this was challenging since both participants and facilitators were not familiar with the geography of French Guiana and could use different names for the same site, with different possible spellings [5]. A simple, ad hoc Android app named Onde was developed with a database of names and coordinates of known gold mining sites curated by the Parc Amazonien de Guyane and a map of French Guiana displaying the main rivers, villages, cities, and main gold mining areas. This app aimed to improve user experience and data capture by implementing a phonetic-matching algorithm into an autocompleting search bar synced with an interactive map (Figure 4).
In order to streamline data retrieval and aggregation and allow continuous data monitoring, a custom MalakitR package was developed in-house to implement all steps in a single environment using R (versions 3.4.4 to 4.0.0; The R Foundation) and RStudio (versions 1.1.442 to 1.3.959) [20-22].

Encrypted data needed to be downloaded from Ona and then decrypted with ODK Briefcase [23,24]. However, the initial complexity of the follow-up visit questionnaire was improperly handled. In addition, the only solution to re-encrypt data that had been reshaped into an updated form structure and upload them to Ona was to manually re-enter the data into ODK Collect, since ODK Briefcase only handled decryption and not encryption. To implement form encryption and decryption, open-source Java code was extracted from ODK Briefcase (ie, decryption classes) and ODK Collect (ie, encryption classes) and compiled into a single executable decipher.jar file included in the MalakitR package [25,26].

The MalakitR package made it possible to download individual encrypted record files with the help of Ona’s application programming interface. Encrypted files that were newly downloaded were decrypted and linearized as single-record files according to the form structure; they were then finally aggregated with existing data to generate an updated table of raw data. During the study, all encrypted and decrypted data were securely stored on the study sponsor’s server in French Guiana. The source code of the MalakitR package is available on GitHub [20,25].

Data Monitoring, Validation, and Cleaning
Malakit data collected on the field needed to be monitored continuously in order to ensure their quality and to guarantee that the study protocol was respected. Any issues regarding the safety of participants were to be reported to principal investigators and to the study’s Data and Safety Monitoring Board. Because any difficulty or uncertainty was best debriefed with facilitators and local supervisors directly on the field, a simple portable and offline solution was needed.

A portable dashboard was developed as a JavaScript single-page app using the Vue.js framework (version 2.5) [27]. The MalakitR package included an additional set of functions to screen data records against alert rules defined by the coordination team, to detect data worth monitoring manually,
and to generate visit reports that could be read inside the Malakit dashboard.

In the dashboard web app, visit reports displayed pairs of variable names and values in a user-friendly structure. Variables flagged with alerts were highlighted in red to facilitate the review of the data and consequent decision-making. Figure 5 shows a screenshot of the dashboard main screen and the progression of new visit records through the different statuses of the data monitoring process.

**Figure 5.** Data monitoring with the Malakit dashboard web app (Malakit study, Guiana Shield, April 2018-March 2020) A. Example of data records monitored. B. Flow of data reviewing and validation. Screened visit records are flagged with "No alert" (1) or "Alert" status (2), leading to manual review (3). After review and the facilitator’s feedback, records are validated (4) or flagged for correction (5) and patched (6). Records can be screened against new alert rules (7).

### Training and Supervision of Facilitators

Practical training sessions were organized throughout the deployment phase of the project. Nine facilitators were trained to fill in the ICF, to assign a new anonymous ID number to a participant, to use Android tablets, to enter data during mock visit interviews with ODK Collect and the Onde app, to upload data using a Wi-Fi network, and to ensure the successful transfer of all pending form records. Training tablets configured with a "sandbox" Ona account were used for this purpose.

Facilitators were supervised on the field at the opening of a new distribution site. Tablets were provided with foldable protective covers and waterproof bags for storage and transportation. Inclusion and follow-up visit forms were specific to each distribution site. This allowed for getting quick activity feedback on the number of forms uploaded from each distribution site directly from Ona. This also avoided multiple updates of the forms in case of facilitator turnover at a single distribution site. Subsequent supervision visits were carried out regularly at all distribution sites by members of the Malakit coordination team and field supervisors. Feedback from facilitators was collected in a nonstructured way throughout the Malakit study during field visits and WhatsApp conversations. At the end of the study, seven facilitators answered a series of questions about their whole experience in the study in the form of short videos, which were displayed during the final meeting of the Malakit project in October 2020 [28].

### Ethics Approval

The Malakit study obtained all competent ethical approval required according to the respective regulations in Brazil and Suriname; the ethical committee of the Fundação Oswaldo Cruz in Brazil (CAAE [Certificado de Apresentação de Apreciação Ética] No. 89482118.0.0000.5248; approval No. 2.831.534) and the ethical committee in Suriname (CMWO [Commissie voor Mensgebonden Wetenschappelijk Onderzoek] approval No. VG 25-17). Written consent was obtained from all participants. This study was registered at ClinicalTrials.gov (NCT03695770).

### Results

#### Overview

From April 2018 to March 2020, nine facilitators generated a total of 4863 form records at the five distribution sites of the Malakit project. Herein, we present feedback results from study facilitators and data monitoring by the coordination team.

#### Feedback From Facilitators

Facilitators’ feedback during training and supervision visits at distribution sites was valuable for adapting the information system once the study was fully implemented.

#### Adaptations Made After Facilitators’ Training and Study Launch

Using the tablet, switching Wi-Fi on and off, playing training videos, and using ODK Collect was straightforward enough, since most facilitators were already familiar with Android devices. Removing the answer from an already-completed field in ODK Collect was not intuitive because it required a long press on the field to erase. Learning to use the Onde app was a difficult step of the training for some facilitators who were unfamiliar with the geography of French Guiana or the names of mining sites; however, the facilitators found the interface of the app intuitive enough.

Some adaptations were made to improve the facilitators’ work: installation of a specific keyboard app for one facilitator with
sight impairment, use of capital letters instead of digits for months when writing down dates of visit and dates of birth on paper ICFs, and additional practical training for older facilitators who were less experienced in using tablets.

Facilitators were able to clearly explain the context and objectives of the Malakit study to the gold miners, and obtaining their written consent was not an issue. At first, filling in the ICFs correctly with participants was more challenging for facilitators without administrative experience in research or health work. With a little practice, this task quickly became routine, and ICF audits were satisfactory. Facilitators initially confused follow-up visits with inclusion visits on several occasions; this required important clarifications about the difference between the data collected for each type of visit and their purpose in the evaluation of Malakit.

**Technical Difficulties**

The coordination team in Cayenne provided facilitators with assistance through instant messaging on WhatsApp. Facilitators sent pictures or videos to demonstrate the problem, thereby improving its analysis and resolution. Several technical problems were reported by the facilitators (Table 2), but no big failure of EDC was experienced on the field during the 2 years of the study. In particular, facilitators took great care of the tablets and none were lost, stolen, or damaged, nor showed eventual battery issues.

| Table 2. Technical issues with electronic data capture reported by facilitators during the Malakit study, Guiana Shield, April 2018-March 2020. |
|-----------------|-----------------|-----------------|-----------------|
| Category and problem | Frequency | Note | Solution |
| **Hardware** | | | |
| Loss or damage of the cable and charger of the tablets | Frequent | This happened at all distribution sites. | These were easy to replace with a compatible USB charger and cable. |
| Slight loss of contrast on the edges of the screen of the tablets | Twice (end of the study) | This was observed at the distribution sites with the highest humidity. | This did not alter the proper functioning of the tablets. |
| Fear of losing the tablet, leading to use of a blank piece of paper and postponed data entry | Once | This was detected in the dashboard because the kit ID was consistently entered manually and visits were concentrated within a short period of time at the end of a workday. | The facilitator was reassured and asked to use the tablet to avoid errors. |
| **Data entry** | | | |
| Forgetting to close and validate the form in ODK\(^a\) Collect right at the end of the visit | Frequent (start of the study) | This resulted in a wrong end time stamp and an abnormally long duration of the questionnaire. | Facilitators were shown how to ensure that a form was closed and encrypted. When necessary, data were retrieved manually. |
| Difficulty scanning kit barcodes in dim light, leading to manual data entry | Frequent | The transparent labels with the kit barcode were pasted on the pink cover of the medication pouch to facilitate the identification of kits, but this resulted in a lower contrast when scanning. | Facilitators were offered to paste the barcode label on a white area inside the kit, at the expense of having to open the kit to scan and identify its ID during inventory. |
| Scanning barcode of a kit ID instead of an anonymous ID, which blocked the form progression | Once | The form progression was blocked because an incorrect ID format was detected by the regular expression validation constraint. The facilitator simply started again with a new form. | Facilitators were reminded of how to remove an answer in ODK Collect with a long press. |
| **Tablet configuration** | | | |
| After a prolonged period without use, one tablet was completely discharged and the date was set to the year 1923, blocking the form progression | Once | The form progression was blocked because the automated calculation of the participant’s age based on date of birth and the year 1923 returned a negative value. | Facilitators were asked to check that the date of the tablet was correct before launching ODK Collect, especially after a long period without use. |
| Incorrect time in the tablet due to wrong time zone setting | Once | The time in Suriname, French Guiana, and the North Region of Brazil is GMT–3 throughout the year; in the tablets, this coincided with Buenos Aires instead of Brasilia time, which had daylight time change in February and November (until 2019). | Facilitators were asked to change the time zone setting of the tablet. |

\(^a\)ODK: Open Data Kit.

**Feedback From Data Monitoring**

Data were downloaded and monitored on a weekly basis. WhatsApp messaging was, again, the fastest way of getting feedback from facilitators, but in-depth debriefing was only possible in a face-to-face context on the field. Sometimes a lag time elapsed between data monitoring and actual field supervision, resulting in memory issues when discussing with facilitators. Once facilitators validated a form record, encryption prevented them from looking at the record and editing the data.
In case of doubt regarding the data entered for a particular visit, facilitators were asked to warn the coordination team about the suspected issue for verification. The dashboard was a good tool for visualizing all the information of a visit at once and for guiding the debriefing with facilitators. Supervision visits were more frequent during the months following the opening of a new distribution site or when training of a new facilitator was necessary.

From April 2018 to March 2020, facilitators from the Malakit project generated a total of 4863 form records, corresponding to 3897 inclusion visits (n=2454, 62.97% from Suriname and n=1443, 37.03% from Brazil) and 966 follow-up visits (n=709, 73.4% from Suriname and n=257, 26.6% from Brazil). This corresponded to an average of 202 record submissions per month to the server. Failure to send data was very rare (42/4863, 0.86%): 35 records (0.72%) were retrieved manually from the facilitators’ tablets during regular supervision visits at the distribution sites and 7 (0.14%) could not be retrieved. Duplicate records were found for 7 (0.14%) visits. A final number of 4849 unique visits were exploitable with complete data (n=3888, 80.18% inclusion visits and n=961, 19.82% follow-up visits).

Follow-up visits were rare during the first 6 months of the study, but their frequency increased steadily over the following 6-month periods (Figure 6). This was expected, given the median length of stay on mining sites of about 3 months [3]. Sufficient feedback on the follow-up visits was obtained between July and November 2018 to develop a better follow-up questionnaire and a methodology to structure the visit process. The new version of the questionnaire was implemented at all distribution sites in January 2019 during two group training sessions of facilitators. Following this major change in the structure of data, 161 existing follow-up visit records were converted, encrypted, and reuploaded to Ona to ensure the centralization of data and the consistency of the total number of form records submitted.

Data capture with ODK Collect was swift according to the record metadata: the median duration was 5 (IQR 3-7) minutes (n=4856), with both types of visits combined. Given that visits usually lasted an estimated total of 30 to 45 minutes, this suggests that EDC was not taking more time from the training or debriefing of participants. A minority of 1.32% (64/4856) of the durations exceeded 60 minutes, usually because the form records were not closed and validated immediately at the end of an interview. For inclusion questionnaires, a median duration of 4 (IQR 3-6) minutes (n=3892) was measured, with a median number of 27 (IQR 26-28) variables completed. The median duration was similar for the follow-up questionnaire when the participants did not report malaria episodes: 5 (IQR 3-7) minutes (n=611) for a median number of 24 (IQR 23-25) variables completed. The follow-up questionnaire became lengthier when participants reported at least one episode of malaria: median duration was 10 (IQR 7-15) minutes (n=350) for a median number of 46 (IQR 41-50) variables completed. Follow-up questionnaires lasted more than 4 minutes during the first and second versus third and fourth 6-month periods of the study, respectively (χ²=303.5, P<.001). This suggests that facilitators experienced a learning curve while using ODK Collect.

Figure 6. Number and proportion of records for inclusion and follow-up visits according to the 6-month period of study (Malakit study, Guiana Shield, April 2018-March 2020).
Over the course of the study, 18.31% (712/3888) of inclusion visits and 90.6% (871/961) of follow-up visits raised alerts; the discrepancy results from the greater number of alerts configured specifically for follow-up visits due to their higher complexity. A large proportion of follow-up visits (381/961, 39.6%) included written comments from facilitators. This confirmed the relevance of this feature to collect facilitators’ feedback and improve the quality of data collection and supervision. In total, 14.23% (690/4849) of visits raised alerts related to data entry or data accuracy. The most common alerts for data entry were manual barcode entry (158/4849, 3.26%), visit duration longer than 60 minutes (112/4849, 2.31%), and incoherent date of visit (34/4849, 0.70%). An important proportion of visits required feedback from facilitators either from WhatsApp or field supervision visits: 20.4% (145/712) of inclusion visits and 32.0% (279/871) of follow-up visits with alerts. Corrections were made to the data for 3.03% (147/4849) of the total visits, more frequently for follow-up visits (108/961, 11.2%) than inclusion visits (39/3888, 1.00%). Problems with data quality or protocol compliance were more frequent at the two most remote distribution sites. This could be linked to the higher difficulty for the coordination team to travel to these sites on a regular basis.

In 37.7% (362/961) of follow-up visits, participants were able to show an anonymous ID card. At the end of the ICF audits, 52 out of 3888 (1.34%) inclusion visits and 59 with an estimated age only), 113 (2.99%) mismatches with form records were identified, 73.5% (83/113) of which were minor differences, such as an increment or a decrement of 1 year.

**Discussion**

**Adapt and Reuse; Do Not Reinvent the Wheel**

The information system of the Malakit study is a patchwork of existing open-source services (ie, ODK Collect and R packages) and commercial services (ie, Ona) as well as tools developed in-house, of which some are innovations and may be adapted to other contexts beyond interventional health research. In particular, we developed an Android app compatible with ODK Collect as a means to provide a dynamic user interface and improve the collection of fuzzy geographical data. We also developed an R package allowing data managers to retrieve and clean data captured with ODK Collect and that supports bidirectional encryption and decryption.

The development of the Malakit information system was guided by the needs and constraints of the project. According to the MDC manual of the US Global Development Lab, the design and setting of the Malakit study fit into the highly complex category for all three dimensions examined: survey, analysis, and local context [29]. In this situation, the manual advises the hiring of an external consultant or the development of internal capacity. In order to better adapt to the complex and iterative implementation of the project, we decided that the development of the information system and the data management would rely on in-house human resources and technical skills. We chose, however, to contract with an external company to ensure the quality and compatibility of the Malakit smartphone app, which was designed as an additional evaluation tool of the Malakit project [6]. This app can be considered as a separate information system and mHealth intervention; its complete description and evaluation will be the object of a separate paper.
Our strategy was to reuse existing mature technology and fill the gaps with custom and retro-engineered components adapted to specific needs. In the event that in-house development of new tools is an option, as in this project, one should be careful not to reinvent the wheel and should consider existing tools and focus on developing tools specifically tailored to the needs of the project [30,31]. In that respect, mature open-source ecosystems, such as ODK, allow for a trade-off between innovation, adaptation, and reuse of existing solutions. ODK Collect, along with ODK Aggregate and ODK Briefcase, has been widely used in other settings and modified to answer particular needs in some studies [32-38]. The use of R or stata downstream of ODK has been implemented by other research teams with success; the MalakitR package is another contribution to this open ecosystem [32,39]. The portable dashboard was a prototype that will not be maintained because it relies, in part, on deprecated technology. However, it helped specify requirements for the external development of a similar tool for future field studies.

Safety and confidentiality of personal data are essential and should dissuade nonprofessional developers to build their own system from scratch, especially when online transfer of health-related data is at stake [40,41]. Open or interoperable alternatives to ODK, such as REDCap (Research Electronic Data Capture), Enketo, CommCare, or OpenMRS (medical record system), may be worth considering for data collection and monitoring [31,42-45]. No unique EDC solution would fit all the needs of a study; some authors even recommend using several EDC tools when relevant [46]. Selecting components of an EDC system is not easy, and both field experience and structured guidance are valuable [29,47,48]. Provided that frequent updates are made to keep up with the rapid evolution of technology, online decision tools, such as NOMAD (Humanitarian Operations Mobile Acquisition of Data) or Kopernik, may help in specifying one’s needs and in finding an appropriate solution [49,50].

**Strengths and Weaknesses: Lessons Learned From the Field**

Our experience is another contribution to the evidence reported in the literature, in that health mediators can successfully collect complex data using MDC tools when provided with adequate training and supervision [51]. Training facilitators, first in groups and then individually on the field, proved beneficial to better adapt the MDC strategy and increase their confidence with the technology they used. This experience is in line with the conclusions and recommendations from other studies [31,36,38,52,53]. Field staff turnover occurred at several distribution sites during the 2 years of the study and required timely training sessions, including, but not limited to, data collection. On one occasion, the training was successfully delivered by an already-experienced facilitator, allowing the coordination team to later focus on building capacity on specific points in the questionnaires.

The information system was reliable and the quality of the data collected by facilitators was satisfactory, allowing for a robust analysis of the main results of the study [54]. The choice of tablets was eventually strengthened by the absence of loss, damage, or battery failure, unlike that experienced in other studies [39]. A 7-inch screen, larger than a smartphone, allowed for the display of training material and was of great help for one sight-impaired facilitator, as reported by Dickinson et al [55]. Few technical issues were reported, few visits failed to be sent to the server, and virtually no visits lacked exploitable data. A significant number of visits required feedback from facilitators, but very few resulted in data correction. The audits of the ICFs found limited and minor mistakes in the data entry of dates of birth. Remote and field debriefings with facilitators aided by a portable dashboard web app greatly improved the monitoring of data and the detection of protocol issues or difficulties with the questionnaires. Feedback from the first follow-up visits helped bring major modifications to the follow-up questionnaire with a quick implementation, resulting in the integration of free comments from facilitators, which, in turn, helped with debriefing and contextualizing their issues.

Form testing is an essential precaution noted by other authors [39,46,52,56]. Knowing that losing any of the gold miners’ time would be detrimental to their participation in the study, we put a lot of effort into testing and adapting the electronic forms according to the facilitators’ feedback. This optimized the forms’ design and usability. Representing the branching logic of questions with a flowchart was useful for clarifying the expected electronic behavior of questionnaires that were drafted on paper and for guiding test simulations. Building an XLSForm template also sped up translations and modifications of the form. All of these efforts contributed to the short duration of data entry by facilitators, as shown by the analysis of the form metadata generated by ODK Collect. This freed up time for the actual training or debriefing of participants during visits.

The advantages of EDC over paper questionnaires are well established, especially in the case of complex studies [34,55,57]. EDC suppresses the need for long and error-prone data entry and, thus, shortens the delay between data collection and analysis [58]. However, EDC may in some situations raise issues of trust between data collectors and participants [35,58]. In Malakit, the careful hiring of facilitators from the population of interest helped in that regard; trust of participants in both the facilitators and the investigators was key to the success of the intervention [7]. Still, paper was used to collect informed consent and was, thus, not totally eliminated from the Malakit study. The loss of one batch of 50 ICFs illustrates the hazards associated with a fully paper-based system, especially in a complex setting such as ours. Although the removal of associated data had no impact on the outcome measure (ie, correct kit use) and virtually all ICFs were retrieved and audited successfully, electronic alternatives may be worth implementing for future projects [59,60].

The use of anonymous ID cards was not efficient. Few participants came back with their card, and mix-ups between participants who had attended the same inclusion visit were occasionally detected in the data. Participants of the study trusted the facilitators with their identity and did not have a problem disclosing it again when they could not show a card. Such challenges in identifying study participants from hard-to-reach populations have been reported with ID cards [61]. Alternatives such as fingerprints or photographs may be
considered, but their acceptability in the gold miner population would require careful participatory evaluation and validation, as well as ethical and regulatory clearance [32,61].

**Perspectives**

The different tasks associated with the Malakit information system fit into a continuum between digital tools development, field supervision, and data management, which all require different levels of technical skills and time resources. These tasks could be achieved by a single person during the 2-year period of the study, in part owing to the low volume of data generated in our study when compared with other studies: less than 4000 participants were included in Malakit versus 25,000 and 280,000 participants according to Style et al and Marks et al, respectively [32,39]. For such larger studies, a team dedicated to data management, supervision, and system development should be set up [41,45]. One lesson learned from the field was the need for local supervisors fully dedicated to the research project. A solution to maintain more constant and reactive data supervision would be to delegate part of the process to local supervisors through capacity building [58].

Strategies to improve data collection directly from the mining areas could be evaluated using text messaging, instant messaging, or ODK Collect with Bluetooth data transfer [38,62]. The dashboard web app used for the Malakit study was a prototype that would only suit the specific needs of the supervision team. A new dashboard developed as a stand-alone Shiny app would better interface with the MalakitR package [63]. Setting up our own instance of ODK Central would help in complying more easily with French and European regulations regarding data protection and in using the R package ruODK as an interface [32,64]. In the long run, ODK-X offers interesting perspectives for the management of longitudinal data [65,66].

The components of the Malakit information system can be useful as a whole or in part for research teams wishing to collect and monitor encrypted data in similar conditions as in our study: (1) remote inclusion sites with little access to internet and electricity, (2) data collected by people without experience in research, and (3) continuous data monitoring and quality control. The system can be implemented and managed by personnel with sufficient computer skills and knowledge of R, in close coordination with field workers and supervisors.

The information system described in this paper evolved into a simplified version for monitoring Malakit as a public health intervention in Suriname. It may contribute to a coherent and coordinated public health action in the region and eventually interface with existing cross-border surveillance systems of malaria [67].

**Conclusions**

The development of the information system for the Malakit project was a source of innovation that mirrored the inventiveness of the intervention itself. Unprecedented in this particular context, the development had to adapt iteratively to the constraints and different phases of the study. Some of the components are available for reuse in different research contexts. Our experience with the Malakit information system confirms that, provided that adequate care is brought to design, training, and supervision, health mediators are able to capture good-quality data to support the evaluation of a complex research study in a challenging environment.
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Abstract

Background: Serial testing for SARS-CoV-2 is recommended to reduce spread of the virus; however, little is known about adherence to recommended testing schedules and reporting practices to health departments.

Objective: The Self-Testing for Our Protection from COVID-19 (STOP COVID-19) study aims to examine adherence to a risk-based COVID-19 testing strategy using rapid antigen tests and reporting of test results to health departments.

Methods: STOP COVID-19 is a 12-week digital study, facilitated using a smartphone app for testing assistance and reporting. We are recruiting 20,000 participants throughout the United States. Participants are stratified into high- and low-risk groups based on history of COVID-19 infection and vaccination status. High-risk participants are instructed to perform twice-weekly testing for COVID-19 using rapid antigen tests, while low-risk participants test only in the case of symptoms or exposure to COVID-19. All participants complete COVID-19 surveillance surveys, and rapid antigen results are recorded within the smartphone app. Primary outcomes include participant adherence to a risk-based serial testing protocol and percentage of rapid tests reported to health departments.
**Results:** As of February 2022, 3496 participants have enrolled, including 1083 high-risk participants. Out of 13,730 tests completed, participants have reported 13,480 (98.18%, 95% CI 97.9–98.4%) results to state public health departments with full personal identifying information or anonymously. Among 622 high-risk participants who finished the study period, 35.9% showed high adherence to the study testing protocol. Participants with high adherence reported a higher percentage of test results to the state health department with full identifying information than those in the moderate- or low-adherence groups (high: 71.7%, 95% CI 70.3–73.1%; moderate: 68.3%, 95% CI 66.0–70.5%; low: 63.1%, 59.5–66.6%).

**Conclusions:** Preliminary results from the STOP COVID-19 study provide important insights into rapid antigen test reporting and usage, and can thus inform the use of rapid testing interventions for COVID-19 surveillance.

(JMIR Form Res 2022;6(6):e38113) doi:10.2196/38113

**KEYWORDS** COVID-19; rapid antigen tests; COVID-19 testing; infectious disease; disease spread; prevention; coronavirus; adherence; reporting; mHealth; health application; mobile health; digital health; public health; surveillance; health care; smartphone app; vaccination; digital surveillance

**Introduction**

Despite relatively widespread vaccination for SARS-CoV-2 throughout the United States, in late February 2022, nearly 90,000 new cases of COVID-19 were reported daily in the United States among both unvaccinated and vaccinated individuals, and herd immunity remains uncertain [1]. With relaxation of masking and social distancing requirements, and many US residents returning to in-person work and schooling, widespread, accessible testing for COVID-19 is an integral component of the federal strategy to safely establish a “new normal” [2-4].

Antigen detection rapid diagnostic tests (Ag-RDTs) for COVID-19 pose great opportunity for community surveillance owing to their relative ease of use and quick turn-around time for results, making them amenable to testing outside traditional clinical environments [5]. Serial testing 2-3 times per week with Ag-RDTs is recommended to detect SARS-CoV-2 infections, specifically asymptomatic infections that comprise over 50% of total infections [6,7]. Despite the availability of this effective testing approach, little is known about adherence to this schedule outside of a controlled trial environment [8,9]. Additionally, it is unknown how COVID-19 testing strategies and schedules should be optimized based on risk factors for infection, including vaccination status [4,10,11]. At-home Ag-RDTs for COVID-19 may also challenge public health surveillance efforts owing to their reliance on individual users to carry out the tests appropriately and report their test results. Indeed, when Ag-RDTs were streamlined through the Food and Drug Administration authorization process in spring 2021, this resulted in device launches without systematic reporting mechanisms in place, leaving large potential gaps in COVID-19 surveillance data [12,13]. Public health reporting practices at the individual and practitioner levels are unknown, although likely highly varied, which present challenges in interpreting current public health data.

To fill these knowledge gaps, we are performing a longitudinal study to examine adherence to a risk-based testing protocol supported by a digital infrastructure to allow recruitment and study engagement nationwide. The goals of this prospective, site-less digital study are to leverage strong partnerships with community organizations and local health departments to assess adherence to a risk-based SARS-CoV-2 testing strategy using over-the-counter tests, and to describe participants’ behavior for reporting test results to public health departments and factors associated with test reporting behavior.

**Methods**

**Study Population and Recruitment**

We are recruiting up to 20,000 participants throughout the United States who meet our predefined inclusion/exclusion criteria (Textbox 1). Study enrollment is taking place in two phases: phase 1 enrollment is restricted to Michigan residents using a convenience sample, leveraging momentum and community connections from previous COVID-19 interventions; phase 2 enrollment is open to participants anywhere in the continental United States. Recruitment efforts are being spearheaded by the RADx Community Health Equity and Engagement Team [14], with the goal of recruiting a geographic, racially, and ethnically diverse sample across the United States. Phase 2 recruitment includes respondent-driven sampling, stratified sampling, and use of digital access codes to improve representation of diverse populations in our cohort. The research team also recruits through targeted social media outreach, word of mouth, community networks, and direct communications with the support of community partners. Community partners, including community organizations and local and state health departments, are identified through the professional networks of the study team members. These partners are intentionally selected based upon their ability to serve and reach large numbers of individuals who are diverse with respect to socioeconomic status and race/ethnicity. Representatives of these organizations are sent an email description of the study and asked to distribute it through their listservs. These emails also include flyers that can be posted in community locations. The recruitment strategy is adjusted throughout the study to identify populations from regions where there is an outbreak of COVID-19 or where vaccination rates are relatively low.

The Self-Testing for Our Protection from COVID-19 (STOP COVID-19) study utilizes the Mstudy app, a custom smartphone app created within the MyDataHelps interface. The app is used to electronically collect survey data from all participants, as well as guide participants through rapid antigen testing and
interpreting their results. Residents of the mainland United States with the MyDataHelps app receive an in-app notification inviting them to participate in the study. Community partners distribute emails and flyers to interested participants with instructions to download the Mstudy app and enter a join code for the study; participants are also able to autonomously sign up through the study website. The Mstudy app is free of charge and compatible with both Apple and Android smartphone devices. All participants consent and enroll in the study using the Mstudy app. Participants less than 18 years old are required to assent, as well as receive written consent from their parents/guardians. On enrollment, participants’ street address is also collected and verified against the United States Postal Service database through the digital platform to ensure that study staff can ship required testing materials directly to participants’ homes. Participants are eligible for a US $50 gift card on two separate occasions throughout the study, based on their completion of surveys and rapid antigen tests.

Textbox 1. Inclusion and exclusion criteria of the STOP COVID-19 study.

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>• ≥8 years of age</td>
</tr>
<tr>
<td>• Access to a smartphone</td>
</tr>
<tr>
<td>• Speak English or Spanish</td>
</tr>
<tr>
<td>• Able to provide informed consent or assent with parental consent (for participants under 18 years old)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Current incarceration</td>
</tr>
<tr>
<td>• Lack of mailing address</td>
</tr>
<tr>
<td>• Lack smartphone internet access</td>
</tr>
<tr>
<td>• Living outside mainland United States</td>
</tr>
</tbody>
</table>

Wearable Data Collection

After enrollment, participants are asked if they would like to securely and confidentially share information from their wearable activity-tracker device (ie Fitbit, Apple Watch, and Google Fit). If participants consent to sharing wearable data, data from their activity tracker are passively collected for the 3-month study period, with no additional requirements from the participant. Sharing wearable data is optional, and participants may decline to share wearable data and still participate fully in the study. The study platform is enabled to collect measures of physical activity (eg, daily steps, distance walking or running, stairs climbed, standing time), mobility (eg, walking speed, walking asymmetry percentage, step length), vitals (eg, heart rate, body temperature, respiratory rate, resting heart rate, heart rate variability, and oxygen saturation), and sleep analysis, depending on the type of wearable device activated.

Risk Stratification

On enrollment in the study, participants are stratified into high- or low-risk groups based on SARS-CoV-2 vaccination and infection history (Figure 1, Multimedia Appendix 1). High-risk participants are defined as those who are not fully vaccinated for SARS-CoV-2, as defined by Centers for Disease Control and Prevention (CDC) guidelines, and have not had an infection in the past 6 months [15]. Low-risk participants are those who have been fully vaccinated for SARS-CoV-2 and/or infected with COVID-19 in the past 6 months.
High-Risk Participant Study Procedures

High-risk participants are asked to test for COVID-19 twice per week for 12 consecutive weeks using an Ag-RDT (Quidel QuickVue) with the Mstudy app for testing assistance. High-risk participants receive a weekly surveillance questionnaire to assess if they are experiencing two or more new COVID-19–related symptoms (e.g., fever or chills, shortness of breath, cough, loss of taste, and headache) or have had close contact with someone who tested positive for SARS-CoV-2 in the past 7 days. In the case of two or more symptoms or exposure, participants are sent a home polymerase chain reaction (PCR) collection kit via Quest Diagnostics and told to continue using the Ag-RDT at home, as the PCR test is the current diagnostic gold standard. The home PCR kit should be utilized immediately upon receipt to collect a nasal specimen and returned to Quest in the preaddressed envelope within 24 hours. Participants receive all testing and survey reminders through the app.

Low-Risk Participant Study Procedures

Low-risk participants are asked to complete weekly surveillance questionnaires to monitor for COVID-19–related symptoms or exposure to SARS-CoV-2. If a low-risk participant reports two or more COVID-19–related symptoms and/or a close exposure to someone with SARS-CoV-2, they are sent Ag-RDT kits within 48 hours and advised to test twice weekly for 2 weeks following the symptom or exposure. Additionally, participants are sent a home PCR collection kit and asked to self-collect a nasal specimen and ship it back to Quest Laboratories using the preaddressed envelope within 24 hours. After completing the 2-week testing period, low-risk participants resume completing weekly surveillance questionnaires.

Testing and Reporting Results

The Mstudy app contains detailed instructions for using the rapid tests for COVID-19 (Multimedia Appendix 1). Participants are instructed on how to correctly swab the nasal cavity and utilize the testing equipment. The app includes a timer that alerts the participant when the test is ready to be read and walks the participant through how to interpret the test results (i.e., positive, negative, or inconclusive). Within the Mstudy app, participants are asked to provide an interpretation of their test result and to upload a picture of the test into the app. All positive tests are confirmed by study coordinators. If participants test positive for SARS-CoV-2, they are contacted by a physician associated with the study and advised to follow CDC guidelines for self-isolation, as well as to seek care from their primary care provider if needed. Each time a participant records their test results, they are asked if they would like to opt-in for automated reporting, either in a full or deidentified manner. Results of tests from users who agree to report either fully or anonymously are sent to a federal system (“Report Stream”) through the study mobile app (Multimedia Appendix 2, Figure S1). Results of tests from users who agree to report full (identified) information will also be sent to their respective state health department. The app is enabled to report results to all state departments of health. All reporting is done through the Mstudy app, with no additional user burden. Participants can adjust their preference for reporting test results at any time point using the app.

Questionnaire Schedule

Study participants complete weekly surveillance questionnaires through the Mstudy app, as well as additional surveys during enrollment, at baseline, after each at-home test, and on conclusion of the 3-month study period (Multimedia Appendix 2, Table S1). In addition to testing information, weekly surveillance, and information used to determine risk stratification (prior infection and vaccination), surveys gather data on participants’ demographic characteristics, COVID-19 beliefs and risk perceptions, health care utilization, medical history and health status, and reporting attitudes and perceptions. Each survey takes 2-15 minutes to complete. Participants receive...
reminders to complete assigned surveys through the Mstudy app.

**Data Management**

All testing and questionnaire data are securely stored within rkStudio, the management platform of the Mstudy app. All collected data are deidentified using participant IDs prior to analysis and stored in the secure University of Massachusetts Chan Medical School server. PCR test results are connected to Mstudy data by participant ID.

**Ethics Approval**

This study protocol was approved by the Institutional Review Board of the University of Massachusetts Chan Medical School and externally by the Western Institutional Review Board-Copernicus Group (now named WCG; the Institutional Review Board number is 20213392).

**Analytical Plan**

Primary outcome variables of the study include adherence to the risk-based SARS-CoV-2 testing strategy, and test result reporting behaviors and motivations to participants’ respective state department of health. In prespecified analyses, we will identify patterns of testing adherence over time, and identify factors associated with decreased testing adherence. We will also perform an ordinal logistic regression to assess whether participants’ behavior for reporting test results to the department of health is associated with test result, vaccination status, infection history, or sociodemographic and psychosocial variables. Lastly, incidence rates of COVID-19 for participants under surveillance will be calculated overall during the study period and separately as person-time during the testing period with stratification according to participants’ risk status. Risk of infection among low-risk participants will be estimated in relation to time since vaccination or infection using time-to-event analyses.

In the preliminary analysis presented, demographics from phase 1 of the study were tabulated by risk category. Testing adherence was measured among high-risk participants who finished the 12-week testing period. Adherence to the testing schedule was determined on a weekly basis, and participants were considered “adherent” to the schedule if they tested two times each week. Adherence was categorized into no, low, moderate, and high adherence groupings. The “no adherence” group included individuals who were never adherent to the testing schedule during the study period. The “low adherence” group included individuals who were adherent for 1 to 4 weeks of the 12-week study period. “Moderate adherence” included those who were adherent for 5 to 8 weeks of the study period, and “high adherence” was defined as testing twice weekly for 9 or more weeks of the study. Reporting choices were calculated at the participant level to avoid overrepresenting the reporting choices of frequent testers. Reporting choices were tabulated by risk category, test result, and adherence category, and 95% CIs were calculated using the Clopper-Pearson interval.

**Results**

**Enrollment**

The STOP COVID-19 study began enrolling phase-1 participants in August 2021, and 3496 participants have enrolled in the study to date, including 1083 high-risk participants (Figure 2 and Figure S2 in Multimedia Appendix 2). Phase 2 of recruitment started in February 2022 and is ongoing. Women make up the majority of both low- and high-risk participants, and approximately 20% of high-risk participants are children under 18 years old (Table 1). Among the adult participants, approximately 80% have a bachelor’s degree or higher. Most participants are White, with Asian participants making up 8.8% and 5.0% of low- and high-risk participants, respectively (Table 1). Only approximately 1% of participants are over the age of 75 years. High-risk participants with symptoms and those with both symptoms and known exposure have a 3.66- and 1.39-times higher positivity rate for COVID-19 than low-risk participants, respectively.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>High-risk participants (n=1083)</th>
<th>Low-risk participants (n=2413)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-17</td>
<td>202 (18.65)</td>
<td>135 (5.59)</td>
</tr>
<tr>
<td>18-30</td>
<td>106 (9.79)</td>
<td>423 (17.53)</td>
</tr>
<tr>
<td>31-45</td>
<td>375 (34.63)</td>
<td>1072 (44.42)</td>
</tr>
<tr>
<td>46-60</td>
<td>214 (19.76)</td>
<td>500 (20.72)</td>
</tr>
<tr>
<td>61-75</td>
<td>145 (13.39)</td>
<td>237 (9.82)</td>
</tr>
<tr>
<td>&gt;75</td>
<td>19 (1.75)</td>
<td>22 (0.91)</td>
</tr>
<tr>
<td>Missing</td>
<td>22 (2.03)</td>
<td>24 (0.95)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>314 (28.99)</td>
<td>596 (24.70)</td>
</tr>
<tr>
<td>Woman</td>
<td>660 (60.94)</td>
<td>1564 (64.82)</td>
</tr>
<tr>
<td>Transgender</td>
<td>3 (0.28)</td>
<td>9 (0.37)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>13 (1.20)</td>
<td>46 (1.90)</td>
</tr>
<tr>
<td>Missing</td>
<td>93 (8.59)</td>
<td>198 (8.21)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>864 (79.78)</td>
<td>1819 (75.38)</td>
</tr>
<tr>
<td>Asian</td>
<td>54 (4.99)</td>
<td>212 (8.79)</td>
</tr>
<tr>
<td>Black/African-American</td>
<td>22 (2.03)</td>
<td>50 (2.07)</td>
</tr>
<tr>
<td>Native American/Alaskan Native</td>
<td>0 (0)</td>
<td>1 (0.04)</td>
</tr>
<tr>
<td>Native Hawaiian or Pacific Islander</td>
<td>0 (0)</td>
<td>2 (0.08)</td>
</tr>
<tr>
<td>Multiracial</td>
<td>32 (2.95)</td>
<td>71 (2.94)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (0.83)</td>
<td>36 (1.49)</td>
</tr>
<tr>
<td>Missing</td>
<td>102 (9.42)</td>
<td>222 (9.20)</td>
</tr>
<tr>
<td><strong>Hispanic, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>52 (4.80)</td>
<td>93 (3.85)</td>
</tr>
<tr>
<td>No</td>
<td>936 (86.43)</td>
<td>2108 (87.36)</td>
</tr>
<tr>
<td>Missing</td>
<td>95 (8.77)</td>
<td>212 (8.79)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree or higher</td>
<td>654 (60.39)</td>
<td>1750 (72.52)</td>
</tr>
<tr>
<td>Some college</td>
<td>145 (13.39)</td>
<td>265 (10.98)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>33 (3.05)</td>
<td>80 (3.32)</td>
</tr>
<tr>
<td>Did not finish high school</td>
<td>134 (12.37)</td>
<td>110 (4.56)</td>
</tr>
<tr>
<td>Missing</td>
<td>117 (10.80)</td>
<td>208 (8.62)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working now, permanently</td>
<td>584 (53.92)</td>
<td>1398 (57.94)</td>
</tr>
<tr>
<td>Working now, temporarily</td>
<td>29 (2.68)</td>
<td>107 (4.43)</td>
</tr>
<tr>
<td>Student</td>
<td>190 (17.54)</td>
<td>332 (13.76)</td>
</tr>
<tr>
<td>Retired</td>
<td>96 (8.86)</td>
<td>146 (6.05)</td>
</tr>
<tr>
<td>Keeping house</td>
<td>50 (4.62)</td>
<td>126 (5.22)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>21 (1.94)</td>
<td>77 (3.19)</td>
</tr>
<tr>
<td>Missing</td>
<td>113 (10.43)</td>
<td>227 (9.41)</td>
</tr>
</tbody>
</table>

**Positivity of Ag-RDT<sup>2</sup> tests, % (95% CI)**
Low-risk participants (n=2413) vs High-risk participants (n=1083)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>High-risk participants (n=1083)</th>
<th>Low-risk participants (n=2413)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>7.5 (5.9-9.4)</td>
<td>11.0 (8.8-13.5)</td>
</tr>
<tr>
<td>Symptomatic</td>
<td>14.3 (8.0-22.8)</td>
<td>3.9 (1.7-7.5)</td>
</tr>
<tr>
<td>Close contact exposure</td>
<td>5.2 (2.7-8.9)</td>
<td>6.9 (4.3-10.5)</td>
</tr>
<tr>
<td>Both symptoms and exposure</td>
<td>31.1 (20.8-42.9)</td>
<td>22.3 (17.1-28.2)</td>
</tr>
<tr>
<td>Neither</td>
<td>3.9 (2.4-5.9)</td>
<td>N/A(^b)</td>
</tr>
</tbody>
</table>

**Test reporting decisions, % (95% CI)\(^c\)**

- **Full reporting**
  - High-risk: 67.4 (64.4-70.3)
  - Low-risk: 66.9 (63.5-70.2)
- **Anonymous reporting**
  - High-risk: 28.2 (25.5-31.1)
  - Low-risk: 30.1 (26.9-33.4)
- **No reporting**
  - High-risk: 4.3 (3.2-5.8)
  - Low-risk: 3.0 (1.9-4.4)

\(^a\) Ag-RDT: antigen rapid diagnostic test.
\(^b\) N/A: not applicable; low-risk participants were only eligible for testing after reporting symptoms or close contact exposure.
\(^c\) This sample only included participants who recorded at least one test result in the Mstudy app: n=1016 for the high-risk group and n=801 for the low-risk group.

**Test Reporting**

As of February 2022, participants have completed over 13,730 rapid tests and have reported 13,480 (98.2%, 95% CI 97.9%-98.4%) results to their respective state public health departments. Reporting differed by test result (positive, negative, or invalid), with 3.7% (95% CI 2.0%-6.1%) of positive tests unreported in comparison to 1.8% (95% CI 1.5%-2.0%) of negative tests reported. Reporting choices did not differ significantly by risk category (Table 1). Among those who have chosen not to report their test results, the most cited reason is not wanting to be contacted by the government. Other reasons include not trusting the government, not knowing how to report, believing reporting is not useful, and being worried about missing work.

**Testing Adherence and Impact on Reporting**

Twelve weeks of adherence to twice-weekly serial testing was assessed among 622 high-risk participants who completed the full study period. Of these participants, 223 (35.9%) were highly adherent to the testing protocol (Table 2). The percentage of tests reported with full personal identifiers to the state department of health was significantly higher among those with high adherence, as compared to moderate and low adherent participants (Table 2). Nonreporting was significantly higher among participants with moderate adherence in comparison to those with high adherence; however, nonreporting did not differ between participants with low and high adherence (Table 2).

**Table 2. Reporting decisions per test by adherence group among high-risk participants (N=622).**

<table>
<thead>
<tr>
<th>Variable</th>
<th>No adherence</th>
<th>Low adherence</th>
<th>Moderate adherence</th>
<th>High adherence</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants, n (%)</td>
<td>103 (16.6)</td>
<td>162 (26.0)</td>
<td>134 (21.5)</td>
<td>223 (35.9)</td>
<td>622 (100.0)</td>
</tr>
<tr>
<td>Total tests completed, n</td>
<td>13</td>
<td>729</td>
<td>1693</td>
<td>4145</td>
<td>6580</td>
</tr>
<tr>
<td>Reporting, % (95% CI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full reporting</td>
<td>53.9 (25.1-80.8)</td>
<td>63.1 (59.5-66.6)</td>
<td>68.3 (66.0-70.5)</td>
<td>71.7 (70.3-73.1)</td>
<td>69.8 (68.7-70.9)</td>
</tr>
<tr>
<td>Anonymous reporting</td>
<td>30.8 (9.1-61.4)</td>
<td>34.8 (31.4-38.4)</td>
<td>28.1 (26.0-30.3)</td>
<td>26.5 (25.2-27.9)</td>
<td>27.9 (26.8-29.0)</td>
</tr>
<tr>
<td>No reporting</td>
<td>15.4 (1.9-45.4)</td>
<td>2.1 (1.2-3.4)</td>
<td>3.6 (2.8-4.6)</td>
<td>1.8 (1.4-2.2)</td>
<td>2.3 (2.0-2.7)</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

The STOP COVID-19 study is a novel longitudinal, digital study aimed at understanding adherence and public health reporting of rapid antigen testing throughout the United States, using a risk-based testing protocol. Here, we describe the study methodology, which utilizes the Mstudy app for data collection and study coordination purposes, and preliminary results from phase 1 of participant recruitment in Michigan. Phase 1 of enrollment began in August 2021, and 3496 participants in Michigan have enrolled to date, including more than 1000 high-risk participants. Digital site-less studies have many advantages in the age of COVID-19, especially to facilitate study recruitment and retention. The site-less study approach has allowed us to dynamically change the recruitment strategy throughout the study to prioritize communities with high prevalence of SARS-CoV-2, seasonal surges, or low vaccination rates in order to optimally sample communities with a high burden of COVID-19. Further, digital studies require less active study coordination than traditional site-based studies because of the ability of technology to facilitate certain tasks (ie, consenting and providing instructions for study-related activities), which allowed us to implement a risk-based testing algorithm in participants’ homes nationwide while conserving...
the time and resources of study personnel. The data collected from this study will offer tremendous insight into COVID-19 at-home testing behaviors, and using the digital approach was highly effective.

Adherence and Motivations for Serial Rapid Testing

There has been significant interest in rapid antigen testing on a national level as a cost-effective solution to expand serial testing for COVID-19 for surveillance and asymptomatic case detection. However, little is known about perceptions of serial testing and how individuals use rapid test results in altering their COVID-19 risk behaviors. Among the study participants engaged in rapid serial testing, the COVID-19 positivity rate was the highest among high-risk, exposed, symptomatic participants, consistent with the published literature, and supporting our approach to risk stratification [16]. Based on our preliminary data, only 35.9% of high-risk participants displayed high adherence to the weekly serial testing schedule during the study period. Although qualitative studies have identified motives for frequent testing, including a fear of unknowingly spreading COVID-19 to others, this is the first study to quantitatively evaluate adherence to serial testing programs [17]. Further, no previous studies have used a longitudinal risk-based approach to testing, which has been suggested as a key strategy in establishing a “new normal” in a world burdened by COVID-19 [11].

Perceptions of Public Health Reporting

Throughout the COVID-19 pandemic, perceptions and trust of government have strongly influenced the adoption or rejection of public health initiatives, including masking, social distancing, and vaccination. Our preliminary results showed that 14,000 rapid tests have been completed by study participants, with a full or anonymized reporting rate to participants’ respective state department of public health of over 98%. We observed statistically significant differences in reporting status based on test result, with negative results being reported more than positive results.

In a study of 1420 Australian adults, individuals with higher trust in government had 6-times greater odds of adopting recommended COVID-19 avoidance behaviors, including social distancing, self-quarantine, and hand washing, than individuals with low governmental trust [18]. Additionally, high public trust in the government has been found to favorably impact the use of COVID-19 control measures, as well as increase the likelihood of vaccination for SARS-CoV-2 [19-22]. Government trust has also been highly associated with an individual’s demographic characteristics and social network. A study from 178 countries found that public trust in the government during COVID-19 was positively associated with older age and good health, and negatively associated with higher education [23]. Further, we found that highly adherent participants reported a higher proportion of results to their state department of health with full identifying information than participants with moderate or low adherence to the STOP COVID-19 testing schedule. This supports the notion that COVID-19 protective (preventative) behaviors are clustered among certain individuals [24]. These results will help to shape public health messaging and initiatives, especially as rapid at-home testing becomes more accessible and widespread.

Site-Less Study Implementation Challenges

The site-less digital study approach is still relatively new in the fields of medical and public health research, although it has garnered significant interest owing to the potential benefits to participant accessibility, engagement, longitudinal data volume, and study administrative costs [25]. As the pandemic changes in severity by location and time, we believe the site-less study design is uniquely suited to provide insight into numerous communities to observe how testing behaviors change over time and vary throughout the country. In addition to fully consenting participants and collecting data through a mobile app, this study ships participants’ tests for COVID-19 directly to their homes in a continuous fashion over 3 months, based on their risk category, exposures, and symptoms, which has resulted in notable implementation challenges. Although the process for rapid test distribution has been streamlined within the Mstudy app, with kit orders placed immediately based on survey responses, the PCR ordering process through Quest has been more complex. Initially, when a participant reported COVID-19 symptoms or exposure and qualified for PCR testing, they were prompted within the app to follow a link to the Quest website to register for a PCR test kit. This process was confusing and time-consuming for participants, and study coordinators were tasked with calling all eligible participants to explain the process. Further, participant registration often resulted in key identifiers being omitted from test orders and inability to match PCR test results to data from the Mstudy app. In the past 2 months, our team has worked closely with Quest to implement a roster system, by which study coordinators order PCR kits on behalf of eligible participants. This has taken significant burden off the participants and has resulted in higher participant PCR testing adherence (data not shown). As we begin phase 2 enrollment, we will continue discussions to optimize test distribution to participants, as well as other issues that arise.

Additionally, during phase 1 enrollment, convenience sampling resulted in a sample of predominately highly educated, White, female participants. Further, only 1% of the phase 1 cohort is over 75 years old, despite older adults facing the most devastating outcomes due to SARS-CoV-2 [26]. We recognize it is especially important to understand the usage of SARS-CoV-2 diagnostics and mobile health tools among older adults. During phase 2 enrollment, we will be adjusting our recruitment and sampling approaches, as detailed in the Methods section, with the goal of diversifying the cohort in terms of age, race, gender, education, and geographic location.

Study Strengths and Limitations

This is the first study to examine the reporting of COVID-19 results from Ag-RDTs and adherence to serial testing schedules without supervision, providing important data to guide the administration and use of Ag-RDTs in a real-world setting. The site-less study design offers great flexibility to recruit based on fluctuations in the pandemic, as well as to obtain a geographically diverse participant pool. Study strengths also include the use of the MyDataHelps app as a tool for reporting test results, as well as a risk-based approach to serial testing. Nevertheless, certain inclusion criteria such as the use of a smartphone may limit the generalizability of this study.
Participation, nonresponse, and attrition biases are also of concern, as individuals choosing to enroll in and comply with a longitudinal study to test for COVID-19 may differ from nonparticipants in relation to COVID-19 perceptions, education, race, and health literacy.

Conclusions
This report describes the study design and preliminary results of a longitudinal study aimed to understand individuals’ testing and reporting decisions. Site-less study designs are increasingly valuable in the era of COVID-19. The data collected in this study will provide important insights into how individuals navigate their testing decisions during the COVID-19 pandemic, as well as how we should understand the data reported from rapid antigen tests for COVID-19.
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Abstract

Background: Mobile games can be effective and motivating tools for promoting children’s health.

Objective: We aimed to determine the comparative use of 2 prototype serious games for health and assess their effects on healthy lifestyle knowledge in youth aged 9-16 years at risk for type 2 diabetes (T2D).

Methods: A 3-arm parallel pilot randomized controlled trial was undertaken to determine the feasibility and preliminary effectiveness of 2 serious games. Feasibility aspects included recruitment, participant attitudes toward the games, the amount of time the participants played each game at home, and the effects of the games on healthy lifestyle and T2D knowledge. Participants were allocated to play Diabetic Jumper (n=7), Ari and Friends (n=8), or a control game (n=8). All participants completed healthy lifestyle and T2D knowledge questionnaires at baseline, immediately after game play, and 4 weeks after game play. Game attitudes and preferences were also assessed. The primary outcome was the use of the game (specifically, the number of minutes played over 4 weeks).

Results: In terms of feasibility, we were unable to recruit our target of 60 participants. In total, 23 participants were recruited. Participants generally viewed the games positively. There were no statistical differences in healthy lifestyle knowledge or diabetes knowledge over time or across games. Only 1 participant accessed the game for an extended period, playing the game for a total of 33 min over 4 weeks.

Conclusions: It was not feasible to recruit the target sample for this trial. The 2 prototype serious games were unsuccessful at sustaining long-term game play outside a clinic environment. Based on positive participant attitudes toward the games, it is possible to use these games or similar games as short-term stimuli to engage young people with healthy lifestyle and diabetes knowledge in a clinic setting; however, future research is required to explore this area.

Trial Registration: Australia New Zealand Clinical Trials Registry ACTRN12619000380190; https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=377123
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Introduction

As the prevalence of type 2 diabetes (T2D) in New Zealand’s younger population increases, the challenge of designing effective and engaging ways and means of preventing the disease also increases [1,2]. Recently, there has been an upsurge of interest in the role of using computer and video games to enhance health outcomes for youth [3,4]. These “serious video games” are designed to entertain players, as they educate, train, or change behavior [3]. For example, games for health are serious video games focused on health [5], with most having some positive outcomes [5], such as effectively promoting dietary change among youth [6]. Indeed, existing video games have helped children between the ages of 10 and 12 years make healthier diet and physical activity choices, with children as young as 9 years understanding the games [7]. Games for health could help young people with T2D attain better self-management by making education about healthy lifestyles more engaging and fun [8]. However, there is a dearth of games designed specifically for youth with T2D [5].

One game that was developed to promote knowledge of the interaction of physical activity behaviors and diet with blood glucose, and knowledge of blood glucose monitoring in young people with T2D resulted in promising outcomes [9,10]. In a preliminary pre-post pilot trial, 12 children aged 9-13 years without T2D or prior experience playing videogames found the game to be fun. Moreover, their engagement was high, and they felt part of a creative and dynamic game community. Importantly, the game was found to enhance the children’s knowledge of healthy diet and lifestyle choices [9,10]. By taking into account user preferences and abilities from this prototype game, we developed 2 new serious games for health. We undertook a pilot randomized controlled study to determine the feasibility and preliminary effectiveness of the 2 serious games. Specifically, the feasibility aspects were recruitment, participant acceptability, preferences and attitudes toward the game, and the amount of time participants played each game in their own environments.

Methods

Study Design and Participants

A 3-arm parallel pilot randomized controlled trial (RCT) was undertaken in Auckland, New Zealand between April and September 2019. Eligible participants were aged between 9 and 16 years, had a family history of T2D, were overweight or obese for their age according to the Cole International cutoff points for BMI, or had been told by their doctor that they were at risk for T2D. Eligible participants were also required to have access to an Android device, be able to provide assent (if under the age of 16 years) or consent (if 16 years or older), be able to speak and understand English, and live in the Auckland region. Eligible parents or caregivers were over the age of 18 years, could provide written informed consent on behalf of the child (if the child was under 16 years old), and could speak and understand English.

Ethics Approval

Ethics approval was obtained from the University of Auckland Human Participants Ethics Committee (ref# 022616). The Consolidated Standards of Reporting Trials (CONSORT) guidelines for reporting parallel group RCTs were followed [11] (Multimedia Appendix 1).

Recruitment

Participants were recruited from April to September 2019 through posts on websites and social media (Neighbourly, Facebook, and Twitter) by the University of Auckland and affiliates, and paid Facebook and Google advertisements that targeted Auckland parents. Specifically, we included 7 weeks of continuous Facebook advertising, 4 weeks of continuous Google advertising, and 3 to 4 separate posts on Twitter and Facebook. We also placed recruitment flyers in waiting rooms or reception areas of community centers and businesses in the health or youth sector (eg, Waitakere Foot Clinics, YMCA, Sport Auckland, and ProCare-associated general practices). Participants were also recruited through face-to-face contact by the research assistant attending 14 separate community events and talking to parents, or through a trusted third party such as a community program. After 3 months of low recruitment, our approach was updated to include schools as potential third parties. Three schools were approached, and one consented to be involved. Further, the steering committee made 3 amendments to the trial in a bid to reduce barriers to participation and meet recruitment targets. We updated the study eligibility criteria so that participants no longer required access to an Android device and were no longer restricted to living in the Auckland region. Additionally, advertising materials no longer mentioned that we were targeting overweight/obese children for this intervention [12]. These amendments were supplemented by approaching more than 30 potential third parties, including New Zealand teachers (on the Facebook page), 9 Christchurch schools, researchers from other New Zealand Universities, and Diabetes NZ and affiliated clinics.

Procedure

The parent or caregiver and child attended a 1-hour clinic-style study assessment with a trained research assistant, which was held at the National Institute for Health Innovation, Auckland or at the child’s school. The child completed questions online pertaining to a healthy lifestyle and T2D (Multimedia Appendix 2) before being allocated at random to play 1 of 3 games: Ari and Friends, Diabetic Jumper, and Doodle Jump (control game). Participants were randomized in a 1:1:1 ratio, using a computer-generated random sequence with block randomization involving block sizes of 3 created by the study statistician. Immediately after the initial game play and 4 weeks after the meeting, the children completed the online healthy lifestyle and T2D questionnaires again, with additional questions on game attitudes and preferences (Multimedia Appendix 3). Participants were invited to play the game over the 4 weeks as much as they liked in between assessments. Game play was recorded by the game software. All participants were given two NZ $40 (US $26) supermarket vouchers: one (in person) at baseline and the other (through post) at follow-up.
**Intervention**

The first game *Ari and Friends* was implemented in Android and was adapted from a Mario Brothers open-source platform (Figure 1), and the second game *Diabetic Jumper* (also in Android) was adapted from a *Doodle Jump* open-source platform (Figure 2). The research team modified concepts from the respective games to suit this project. Initial development involved prototyping the game features with the research team and some tertiary students before formal evaluation was undertaken. Using user-design principles, we recruited a convenience sample of potential end users (children of the same age as the trial) who played early iterations of the respective games and provided feedback to developers and the research team in a workshop format. In total, there were 4 such iterative development workshops prior to the final pilot study, and they were based on feedback that users were happy playing the final versions of the games on the mobile platforms.

Both of the final games included features designed to increase children’s knowledge of energy intake and expenditure. For example, by selecting certain foods as the player progressed through the levels, they began to understand the impact of physical activity (stamina to run or jump) and of sweet foods and drinks on their energy levels. Moreover, questions about healthy lifestyle and T2D were interspersed in the game (Multimedia Appendix 4), which could boost power levels if they answered correctly (Figure 3). Players were informed if their answers were correct, and if not, the correct answer was highlighted. For example, at level 1 of the game, children were asked, “How much moderate and/or vigorous physical activity should you do in a week?” Various options were then provided (eg, “at least half an hour a day at least 3 times a week” or “at least 1 hour a day every day of the week”), which the child could select. Children could play the game for a maximum of 15 min per session.

*Figure 1. In-game image from Ari and Friends.*

*Figure 2. In-game image from Diabetic Jumper.*
Figure 3. In-game example of the questions asked and answered in *Ari and Friends*.

Control
The control game *Doodle Jump* did not have any information on T2D or healthy lifestyle behaviors. The object of the game was similar to *Diabetic Jumper*, with the aim to use platforms to continue jumping upwards without falling. Children allocated to the control game also played for 15 min per session.

Outcomes
The primary outcome was the number of hours played over a 4-week period recorded via the game software. Secondary outcomes were assessed via questionnaires 15 min (±5 min) after game play during the baseline session and at the 4-week follow-up. Secondary outcomes included (1) change in healthy lifestyle knowledge from baseline, (2) change in diabetes-specific knowledge from baseline, and (3) attitudes and preferences assessed using open-ended and free-text questions regarding the games. The questionnaires were designed specifically for this study and contained the same healthy lifestyle and T2D questions that boosted power levels in the games. Specifically, there were 18 multiple-choice questions about healthy lifestyles (specifically about physical activity, screen time, sleep, sedentary behavior, sources of health information, and nutrition) and 9 true/false questions about T2D. Questions about specific healthy lifestyle topics featured in different levels of the 2 intervention games. For example, level 1 in both games contained questions about physical activity and diabetes, level 2 contained questions about nutrition and diabetes, and the remaining 4 levels contained other healthy lifestyle topics. See Multimedia Appendix 4 for the full list of questions.

Statistical Analysis
Our recruitment target was 60 participants, with 20 participants per study arm. As this was a pilot trial, our recruitment target was not powered to detect significant differences between groups. Study data were collected using REDCap, and all analyses were performed using SAS version 9.4 (SAS Institute). Baseline and follow-up variables were summarized according to group and descriptive summary statistics provided. The change from baseline in continuous outcomes was analyzed using ANOVA for normally distributed data and the Kruskal-Wallis test for nonnormally distributed data.

Results
Participants
In terms of feasibility, we were unable to recruit our target of 60 participants. In total, 23 participants (mean age 11 years, SD 1 year) were recruited between April and September 2019 through direct methods (Multimedia Appendix 5). Four participants were recruited via advertisements, while 19 participants were recruited from 1 Auckland school. Seven children were randomized to *Diabetic Jumper*, 8 to *Ari and Friends*, and 8 to the control game. Participants identified predominantly as Samoan (n=15) and Tongan (n=6), and their BMI ranged from 22 to 46 kg/m². See Table 1 for details.

<table>
<thead>
<tr>
<th>Table 1. Participant demographic characteristics.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Characteristic</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
</tr>
<tr>
<td>Height (m), mean (SD)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
</tr>
<tr>
<td>Ethnicity (Samoan), n (%)</td>
</tr>
</tbody>
</table>
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Game Play
All participants played the games during the initial visit (mean duration 15 min, SD 2 min). Only 1 participant accessed the game after the testing session. The participant played Diabetic Jumper thrice in the first evening and twice the next day (total 33 min).

Diabetes Knowledge
The mean correct scores for diabetes knowledge ranged from 4.6 to 6.6 (51%-73%) for each game at baseline, 5.6 to 6.0 (62%-66%) at the 15-min follow-up, and 5.3 to 6.6 (58%-73%) at the 4-week follow-up (Table 2). There was no statistically significant difference in the mean change in the diabetes knowledge score at the 15-min follow-up ($P=.93$) or the 4-week follow-up ($P=.10$).

Table 2. Mean correct scores in the diabetes and healthy lifestyle knowledge questionnaires across the 2 intervention games (Ari and Friends and Diabetic Jumper) and the control game.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Game</th>
<th>Score, mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ari and Friends</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>Score, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>8</td>
<td>6.6 (1.4)</td>
<td>7</td>
</tr>
<tr>
<td>15-min follow-up</td>
<td>8</td>
<td>5.6 (1.4)</td>
<td>7</td>
</tr>
<tr>
<td>4-week follow-up</td>
<td>8</td>
<td>5.3 (0.9)</td>
<td>7</td>
</tr>
<tr>
<td>Change (15-min – baseline)</td>
<td>8</td>
<td>–1.0 (1.7)</td>
<td>7</td>
</tr>
<tr>
<td>Change (4-week – baseline)</td>
<td>8</td>
<td>–1.4 (1.5)</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Diabetic Jumper</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>Score, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>8</td>
<td>10.0 (3.1)</td>
<td>7</td>
</tr>
<tr>
<td>15-min follow-up</td>
<td>8</td>
<td>10.4 (3.1)</td>
<td>7</td>
</tr>
<tr>
<td>4-week follow-up</td>
<td>8</td>
<td>9.1 (2.2)</td>
<td>6</td>
</tr>
<tr>
<td>Change (15-min – baseline)</td>
<td>8</td>
<td>1.0 (2.0)</td>
<td>7</td>
</tr>
<tr>
<td>Change (4-week – baseline)</td>
<td>8</td>
<td>–0.3 (1.4)</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Control game</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>Score, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>8</td>
<td>9.4 (2.7)</td>
<td>7</td>
</tr>
<tr>
<td>15-min follow-up</td>
<td>8</td>
<td>10.4 (3.1)</td>
<td>7</td>
</tr>
<tr>
<td>4-week follow-up</td>
<td>8</td>
<td>9.1 (2.2)</td>
<td>6</td>
</tr>
<tr>
<td>Change (15-min – baseline)</td>
<td>8</td>
<td>1.0 (2.0)</td>
<td>7</td>
</tr>
<tr>
<td>Change (4-week – baseline)</td>
<td>8</td>
<td>–0.3 (1.4)</td>
<td>6</td>
</tr>
</tbody>
</table>

aHigher scores indicate a better outcome (more correct answers).

Healthy Lifestyle Behavior Knowledge
The mean correct scores for healthy lifestyle behavior knowledge ranged from 9.4 to 10.5 (52%-58%) for each game at baseline, 10.4 to 11.4 (57%-63%) at the 15-min follow-up, and 9.1 to 11.3 (50%-63%) at the 4-week follow-up (Table 2). There was no statistically significant difference in the mean change in the healthy lifestyle behavior knowledge score at the 15-min follow-up ($P=.86$) or the 4-week follow-up ($P=.64$).

Attitudes and Preferences at the 15-min Follow-up
For Ari and Friends, 5 of the 8 (63%) participants indicated that the controls were easy to use and that the game was fun, but only 2 of the 8 (25%) participants said that they would recommend the game to their friends.

For Diabetic Jumper, 6 of the 7 (85%) participants indicated that the controls were easy to use and the game was fun, and 3 of the 7 (42%) participants indicated that they would recommend the game to their friends.

Overall, 16 of the 23 (69%) participants reported that their parents allowed them to play video games in general “a bit” or “a lot,” and 13 of the 23 (56%) participants reported that their parents restricted their video game play to some extent. Moreover, 10 of the 23 (43%) participants were unsure if their parents would allow them to play the games from the study.

Discussion
Principal Findings
Overall, this pilot trial sought to determine the feasibility and preliminary knowledge effects of using 2 prototype serious games for health to improve healthy lifestyle knowledge in youth aged 9-16 years at risk for T2D. The results showed no evidence of improved healthy lifestyle or diabetes knowledge immediately after playing the games or after 4 weeks. Despite all participants playing the games for the allocated 15 min and the mostly positive feedback about each of the 2 games, only 1 participant played the game after leaving the clinic, and this participant played only during the following 2 days. These results coupled with low participant numbers indicated that the games were not engaging enough to result in sustained play and that the intervention methodology was not feasible. However, there may still be potential for using these games in a clinic setting as tools with which to engage youth in healthy lifestyle and T2D knowledge alongside individual clinical advice.
Comparison With Prior Work

The operation of the 2 prototype games and the method of data extraction from the games were successful. There were no technical issues experienced in either of the games, and extraction of data on play duration, question answers, and food choices from the game software was achieved without any issues. Moreover, the children enjoyed playing both games. In combination, these 3 outcomes indicated that the games were reliable tools to briefly engage with young people who are at risk of diabetes or with diabetes. These outcomes align with the purpose of diabetes-based games for health, making the learning of glycemic control practices engaging and fun [8]. Contrary to previous games for health research, however, there was no evidence from this pilot trial that playing either of the games led to a change in the knowledge of healthy lifestyle or diabetes in the short or long term. This outcome was unexpected as many health-related video games have demonstrated positive outcomes [6]. Indeed, some games for health have resulted in children making positive changes in their diet and physical activity choices [7]. It was difficult to determine whether the lack of effects of these games was a result of the games themselves or a lack of statistical power to detect a change in knowledge over time. Unfortunately, the trial was hampered by recruitment issues. Despite extensive efforts to recruit participants, less than 40% of the recruitment target was achieved over 7 months.

Previous studies involving games for health with hard-to-reach populations, such as youth at risk for diabetes, have ranged from case studies (n=1) to large experimental studies (n=200) [4]. Larger studies have reported using the same recruitment methods as those in this trial, for example, recruiting entire schools [13], collaborating with third parties (eg, recruiting diabetes clinics to gain access to adolescents with diabetes [14,15] and having the trial endorsed by a trusted and known staff member in Māori communities [16]), and using online communication tools and social media platforms [10,17,18]. Of note is that many of these studies did not report the initial recruitment target or the detailed recruitment methods [19,20].

We propose 2 primary reasons for why the recruitment methods in this trial were not as successful as those in previous trials involving games for health. First, there was a teacher strike [21] and a national measles outbreak during the recruitment period. As a result, running a trial may not have been attractive/practical for teachers during this time. Second, it takes time to build a trusting and respectful relationship between communities (eg, schools and health organizations) and research institutes [22]. Over-researched communities are increasingly wary of potential negative effects from having institutes (outsiders) conduct research [23]. Potential negative effects can be negated through including community members in lead roles (which has improved community self-efficacy through problem solving and making decisions) and promoting independence from the researcher by providing tools and resources to the community once the trial is complete [16,24]. Positive relations have also developed between research institutes and communities when health research projects are co-designed [25]. We believe that public health researchers would benefit from investing time and resources into building strong relationships with third parties before designing a trial. Future research should consider a long notice period when planning recruitment, establish relationships with communities and schools, and keep in mind that schools present an annual charter outlining their plans and aims up to 5 years in the future [26].

Strengths and Limitations

Key strengths of this trial include the considerable formative work to develop the games, the RCT design, and the objective collection of game play directly via the game software. One design limitation that hindered recruitment was having 2 consent processes when recruiting through a school. The school principal consented to conducting research on school grounds during or after school time with the pupils. Due to the age of the participants, parents also consented to participate or for a school or YMCA staff member to be present in lieu of the parent. Consequently, children were responsible for taking the consent forms home to their parents and returning the signed forms to a staff member. Forms were subsequently lost or forgotten and never returned. These consent processes were designed to remove the burden from parents having to attend baseline sessions and to keep their children involved. Unfortunately, the children received the burden of looking after the form. It is possible that recruitment could have been more successful with an alternative process (eg, online forms) to ease the burden on the participant dyad.

Three potential sources of bias should be noted. First, parents, caregivers, or staff members were present during the clinic-type sessions. The presence of authority figures might have influenced participants’ attitudes and preferences toward the games in a bid to be polite, please the authority figure, or behave oneself. This “effort to please” could explain why attitudes and preferences were positive, yet the games were not played during follow-up. Second, the eligibility criteria stipulated that participants had to have access to an Android device, not necessarily that they had to own one themselves. Devices were predominantly owned by parents or elder siblings, and the children might not have the opportunity to use the devices at home, limiting their opportunity to play the games. Third, the research assistant read the questions aloud to many of the younger participants who were struggling to read themselves. The results showed no evidence of change in knowledge, indicating that any unintentional inflection was undetected by the limited sample size or, more likely, was indicative that the participants did not understand the questions at all and guessed.

Future Directions

The original purpose of the 2 prototype games was for children to play them while waiting with their parents to see the doctor [10]. Initial game play in a waiting room at a diabetes clinic could be a catalyst for discussions among clinicians, parents, and young people about the future risk and management of T2D, including healthy lifestyles. If a future trial is designed to mimic this situation, family members could also play the games. We propose to investigate whether these games can be used to build conversation pathways about T2D and healthy lifestyles between families and clinicians.
Conclusion

It was not feasible to recruit the target sample for this trial. Our 2 prototype serious games were unsuccessful at sustaining long-term play outside a clinic environment. Based on positive participant attitudes toward the games, it is possible to use these games or similar games as short-term stimuli to engage young people with healthy lifestyle and diabetes knowledge in a clinic setting; however, future research is required to explore this area.
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Abstract

Background: The Dutch Obstetric Telephone Triage System (DOTTS) was developed to improve the quality of acute obstetric care. To achieve optimal effect, the DOTTS should be adopted in the daily care process by triage staff.

Objective: The primary aim was to evaluate the degree of implementation (ie, normalization) of the DOTTS, and the secondary aim was to evaluate which lessons can be learned from its current implementation in Dutch hospitals.

Methods: An evaluation study with a mixed methods design was performed. All triage staff in 9 Dutch hospitals that implemented the DOTTS before September 1, 2019, were invited to complete the Normalization Measure Development (NoMAD) questionnaire between December 2019 and July 2020. The questionnaire is based on the Normalization Process Theory (NPT). This self-reported questionnaire provides insights into the work people do in order to integrate and embed new practice in routine care. The NPT is based on the following 4 constructs: coherence, cognitive participation, collective action, and reflexive monitoring. Within the questionnaire, each construct is represented by 4-7 questions. Questions are scored on a 5-point normalization process scale. Descriptive statistics were used for analysis of questionnaire scores. Subsequently, the questionnaire findings were discussed during a focus group. Template analysis following the 4 constructs was used for analyzing the results of the focus group.

Results: Overall, 173 of 294 (58.8%) triage staff members completed the NoMAD questionnaire, and 90.2% (156/173) of the participants had used the DOTTS for over 6 months. The digital application was used as much as possible or always by 137 of 173 (79.2%) participants. The overall normalization process score was 3.77 (SD 0.36). The constructs coherence, cognitive participation, collective action, and reflexive monitoring scored 4.01 (SD 0.47), 4.05 (SD 0.45), 3.5 (SD 0.45), and 3.72 (SD 0.47), respectively. Analysis of the focus group discussion showed that the added value of the DOTTS was seen as a quality improvement for the care of pregnant women. Dedication of the complete multidisciplinary implementation team was important for facilitating normalization. Support from the medical staff and proper use by all disciplines involved in the triage were seen as facilitating factors. Participants appreciated training and evaluation, and indicated a need for ongoing training and evaluation in relation to goal achievement.

Conclusions: The DOTTS has been integrated into normal care in daily practice. Evaluation by the NoMAD questionnaire provided a positive overall score. These results are in line with or, in some aspects, better than the results of other evaluation
Introduction

The Dutch Obstetric Telephone Triage System (DOTTS) was developed to provide a uniform and practical basis for estimating the severity of symptoms for unplanned obstetric care requests by telephone. In general, a triage system that prioritizes care according to medical urgency has a favorable effect on the safety and efficiency of emergency care [1,2]. The DOTTS is a reliable [3] and valid [4] evidence-based guideline in which presenting symptoms are used to classify the level of urgency from acute hospital admission using transport by ambulance to self-care with advice at home. It was developed through a multiphase multicenter study in consultation with all relevant stakeholders [5]. The stakeholders can be categorized into nursing, medical, and supporting service personnel. In the first category, we included specialized nurses, general nurses, and doctors’ assistants. The second category consisted of obstetricians, obstetricians in training, and midwives. Supporting service personnel consisted of policy makers, managers and management team leaders, and information technology (IT) professionals. All stakeholders were involved in this new activity. The DOTTS has been developed as a digital application and is supported by training of the staff responsible for triage. The DOTTS can be considered as a substantial innovation within the field of obstetric emergency care because it prioritizes care based on the level of urgency in a prestructured manner and not based on the experience of professionals only, it needs the use of digital tools, and it requires changes in the care processes for pregnant women, as well as shifts in roles and responsibilities and improvements in interprofessional collaboration (Multimedia Appendix 1).

Implementation of new innovations in health care should contribute to improve the quality and effectiveness of care [6]. Many innovations are complex and require multiple changes at different levels and by different actors involved in the care processes. When introducing a complex innovation, evaluation of the implementation can optimize this process, and in turn, lessons learned can improve new or further implementation [7,8]. Implementation science has evolved to provide better understanding and explanation of why implementation of innovations succeeds or fails, with the aim to overcome these problems and to improve the methods or the implementation [6]. Numerous theories, models, and taxonomies of implementation have been defined to classify and study implementation [9,10]. To understand the process of implementation, these theoretical approaches can be divided into 3 overarching aims. The first aim is to understand and explain what influences the outcomes of implementation (eg, determinant frameworks, classical theories, and implementation theories). The second aim is to describe and supervise the process of translating research into practice (eg, process models). Finally, the third aim is to evaluate implementation (eg, evaluation frameworks) [11].

In implementation science, attention is paid to the context of implementation [12]. The context can be divided at micro, meso, and macro levels [12-14]. Individual patients and professionals are considered to reflect the micro level. The meso level consists of intraorganizational matters that are characterized by culture and climate, readiness to change, support, and structures within the organization. The macro level is described as the wider environment of exogenous influences, such as policy, guidelines, benchmarking, and the organizational network. Lastly, social relations and support, financial resources, leadership, time availability, evaluation, and physical environment are referred to as being influential at all 3 levels [12-14].

At the organizational level, the Normalization Process Theory (NPT) [15-18] has been developed and added to implementation science. The NPT characterizes implementation as a social process of collective action [15-18]. The NPT offers a framework for process evaluation and for comparative studies of complex interventions. It focuses on factors that promote or inhibit routine embedding of complex interventions in health care practice from a care delivery perspective as opposed to patient- or system-level perspectives. Interactions between the intervention and the way caregivers work in a particular context are seen as core elements of the NPT [15-17]. This theory has been present for some time, has an established scientific basis, and has been evaluated several times for reliability and validity [15-17,19-22]. According to the NPT [15-17], routine use of innovations in practice (ie, the fact that an innovation becomes “normal practice”) can be understood in the following 4 constructs: coherence, cognitive participation, collective action, and reflexive monitoring. The construct coherence considers the clarity of the goal and the importance of the intervention for the individual care provider and among care providers jointly. Cognitive participation describes the way that care providers understand and commit to the working method of the intervention, as well as which work processes have changed as a result of the intervention. The construct collective action considers to what extent sufficient support, training, time, and the actual work to carry out the implementation are experienced. The construct reflexive monitoring describes the extent to which the intervention is evaluated and continues to align with expectations, needs, and progressive understanding (ie, reflection). Together, these 4 constructs provide a heuristic tool for understanding and explaining change processes in health care. In the context of understanding the implementation of the...
DOTTS within hospitals, we chose to use the NPT as a heuristic tool.

The primary aim of this study was to evaluate the degree of implementation (ie, normalization) of the DOTTS, and the secondary aim was to evaluate which lessons can be learned from its current implementation in Dutch hospitals. This evaluation of the implementation process and the intervention, within the first 9 of 65 (14%) Dutch hospitals, can help to optimize current and new implementations.

Methods

Design

An evaluation study of the implementation of the DOTTS in daily practice with a mixed methods design was performed. As methods, a questionnaire survey and a qualitative focus group discussion were used.

Participating Hospitals and the Context of Implementation

All 9 hospitals that implemented the DOTTS before September 1, 2019, were included in this study. Of the 9 hospitals, 2 were academic hospitals, 5 were teaching hospitals, and 2 were nonteaching hospitals in the Netherlands. Participating hospitals were (1) Erasmus MC Rotterdam, (2) Leiden University Medical Center Leiden, (3) Jeroen Bosch Hospital ’s-Hertogenbosch, (4) Antonius Hospital Utrecht, (5) OLVG Amsterdam, (6) Amphia Hospital Breda, (7) Elisabeth Tweesteden Hospital Tilburg, (8) Tjongerschans Hospital Heerenveen, and (9) IJsselland Hospital Capelle aan de IJssel.

In all participating hospitals, the DOTTS was implemented and introduced into routine care. Implementation strategies of the DOTTS were designed for each hospital separately. For this aim, each hospital formed an implementation team with stakeholders. In each hospital, stakeholders involved were at least one nurse and one other care professional (ie, midwife, obstetrician, or obstetrician in training). In most hospitals, implementation teams were much more extensive. The implementation team comprised of a cross-functional team including managers, several nurses, doctors’ assistants from the triage department and outpatient clinic, at least two professionals of the medical team, and an IT professional for adding the digital application of the DOTTS into the electronic patient record system. The implementation team jointly developed a tailored implementation plan, which was an actionable specific work plan for the users of each individual hospital. This work plan included the following steps: researching whether there is support for the innovation, performing a baseline measurement, and formulating relevant goals of triage. In addition to the formulated goals, it was important to organize the right facilities, such as a physical workplace for obstetric triage with a computer, telephone, and headset. In addition, an important step during the implementation process was integrating the digital application of the DOTTS into the hospital’s electronic patient record system. Importantly, in all hospitals, specific training about the DOTTS was given to the staff responsible for triage. In most hospitals, this training was outsourced to an external organization. In some hospitals, this training was given by in-house experts. This choice was determined by the implementation team. Lastly, providing information to third parties before and after implementation was also an important step. The information about the innovation was given to patients, colleagues, and other cooperation partners (eg, general practitioners and the hospital emergency department).

The implementation team went through the implementation strategies before getting started with the DOTTS. The order, as well as the extent of the steps performed, differed per hospital. Progress was evaluated and adjusted through interim process evaluation. The steps were not taken sequentially. Most implementation teams used process steps, which, in retrospect, show similarities with the process models of Kotter or Grol and Wensing [23-25]. These frameworks are intended to support stepwise planning and management of implementation efforts.

Sample

The participants of this study were users of the DOTTS. Users of the DOTTS were obstetrical nurses, nurses, and doctors’ assistants, and they can be seen as triage staff. Users from all hospitals where the DOTTS was implemented were included. Before inviting participants for the questionnaire survey and the focus group discussion, an exploratory meeting was held with the manager of the department where the participants were employed. In this meeting, the manner of invitation of participants was discussed. Hence, a list of participants was formed. According to the preference of the managers and the intended participants, either email addresses were provided or an information letter including a hyperlink to the questionnaire was forwarded to the participants by the manager. At the end of the questionnaire, the participants were asked if they also wanted to participate in a follow-up study (focus group). After consent, these participants were contacted again for participation in the focus group.

Measures and Statistical Analysis

Questionnaire

The validated [26] Dutch version of the Normalization Measure Development (NoMAD) questionnaire based on the conceptual framework of the NPT was used [20,21,27]. Within the NoMAD questionnaire, each construct of the NPT is represented by 4-7 questions. Questions are answered using the normalization process scale (NPS) as follows: 1, not relevant; 2, strongly disagree; 3, disagree; 4, agree; and 5, strongly agree [26].

In addition to the NoMAD questionnaire, 9 questions for characteristics were added to assess representativeness and distributions. These involved age, professional category (ie, obstetrical nurse, nurse, doctor’s assistant, or other), type of hospital (ie, academic, teaching, or nonteaching), obstetric experience (ie, years), average hours per week spent on triage activities, number of consultations on average per week, start date of the use of the DOTTS, and frequency of the use of the digital application of the DOTTS. All questions were incorporated into an online questionnaire (Qualtrics [28]). Between December 2019 and July 2020, data were collected during a 3-month period in each hospital.
Analyses of participants’ characteristics are presented as numbers or means with percentages or SDs. Descriptive statistics (scale means) were used for the analysis of the questionnaire scores. Analyses of the NPS are presented as numbers with SDs, with minimum and maximum scores. To assess whether the reliability in a different area is sufficient, we also calculated the Cronbach $\alpha$ for the pooled data set. Moreover, the frequency distribution of item responses is presented as the percentage of respondents reporting strongly disagree, disagree, agree, or strongly agree, or respondents who chose to not rate a specific item (not relevant). The questionnaire data analyses were performed in RStudio [29] using psych (scores) [30] and ggplot2 (graphs) [31].

Focus Group

Participants of the focus group were triage staff and users of the DOTTS who had completed the questionnaire. A group discussion was held to triangulate and verify the score of the NoMAD questionnaire and the inhibitory and facilitating factors of DOTTS implementation. Participants were asked to discuss whether they recognized and agreed with subscale scores, and needed to come up with possible explanations about differences per construct. Topics were formed based on organizational context factors [12-14] and were structured following the 4 constructs of the NPT [20-22,26]. Context factors were culture and climate, readiness to change, support, policy, guidelines, benchmarking, organizational network, social relations and support, financial resources, leadership, time availability, feedback, and physical environment [12-14].

In April 2021, a digital focus group (Microsoft Teams) meeting was held, recorded, and transcribed verbatim. Atlas-ti [32] was used during template analysis [33] of the focus group results following the 4 constructs of the NPT [20-22,26]. Member check was performed by all participants. Peer-review template analysis [33] was performed with 3 researchers (BE, EMJW, and ANR).

Ethics Approval

All participants were informed about the study and provided digital informed consent prior to the use of the data for analysis. All data were anonymously processed. Participants were able to withdraw at any time, without any statement of reason. The study was approved by the boards of the Medical Research Ethics Committees United, the Medical Ethics Committee of Leiden University Medical Center, and Erasmus MC of Rotterdam (W.16.053 & P17.075/PG/pg & C1.20191125).

Results

Characteristics of the Participants

In total, 294 triage staff members from the 9 hospitals were asked to complete the questionnaire. The overall response rate, after 3 reminders, for complete responses was 58.8% (173/294). The participants who filled out the questionnaire had a mean age of 43.3 years (SD 11.6 years) and an average work experience in obstetrics of 17.9 years (SD 11.5 years). Participants in the focus group had a mean age of 46 years (SD 9.2 years) and an average work experience in obstetrics of 18.6 years (SD 9.9 years). An overview of the characteristics of the participants is provided in Table 1. In total, 156 of the 173 (90.2%) participants had used the DOTTS for over 6 months. The digital application of the DOTTS was used “as much as possible” or “always” by 137 of the 173 (79.2%) participants.
### Table 1. Characteristics of the participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Questionnaire survey (N=173)</th>
<th>Focus group (N=8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>43.3 (11.6)</td>
<td>46.0 (9.2)</td>
</tr>
<tr>
<td>Work experience in obstetrics (years), mean (SD)</td>
<td>17.9 (11.5)</td>
<td>18.6 (9.9)</td>
</tr>
<tr>
<td>Professional category, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obstetrical nurse</td>
<td>148 (83.1)</td>
<td>7 (87.5)</td>
</tr>
<tr>
<td>Nurse</td>
<td>6 (3.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Doctor’s assistant</td>
<td>11 (6.4)</td>
<td>1 (12.5)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (4.6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Hospital type, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Academic hospital</td>
<td>67 (38.7)</td>
<td>2 (25.0)</td>
</tr>
<tr>
<td>Teaching hospital</td>
<td>67 (38.7)</td>
<td>4 (50.0)</td>
</tr>
<tr>
<td>Nonteaching hospital</td>
<td>39 (22.5)</td>
<td>2 (25.0)</td>
</tr>
<tr>
<td>Time performing triage (average) per week, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥16 hours</td>
<td>49 (36.8)</td>
<td>4 (50.0)</td>
</tr>
<tr>
<td>9-15 hours</td>
<td>50 (31.6)</td>
<td>1 (12.5)</td>
</tr>
<tr>
<td>≤8 hours</td>
<td>74 (31.6)</td>
<td>3 (37.5)</td>
</tr>
<tr>
<td>Number of consultations (average) per week, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-100</td>
<td>6 (3.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>20-49</td>
<td>20 (11.6)</td>
<td>2 (25.0)</td>
</tr>
<tr>
<td>10-19</td>
<td>55 (31.8)</td>
<td>3 (37.5)</td>
</tr>
<tr>
<td>0-9</td>
<td>90 (52.0)</td>
<td>3 (37.5)</td>
</tr>
<tr>
<td>0</td>
<td>2 (1.2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Duration of use of the DOTTS, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥24 months</td>
<td>29 (16.8)</td>
<td>5 (62.5)</td>
</tr>
<tr>
<td>13-24 months</td>
<td>75 (43.3)</td>
<td>3 (37.5)</td>
</tr>
<tr>
<td>6-12 months</td>
<td>52 (30.6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>≤6 months</td>
<td>17 (9.8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Frequency of use of the digital application of the DOTTS, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Always</td>
<td>48 (27.7)</td>
<td>3 (37.5)</td>
</tr>
<tr>
<td>As much as possible</td>
<td>89 (51.4)</td>
<td>5 (62.5)</td>
</tr>
<tr>
<td>Regularly</td>
<td>21 (12.1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>13 (7.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Never</td>
<td>2 (1.2)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

---

**Results of the Questionnaire Survey**

The overall NPS score was 3.77 (SD 0.36). The constructs coherence, cognitive participation, collective action, and reflexive monitoring scored 4.01 (SD 0.47), 4.05 (SD 0.45), 3.5 (SD 0.45), and 3.72 (SD 0.47), respectively (Table 2). On average, all participants agreed (score 4) with the statements associated with the constructs coherence and cognitive participation. For the constructs collective action and reflexive monitoring, the scores were between 4 (agree) and 3 (disagree). These results were also seen when each hospital was analyzed separately (Multimedia Appendix 2). The scores for the constructs collective action and reflexive monitoring showed more variation compared to the scores for the constructs coherence and cognitive participation (Figure 1). All elements

---

*a* Missing data (n=1) for age in the questionnaire survey group.

*b* Owing to rounding, the percentages do not add to 100%.

*c* DOTTS: Dutch Obstetric Telephone Triage System.
were recognized by most participants. The constructs coherence and cognitive participation had a high percentage of answers with “agree” and “strongly agree” (Multimedia Appendix 3). In the pooled data set, Cronbach α was .85 for the total NPS score and was .71 for coherence, .70 for cognitive participation, .67 for collective action, and .68 for reflexive monitoring (Table 2).

Table 2. Overview of Normalization Measure Development (NoMAD) scale scores (N=173).

<table>
<thead>
<tr>
<th>NoMAD scale</th>
<th>Mean score (SD)</th>
<th>Score range</th>
<th>Cronbach α</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalization process</td>
<td>3.77 (0.36)</td>
<td>2.5-5.0</td>
<td>.85</td>
</tr>
<tr>
<td>Coherence</td>
<td>4.01 (0.47)</td>
<td>2.5-5.0</td>
<td>.71</td>
</tr>
<tr>
<td>Cognitive participation</td>
<td>4.05 (0.45)</td>
<td>2.5-5.0</td>
<td>.70</td>
</tr>
<tr>
<td>Collective action</td>
<td>3.50 (0.45)</td>
<td>2.2-5.0</td>
<td>.67</td>
</tr>
<tr>
<td>Reflexive monitoring</td>
<td>3.72 (0.47)</td>
<td>2.2-5.0</td>
<td>.68</td>
</tr>
</tbody>
</table>

Figure 1. Box plot of the scale scores of the questionnaires. The results are shown as scale scores (2, strongly disagree; 3, disagree; 4, agree; and 5, strongly agree). NPS: normalization process scale.

Results of the Focus Group Discussion

Eight participants (Table 1) discussed the implementation of the DOTTS in their hospitals and what lessons could be learned. The focus group discussion lasted 90 minutes. The focus group was highly valued by the participants and experienced as a reflection moment. Participants discussed whether they agreed with the NPS and construct scores, and came up with possible explanations.

Coherence

The added value achieved with the implementation of the DOTTS was considered the improvement of the quality of care services for pregnant women. This corresponds to the construct coherence of the NPT. Participants indicated that implementation of obstetric triage provides uniformity in obstetric emergency care, which underpins a quality improvement for the triage ward. This goal was realized with a dedicated and multidisciplinary implementation team, who, in close cooperation with all users, organized and supervised the implementation of the DOTTS. The multidisciplinary team should consist of representatives from the nursing and medical groups, and commitment and support from the manager are also considered important. The implementation team should be able to create sufficient support and ensure joint ownership of the change. Participants indicated that, among other things, good preparation of the team, sufficient description and clarity of roles and responsibilities, and experience in facilitating implementation were important (Multimedia Appendix 4).

Cognitive Participation

To achieve quality improvement, the competencies of triage staff (ie, daily users) should align with the goal of implementation. Dedication, self-efficacy, goal pursuit, and multitasking were mentioned as important competencies to contribute to achieve the added value of the DOTTS. Facilitating factors were clear working agreements for all health care professionals, sufficient capacity of the outpatient clinic organized at the management level, and triage staff who continue to clarify roles and responsibilities of the triage ward with other health care professionals. This corresponds with the construct cognitive participation of the NPT (Multimedia Appendix 4).
**Collective Action**

The added value of the DOTTS was impeded when there was improper use of the obstetric triage ward. Regular outpatient clinic visits, as opposed to real emergencies, were occasionally allowed to be seen at the obstetric triage ward. The reason for perceived improper use of the triage ward by medical staff, referrers, and staff of the outpatient clinic or labor ward, is associated with several factors, including ambiguity in policy between the triage ward and outpatient clinic or labor ward, a lack of capacity in the outpatient clinic, and a decision by medical staff in a hierarchical manner that a regular appointment is to be made at the triage ward. Where the support of medical staff was lacking, this was, in particular, experienced as an important barrier. However, when medical staff were strategically informed and involved by the representative of the implementation group, this barrier was no longer experienced. These reasons correspond to the construct collective action of the NPT (Multimedia Appendix 4).

Organizing adequate training was perceived as supportive of success. Experiences with training varied among the participants, but on every occasion, training contributed to the understanding and implementation of the DOTTS. The participants stated that ongoing training is a facilitating factor in continuous stimulation of daily use. In addition, nurses who work as triage staff need to be well supported in their new task. In addition to performing obstetric triage, appropriate support services, such as administration and equipment, must be facilitated. Group responsibility for such tasks is necessary to foster ongoing ownership and improvement of the service. Developing a sense of responsibility or co-responsibility for the total organization of care and implementation among triage staff is necessary (Multimedia Appendix 4).

**Reflexive Monitoring**

The participants discussed the importance of and the amount of regular evaluation for all stakeholders before, during, and after implementation. Within the different hospitals, there were different experiences with the amount and frequency of evaluation. As users of the DOTTS, participants appreciated evaluation and indicated a need for ongoing evaluation in relation to goal achievement. This corresponds to the construct reflexive monitoring of the NPT (Multimedia Appendix 4).

**Discussion**

**Principal Findings**

This study aimed to evaluate the use of the DOTTS in daily practice after its implementation in a hospital. Evaluation focused on daily use and on the 4 constructs of the NPS. The DOTTS was used by almost all participants over a period of 6 months or more. The digital application of the DOTTS was used as much as possible or always by most participants. The overall score of the NoMAD questionnaire was 3.77 (SD 0.36). There were some differences per construct, where coherence and cognitive participation scored better and with less variation than collective action and reflexive monitoring. Outcomes of the focus group discussed confirmed the added value of the DOTTS. Use was stimulated by the presence of a dedicated multidisciplinary team and supported by medical staff, as well as proper use of the triage ward, adequate training, and official evaluation.

**Comparison With Prior Work**

Our results are in line with and, in some aspects, better than the results of other evaluation studies with complex implementations using the NoMAD questionnaire [26,34,35]. While the Dutch questionnaire was previously applied to e-mental health interventions [26], this is the first time it was applied in obstetrics. To assess whether the reliability in a different area of health care is sufficient, we also looked at the Cronbach α. The results of Cronbach α showed good internal consistency for the total NPS score and acceptable findings for coherence and cognitive participation. However, the results were questionable for the constructs collective action and reflexive monitoring. Our findings are comparable to previous results when using the Dutch version of the questionnaire [26].

Triangulation of our results was facilitated via a focus group discussion. What emerged from this discourse was that triage professionals were able to see the added value (coherence) and were committed (cognitive participation), but struggled with collaboration (collective action) to use the DOTTS and did not always reflect on their efforts (reflexive monitoring) in a systematic manner. A plausible explanation for the favorable results of coherence and cognitive participation is the early and intensive involvement of stakeholders in the development and implementation of the DOTTS, which supports implementation. Stakeholders were involved in the development and gave their commitment about the use of the DOTTS in daily practice. The innovation was created together and is therefore well suited to the needs of care providers [5,36-38]. The construct collective action showed the widest variation. One possible explanation for this variation is the tailor-made approach adopted for the implementation plan. The order, as well as the extent of the steps of the implementation plan, differed per hospital. Moreover, the context differed per hospital, which means that every implementation was also different [12].

The lesson learned from this study is that evaluation (ie, reflection) of preplanned, systematic, and strategic implementation of an innovation in health care deserves more attention. In our study, we mainly evaluated whether the use of the DOTTS normalized after implementation (ie, a state of affairs). Each hospital made a tailor-made plan per implementation, which retrospectively showed similarities with the process models of Kotter or Grol and Wensing [6,23-25]. The change management model by Kotter [25] and the model by Grol and Wensing [6] intended to support the planning and managing implementation efforts. In this study, there was no specific model used; therefore, it is difficult to compare the results with these well-known implementation models. However, evaluation of use, similar to the construct reflexive monitoring, is also an important step in these models.

Improving the quality of services for pregnant women was seen as important after the implementation of the DOTTS. Improvement of quality is mentioned in most implementation science research as a condition for success [14]. Improper use of the triage ward, which was considered by participants as a
barrier, is also a well-known phenomenon in the organization of care within the hospital and specifically in triage wards [38-40]. Commonly, in planned hospital care, capacity is limited, causing nonurgent care events to be diverted to the emergency care department. Several factors leading to improper use were also mentioned in the scoping review of Bailey et al [41]. Improper use brings challenges, such as workload stress, which subsequently influence decisions during telephone triage [40,41].

In line with the constructs collective action, collective participation, and coherence, implementation by a dedicated multidisciplinary implementation team, which provides guidance during implementation and use of the tool afterwards, was mentioned as important. In our study, this referred to the importance of the involvement of all stakeholders. Preparing an innovation with all stakeholders creates the possibility of optimal support from the start and user friendliness for all stakeholders in daily practice [5,14,42]. Within the multidisciplinary team, special attention should be paid to the participation of the medical group. To change medical staff routines, leadership of the implementation team is an important element [43]. Hierarchy is also a challenging factor here, which is in line with results from other studies indicating that in a hierarchical organization, normalization of an innovation is often more difficult [35]. If the organization of care is arranged by the nurse, it is necessary that it is supported by medical staff [40].

We found that training, which is part of the construct collective action, is an important element of change. This was also seen by existing triage systems [38,44,45]. If users themselves have a need for training because they want to be competent, this contributes to success [46]. After completing the training, it is important to provide continuous evaluation, which contributes to the construct reflexive monitoring, so that the implementation is further optimized and users receive confirmation that they are doing well [38].

**Strengths, Limitations, and Recommendations**

The NPT with its validated NoMAD questionnaire was used as an evaluation framework in this study. The NPT is an implementation theory and has been widely used as an evaluation framework [11]. There are also other tools that reflect the success of implementation, such as the Consolidated Framework for Implementation Research (CFIR); Nonadoption Abandonment, Scale-up, Spread, and Sustainability (NASSS) framework; and Reach, Effectiveness, Adoption, Implementation, Maintenance (RE-AIM) framework [11]. The NPT was used in this study because the context of the implementation of an innovation in obstetric care corresponded to the NPT [15].

The use of 2 complimentary research methods is valuable in the interpretation of data. A large group of users were given the opportunity to evaluate the use of the DOTTS, providing a general overview of implementation in several hospitals. The focus group gave the opportunity to triangulate the outcomes, thereby gaining more insight into the meaning of the answers and clarifying the context.

The results are from all hospitals that implemented the DOTTS before September 2019. There was an overall response rate of 58.8% (173/294) from these 9 hospitals. A 50% response rate, which was obtained from all hospitals, can be considered representative [47] (Multimedia Appendix 2). With an average age of 43.3 years and experience of 17.9 years, the sample composition was representative compared to other studies within this profession [48-50]. The participants of the focus group showed good representation of the total research group (Table 1).

To improve the questionnaire, it is recommended to look to the question collective action-2 of the construct collective action because it is the only negatively asked question. It is unclear if every participant interpreted the question correctly.

In this study, we chose to evaluate the degree of normalization after implementation among daily users in 9 hospitals where the DOTTS is offered as usual care. This focus resulted in a lack of information about the theoretical approaches used for each implementation strategy. The tailored implementation strategy created space for context per hospital and the team of stakeholders. However, it limited the ability to evaluate effectiveness per implementation strategy. In addition, due to the current aim of this study, results on the expected quality improvement were lacking. Furthermore, this study only looked at the perspectives of the daily users of the DOTTS. The lack of perspectives of medical staff, outpatient clinic staff, management, and other related professionals is a potential limitation. In view of the importance of tailored implementation strategies, which was highlighted by our research, we recommend that a future study should include representation from the medical group to ensure an inclusive perspective.

Moreover, we did not evaluate the patient perspective. Not every patient will fit into the evidence-based system of the DOTTS, for instance, patients who do not understand self-care with advice. Customization per patient might need to be further developed. The current evaluation was not about these items and requires further research. Further insight into the experiences of patients who have received telephone and physical triage care based on the DOTTS is therefore recommended.

**Conclusions**

Normalization of the DOTTS was seen after tailored implementation in 9 hospitals. Key factors in the normalization process of the DOTTS in obstetric triage were (1) the shared value of stakeholders; (2) the dedication of the complete multidisciplinary implementation team with specific support from medical staff, as well as proper use of the triage ward (as designed) by all disciplines; and (3) implementation plans that are tailor made in the practical context of the hospital. Improvement can be achieved by structuring this process and incorporating implementation strategies, such as systematic training and evaluation, with users.
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Abstract

Background: iDeliver, a digital clinical support system for maternal and neonatal care, was developed to support quality of care improvements in Kenya.

Objective: Taking an implementation research approach, we evaluated the adoption and fidelity of iDeliver over time and assessed the feasibility of its use to provide routine Ministry of Health (MOH) reports.

Methods: We analyzed routinely collected data from iDeliver, which was implemented at the Transmara West Sub-County Hospital from December 2018 to September 2020. To evaluate its adoption, we assessed the proportion of actual facility deliveries that was recorded in iDeliver over time. We evaluated the fidelity of iDeliver use by studying the completeness of data entry by care providers during each stage of the labor and delivery workflow and whether the use reflected iDeliver’s envisioned function. We also examined the data completeness of the maternal and neonatal indicators prioritized by the Kenya MOH.

Results: A total of 1164 deliveries were registered in iDeliver, capturing 45.31% (1164/2569) of the facility’s deliveries over 22 months. This uptake of registration improved significantly over time by 6.7% (SE 2.1) on average in each quarter-year \((P=.005)\), from 9.6% (15/157) in the fourth quarter of 2018 to 64% (235/367) in the third quarter of 2020. Across iDeliver’s workflow, the overall completion rate of all variables improved significantly by 2.9% (SE 0.4) on average in each quarter-year \((P<.001)\), from 22.25% (257/1155) in the fourth quarter of 2018 to 49.21% (8905/18,095) in the third quarter of 2020. Data completion was highest for the discharge-labor summary stage (16,796/23,280, 72.15%) and lowest for the labor signs stage (848/5820, 14.57%). The completion rate of the key MOH indicators also improved significantly by 4.6% (SE 0.5) on average in each quarter-year \((P<.001)\), from 27.1% (69/255) in the fourth quarter of 2018 to 83.75% (3346/3995) in the third quarter of 2020.

Conclusions: iDeliver’s adoption and data completeness improved significantly over time. The assessment of iDeliver’s use fidelity suggested that some features were more easily used because providers had time to enter data; however, there was low use during active childbirth, which is when providers are necessarily engaged with the woman and newborn. These insights on the adoption and fidelity of iDeliver use prompted the team to adapt the application to reflect the users’ culture of use and further improve the implementation of iDeliver.

(JMIR Form Res 2022;6(6):e34741) doi:10.2196/34741
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**Introduction**

**Background**

Kenya has made major strides in preventing maternal deaths, reducing the maternal mortality ratio by half (52%) from 708 maternal deaths per 100,000 livebirths in 2000 to 342 maternal deaths per 100,000 livebirths in 2017 [1]. To promote the use of maternity services and reduce pregnancy-related mortality, a maternal health care policy was implemented in 2013 to abolish fees associated with childbirth in all public health facilities, which resulted in an increase in facility-based deliveries by 29.5%, from 234,601 deliveries before policy implementation to 303,705 deliveries after policy implementation [2]. However, this improved coverage of hospital-based births alone did not yield as much gain in maternal and newborn survival as expected, spurring additional efforts to improve quality of care and achieve Sustainable Development Goal 3.1—to reduce maternal mortality to ≤140 per 100,000 live births by 2030 [3-5].

The first Kenya Ministry of Health (MOH) report on Confidential Enquiry into Maternal Deaths noted that constraints to quality care that were contributing factors to most maternal deaths included delays in initiation of treatment, inadequate clinical skills, insufficient quality monitoring, and poor record keeping and documentation [5,6]. These issues are heavily affected by the underlying factors of understaffing with its associated burnout and fatigue and lack of adequate resources including space, privacy, training, and commodities [7]. Addressing these challenges could improve maternal and neonatal outcomes in Kenya and countries with similar challenges and resource constraints. Bhutta et al [8] reported that among all women giving birth in health facilities worldwide, if 90% of them actually received the recommended interventions during labor and delivery, an estimated 84% (113,000) of maternal deaths, 76% (531,000) of stillbirths, and 77% (1,325 million) of neonatal deaths can be prevented globally. This is supported by other studies reporting that interventions delivered during labor and childbirth provided the maximum benefits to avert stillbirths and neonatal and maternal deaths [9-11]. Similar projections based on Kenya’s data from 1990 to 2015 showed that active management of the third stage of labor and treatment of eclampsia accounted for 86% of maternal lives saved, and optimal care during childbirth and the postnatal period accounted for 70% of neonatal deaths averted [12].

Digital health interventions have the potential to improve adherence to recommended protocols by care providers during labor and delivery and to positively impact maternal and neonatal health outcomes [13]. A study on skilled birth attendants in Kenya showed that users of electronic partographs, in comparison with users of paper partographs, were more likely to be compliant with a set of standard practices during labor and delivery, including measuring pulse, temperature, amniotic fluid status, molding, blood pressure, and urine [14]. The use of electronic partographs was also associated with 56% reduction in suboptimal newborn outcomes [14]. According to the World Health Organization’s (WHO) recommendations on digital interventions for health system strengthening, the digital monitoring of clients’ health status and health service use has the potential to improve continuity and timely provision of care and adherence to clinical guidelines [15].

**Objective**

Within this context, formative research was undertaken to assess the need and design of a potential digital solution, resulting in the development of iDeliver—a clinical decision support intervention developed by Vecna Cares, Johns Hopkins Bloomberg School of Public Health, and Scope (formerly known as M4ID) and supported by Merck for Mothers. Guided by human-centered design priorities elicited from stakeholders, the intended use of iDeliver was to help health care workers navigate the assessment and triage of pregnant clients on arrival at a facility, guide clinical decision-making during labor and delivery and immediately after childbirth, and streamline data reporting processes. If used correctly and efficiently, iDeliver has the potential to strengthen the quality of pregnancy, childbirth, and newborn care and facilitate the improvement of maternal and newborn health outcomes. This study takes an implementation research approach to evaluate the adoption and fidelity of iDeliver.

Using the iDeliver digital platform implemented at the Transmara West Sub-County Hospital in Kenya, we leveraged routinely collected data in a novel way to assess, quantify, and drive improvements in the actual use of this digital intervention by examining the completeness of the data collected. Although noted as a highly useful step in the Monitoring and Evaluating Digital Interventions guide [16], mining routinely collected data is a neglected area of digital implementation—a critical middle ground between the frequently assessed acceptability and impact of digital systems [16]. Acceptability is a necessity, but needs to be translated to use, which is the mediator of impact.

For the purpose of this study, adoption was defined as the uptake of iDeliver [17], and fidelity was defined as the degree to which iDeliver was used as it was designed originally [17], following the definition of implementation outcome variables described by Peters et al [17]. We also examined the data completeness of priority indicators to monitor maternal and newborn health outcomes and quality of care identified by the Kenya MOH’s Reproductive and Maternal Health Services [18-21] to assess the feasibility of using iDeliver to provide routine reports to the MOH. This study provided insights on variability in iDeliver use over time and identified areas for improvements and successful deployment strategies. Through this paper, we present a proof of concept of using a decision support tool to support documentation and clinical decision-making around prenatal, intrapartum, and postnatal care. In the real-world setting with limited resources, this process of evaluating implementation outcomes is a crucial intermediate step for a novel digital health intervention such as iDeliver to achieve its ultimate goal of improving maternal and newborn health outcomes. The methods used and corresponding findings could be helpful to other digital health solution implementors during similar early stages of technology deployment.
Methods

iDeliver—Description of the Technology

iDeliver is a software application that allows health care providers to document relevant patient information and clinical progression throughout the continuum of maternal care in real time. Figure 1 summarizes the overall workflow. The version of iDeliver assessed in this study focused on intrapartum care; recent updates to the application also include antenatal and postnatal care components. The health care provider registers a new patient when she arrives at the labor and delivery ward and enters the key patient demographic and clinical information, which generates an acuity score for triage priority. All active registered patients can be seen on a dashboard from which users can access a patient’s digital clinical chart, navigate to any section—intake, history, vital signs, labor signs, fetal assessment, and discharge-labor summary—and enter the patient’s information at successive appointments to maintain a longitudinal health record. Digital clinical decision support algorithms and patient management guidelines for iDeliver are based on WHO’s Managing Complications in Pregnancy and Childbirth [22], Better Outcomes in Labour Difficulty Initiative [23], and Recommendations for Intrapartum Care for a Positive Childbirth Experience [24]. In addition, iDeliver includes clinical training resources, electronic medical record function, and report generation. Further information on the design, development, and implementation of iDeliver has been presented elsewhere [25].

Figure 1. User’s workflow through iDeliver when a patient arrives at the maternity ward for labor and delivery. ANC: antenatal care; PNC: postnatal care.

Site Selection

iDeliver was developed in collaboration with nurses, midwives, physicians, and public health administrators in Transmara West and Transmara East Sub-Counties of Narok County, Kenya. It was first implemented in 2017 at the Transmara West Sub-County Hospital in Kilgoris, which is a level-4 tertiary facility offering comprehensive emergency obstetric and newborn care services, with an average of 1150 births annually. It has since been scaled up to 13 other sites in Kenya and Tanzania. This study focused on iDeliver implementation at the Transmara West Sub-County Hospital during the 22-month period after transition to OpenMRS (OpenMRS Inc) platform (December 2018 to September 2020).

Technology Introduction and Training

Since deployment, the application underwent significant updates. Transition from a proprietary to an open-source back end—OpenMRS—was done in November 2018. iDeliver interfaces were built as modular, encapsulated setup code built upon the OpenMRS application platform using ReactJS (Meta), a modern front-end language.

As of September 2020, 5 physicians and 14 nursing officers at the Transmara West Sub-County Hospital were trained to use iDeliver, with 40% (2/5) of the physicians and 57% (8/14) of the nursing officers as current active users. User training was conducted on site every 6 months to account for any upgrades in the application and for staff rotation. Training of new staff occurred on an as-needed basis.

Analytic Approach

Data were extracted and deidentified using MySQL (version 5.6.49; Oracle Corporation). Then, MySQL Workbench (version 8.0; Oracle Corporation) was used to export the data into Excel format. All statistical analyses were performed using R (version 4.0.2; R Foundation for Statistical Computing).

We conducted descriptive analysis to summarize the characteristics of all mothers and newborn infants with information registered in iDeliver within the study period. Then,
we assessed iDeliver’s adoption by exploring the following: (1) what proportion of services provided at the health facility are captured by iDeliver and (2) does the uptake of iDeliver use improve over time? To answer the first question and measure iDeliver’s uptake, we divided the number of deliveries registered in iDeliver by the number of deliveries recorded on paper at the Transmara West Sub-County Hospital from December 2018 to September 2020. To answer the second question, we assessed the trends in the uptake of iDeliver, by quarter-year, using simple linear regression. A P value of <.05 was considered as statistically significant.

We assessed the fidelity of iDeliver use to its original purpose as a decision-making and data management tool by examining which feature or features of iDeliver are used most by users, as assessed by data completion. We used the proportion of data available across the labor and delivery workflow to identify both areas of high use and missed opportunities for use. In particular, we assessed data completion for each stage of the iDeliver’s labor and delivery workflow: (1) intake, (2) history, (3) vital signs, (4) labor signs, (5) fetus assessment, (6) quick check, and (7) discharge-labor summary to identify the aspects of the intrapartum process that were plausible for care providers to use and if the use reflected iDeliver’s envisioned function for intrapartum clinical guidance. We also assessed the data completion for each stage over time, by quarter-year, using simple linear regression. A P value of <.05 was considered as statistically significant.

To assess the feasibility of using iDeliver to provide routine reports based on the priority indicators to monitor maternal and newborn health outcomes and quality of care identified by the Kenya MOH’s Reproductive and Maternal Health Services [18-21], we also examined the data completeness of those indicators from the MOH’s maternal and perinatal notification and review forms that overlapped with the data in iDeliver. These indicators were referral information (referral from community unit or health facility or referral out to community unit); mother’s HIV status; parity; fetal presentation; mode of delivery; date and time of delivery; sex of baby; condition of baby at birth; appearance, pulse, grimace, activity, and respiration score (at 1, 5, and 10 minutes); baby given tetracycline; condition of mother; and condition of baby at discharge. We also assessed the data completeness of these indicators over time, by quarter-year, using simple linear regression. A P value of <.05 was considered as statistically significant.

**Ethics Approval**

The study was approved by the institutional review board of Johns Hopkins Bloomberg School of Public Health (protocol code 118203; December 8, 2021).

**Results**

**Overview**

Data from a total of 1164 deliveries were included in this analysis, spanning 22 months from December 2018 to September 2020. On average, the registered mothers were aged 24.1 years, with a median parity of 1 (range 0-9; Table S1 in Multimedia Appendix 1). Most mothers (996/1164, 85.57%) did not have their education information recorded in iDeliver. Of the 1164 mothers with information recorded, 394 (33.85%) had at least four antenatal visits before their delivery. Table S2 in Multimedia Appendix 2 summarizes the outcomes of the deliveries registered in iDeliver during the study period. Of the 1164 deliveries recorded, most infants were born at term (n=827, 71.05%), with a normal birth weight (n=843, 72.42%), by spontaneous vaginal delivery (n=879, 75.52%). In total, 3.44% (40/1164) of the births were classified as stillbirths (19/40, 48% fresh and 21/40, 52% macerated). Of the 976 babies who were born alive, 943 (96.6%) babies had their vital signs status recorded on discharge—941 (96.4%) were classified as alive and 2 (0.2%) were classified as dead. There was no information on condition at discharge for 3.4% (33/976) babies who were born alive. There was no record of mothers’ deaths (0/1164, 0% mothers were classified as dead, and 142/1164, 12.19% of the registration did not have this information recorded).

**Assessment of Implementation Outcome: Adoption of iDeliver**

Over the 22 months, on average, 45.31% (1164/2569) of the deliveries captured in the existing paper-based record were recorded in iDeliver. The uptake increased by 6.7% on average in each quarter-year, from 9.6% (15/157) in the fourth quarter of 2018 to 64% (235/367) in the third quarter of 2020 ($\beta_{1}$=6.7; SE 2.1; $P$=.005; $R^2$=0.3). Figure 2 shows the overall increasing trend in the proportion of deliveries recorded by the Transmara West Sub-County Hospital between December 2018 and September 2020, by quarter-year. In the second quarter of 2020, we saw a sharp decline in adoption—a change attributed by local staff to the effect of the COVID-19 epidemic on hospital births. Then, adoption increased again in the third quarter of 2020.
Assessment of Implementation Outcome: Fidelity of iDeliver Use Across the Labor and Delivery Workflow

Figure 3 summarizes the use of iDeliver by each stage of the labor and delivery workflow over the 22 months of data, combined: (1) intake, (2) history, (3) vital signs, (4) labor signs, (5) fetus assessment, (6) quick check, and (7) discharge-labor summary. Of the 1164 deliveries registered in iDeliver from December 2018 to September 2020, the number of data entries was captured in each bar for variables that were organized into these 7 stages. The discharge-labor summary stage of iDeliver had the best data completion rates for all variables within this stage at 72.15% (16,796/23,280), followed by the intake stage (3969/6984, 56.83%), fetus assessment stage (4187/10,476, 39.97%), history stage (6301/18,624, 33.83%), and quick check stage (4945/15,132, 32.68%; Table 1). The data completion rates were lowest for vital signs (1607/9312, 17.26%) and labor signs stages (848/5820, 14.57%; Table 1).

Overall, the completion rate of all variables improved significantly, by 2.9% on average in each quarter-year, from 22.25% (257/1155) in the fourth quarter of 2018 to 49.21% (8905/18,095) in the third quarter of 2020 ($\beta_1=2.9; \text{SE } 0.4; P<.001; R^2=0.03$). Table 1 also summarizes results from the linear regression analysis assessing the change in data completion of the iDeliver workflow stages over time. Significant increases in data completion in each quarter-year were observed in the history, fetus assessments, quick check, and discharge-labor summary stages (Table 1).
Figure 3. Summary of data completion for all variables at each stage of the iDeliver workflow among all deliveries registered in iDeliver at the Transmara West Sub-County Hospital from December 2018 to September 2020 (N=1164). AMTSL: active management of the third stage of labor; ANC: antenatal care; APGAR: appearance, pulse, grimace, activity, and respiration.
Table 1. Change in the average percentage of data recorded for each stage of the iDeliver workflow at the Transmara West Sub-County Hospital, Kenya, by quarter-year from December 2018 to September 2020.

<table>
<thead>
<tr>
<th>Labor and delivery stage of the iDeliver workflow</th>
<th>Data recorded from December 2018 to September 2020, %</th>
<th>Change in percentage of data recorded by quarter-year, $\beta_1$ (SE)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intake</td>
<td>56.8</td>
<td>$-1.2$ (1.3)</td>
<td>.40</td>
</tr>
<tr>
<td>History</td>
<td>33.8</td>
<td>$3.1$ (0.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Vital signs</td>
<td>17.3</td>
<td>$1.2$ (1)</td>
<td>.20</td>
</tr>
<tr>
<td>Labor signs</td>
<td>14.6</td>
<td>$-1.4$ (0.7)</td>
<td>.07</td>
</tr>
<tr>
<td>Fetus assessment</td>
<td>40</td>
<td>$3.6$ (0.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Quick check</td>
<td>32.7</td>
<td>$2.6$ (0.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Discharge-labor summary</td>
<td>72.1</td>
<td>$5.7$ (0.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>All variables in iDeliver</td>
<td>41.1</td>
<td>$2.9$ (0.4)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Assessing the Quality of Indicators From the Kenya MOH’s Reproductive and Maternal Health Services

The average data completion rate of the Kenya MOH’s key obstetric care indicators increased significantly by 4.6% on average in each quarter-year ($\beta_1=4.6; \text{SE} 0.5; P<.001; \text{R}^2=0.2$), from 27.1% (69/255) in the fourth quarter of 2018 to 83.75% (3346/3995) in the third quarter of 2020. The indicators that showed the greatest improvements in completion rate over time were sex of baby; condition of baby at birth; mode of delivery; baby’s weight; appearance, pulse, grimace, activity, and respiration scores (at 1, 5, and 10 minutes); baby given tetracycline; condition of baby at discharge; and date and time of delivery—all of these indicators reached completion rate >80% by the third quarter of 2020 (Figure 4). The data completion rate for the fetal presentation indicator showed a steep decrease from the first to the third quarter of 2019 and steadily improved again thereafter (Figure 4).

Figure 4. Proportion of data recorded for indicators that are prioritized by the Kenya Ministry of Health in iDeliver at the Transmara West Sub-County Hospital, Kenya, from November 2018 to September 2020. APGAR: appearance, pulse, grimace, activity, and respiration.
Discussion

Principal Findings

Overview

The data captured by iDeliver indicate that its fidelity and adoption by health workers at the Transmara West Sub-County Hospital tertiary health care facility in rural Kenya showed substantial improvement: use of iDeliver at the Transmara West Sub-County Hospital increased over the 22 months of implementation, by 6.7% on average (SE 2.1) in each quarter-year, from 9.6% (15/157) in the fourth quarter of 2018 to 64% (235/367) in the third quarter of 2020. Data quality also improved over time as the average data completion rate across all variables increased significantly in each quarter-year and for 4 of the 7 stages of iDeliver’s workflow. The additional analysis on the data quality of a subset of variables that overlapped with the MOH’s maternal and perinatal death notification and review forms also reflected this longitudinal trend of improvement in most variables.

This upward trend in adoption can be attributed to the initial human-centered design efforts, numerous trainings with on-site training on iDeliver updates every 6 months, accounting for staff rotation, full-time on-going support by field staff based in Transmara, and the adaptations made to the iDeliver platform to be responsive to user requests. The uptake of iDeliver, as measured by the proportion of deliveries at the facility that was recorded in the application, decreased briefly in the second quarter of 2020 (Figure 2), reported as the impact of the COVID-19 pandemic, which caused disruption of routine health services including maternal care in Kenya and worldwide [26]. In addition, health care worker strikes occurred in Kenya during this challenging time [27].

A potential reason for the highest data completion rate at the discharge-labor summary stage of iDeliver is that the monthly reports to the District Health Information Software and information for facility billing can be easily generated from iDeliver’s discharge-labor summary page. The observed pattern of less iDeliver use during active labor is further explained through an internal evaluation of iDeliver that assessed its usability, acceptability, functionality, effectiveness, and sustainability [28]. Health provider interviews noted that most users entered the data after delivery because they could not input data during a delivery owing to short staffing and that the mother and baby required their full attention until the delivery was complete or until the gloves come off [28]. Although this is understandable given the context, it also indicates that the opportunity to use iDeliver for real-time clinical decision-making during delivery is challenging. Patterns of data completeness suggested that users might have preferred iDeliver’s feature as a medical record keeping tool and to use it after the active labor and delivery time. On the basis of these findings, the iDeliver team adapted the application to reflect the providers’ use culture: a complication management checklist was implemented, modeled after the WHO Surgical Safety Checklist [29], to facilitate a rapid review of the key care principles before or during complication management and the postmanagement documentation. Exploring alternative methods to input data during active labor such as a stylus that can be sterilized, a stylus or tablet inserted into a sterile plastic shield, or dictation capacity can also assist providers with ease of use. Additional sources for clinical guidance have been added to iDeliver so that providers can review global standards of care principles before or after managing a patient with complications, including a web-based version of WHO’s Managing Complications in Pregnancy and Childbirth [22], the Merck Manual video library, and the Safe Delivery App [30].

Although the data quality improved over time, completion rates for the vital signs, fetus assessment, labor signs, and quick check stages were still <50%. Checking the vital signs (maternal pulse, blood pressure, and temperature) is important to assess women’s well-being during labor and can indicate early signs of complications such as pre-eclampsia, early intrapartum hemorrhage, or impending infection. Examining the progress of labor is necessary to determine whether a woman has inadequate, prolonged, or obstructed labor—all of which can contribute to maternal morbidity and mortality and fetal death. The data missing in the digital system were mostly captured in paper-based records. However, if iDeliver was the only system that captured the data and more than half of the mothers did not have this critical clinical information reported digitally, maternal and fetal welfare could be compromised. Maintaining and improving timely and complete data records in a system such as iDeliver is crucial to capture concrete issues for decision makers to address suboptimal maternal and neonatal outcomes.

Data from iDeliver’s aforementioned internal evaluation showed that users valued the benefits of iDeliver for medical record keeping and data storage [28]—a preference also reflected in our analysis, as the labor and delivery summary was completed most by users. Reporting of these indicators also improved significantly over time. Most of this information overlapped with the indicators that we assessed based on the MOH’s maternal and perinatal death notification and review. Furthermore, the reported 43 (3.51%) stillbirths out of 1224 deliveries yields a stillbirth ratio of 35:1000 total births—a figure similar to a previous observational study reporting facility-based stillbirth ratio at 38.8:1000 at Kenyan hospitals providing comprehensive emergency obstetric care [31]. These findings provide evidence to support iDeliver’s functionality as a platform to provide routine reports (replacing hand-calculated reports) and other key information on quality of care to the facility administrator and the district and national health authority. Users also found that iDeliver’s function as an electronic medical record made data extraction for quality improvement audits and health management information systems easier [28].

A use assessment of an intrapartum digital clinical decision support system (CDSS) at the participating facilities in Tanzania and Ghana over 20 months showed that 83% and 67% of all deliveries, respectively, were recorded [32]. In comparison, over 22 months, iDeliver recorded data from 45.31% (1164/2569) of all deliveries overall, with improved uptake from 9.6% (15/157) in the fourth quarter of 2018 to 64% (235/367) in the third quarter of 2020—a figure close to the CDSS assessed in Ghana, in particular. Other studies assessing the implementation of digital CDSSs in Burkina Faso and India.
identified common challenges; increased burden for health care providers owing to lack of staff; dual documentation requirements; non–user-friendly platform; high staff turnover; and lack of integration with clinical workflow, continuous training, and staff’s motivation [32–34]. On the basis of these insights and the findings from this analysis, strategies to address the implementation challenges facing iDeliver include the following:

**Phasing Out Paper-Based Records**

The introduction of a digital tool may add to the heavy workload that care providers are carrying, as users need to input data into the new digital system in addition to the paper-based system. This parallel system of double entry was reported as the least-liked aspect of the iDeliver implementation by users, posing the greatest challenge to the application’s adoption [28]. To alleviate this burden of work for care providers and improve the adoption, working with facility administrators to phase out paper-based records is a promising strategy. Our experience in Zanzibar supports this premise: a paperless policy was enacted in the major maternity hospital in Zanzibar shortly after iDeliver was implemented there, and birth registrations in iDeliver increased to 100% quickly (Saye, J, unpublished data, April 2022). Furthermore, the significant improvement in data quality of indicators prioritized by the MOH indicates the potential of iDeliver’s functionality as a platform to provide key information to facility administrators and replace hand-calculated routine reports to the MOH. Identifying the key indicators, the completion of which must be focused on, such as the MOH indicators, will prioritize data entry and enhance iDeliver’s support to quality of care. In October 2020, this strategy was tested by making the MOH indicators mandatory in iDeliver at the Transmara West Sub-County Hospital. The only way for users to not complete these indicators is to skip the whole section that contains the mandatory MOH indicators. The preliminary analysis shows that the average data completeness rate of the MOH indicators increased to 92% after the update. In addition, the adoption of iDeliver also improved, with 88.9% (210/236) of the total deliveries at the Transmara West Sub-County Hospital being captured in iDeliver from October 2020 to April 2021. This improvement further supports the potential to phase out paper-based records to fully adopt iDeliver as the hospital’s main medical record system.

**Enhancing the Medical Record Function**

Insight from both routinely collected data from iDeliver and interviews from users [28] suggest the preference for using iDeliver as an electronic medical record tool. In October 2020, plans were made to implement antenatal and postnatal care modules in iDeliver at the Transmara West Sub-County Hospital, allowing users to keep records of the whole continuum of maternal care for every patient. A dedicated record keeping staff might be considered, but likely difficult to scale-up, given the already widespread human resource challenges.

**Enhancing the Clinical Decision Support Function**

Even though iDeliver was initially intended as an intrapartum tool, the low coverage of data entry in the vital signs, labor signs, fetal assessments, and quick check stages suggests limited applicability as a clinical decision support tool for intrapartum care in the current context. Additional implementation research is in progress to understand the parameters that health care providers use for clinical decision-making and to derive user-based solutions to adapt iDeliver and improve its usability.

**Increasing Motivation for Users**

Although the system currently includes user credentials, users at the hospital share devices and often do not log out of their accounts. With this culture of use, we could not assess which type of provider—nurses, midwives, or physicians—used iDeliver the most. Future training of iDeliver should encourage users to log in to the system with their unique credentials so that strengths and areas for improvement for each user can be addressed, which could enhance individual user’s accountability. This practice could help identify users who are iDeliver champions—users who use the application diligently and who could train or motivate others. An evaluation of a digital device to reduce maternal mortality and morbidity in low-resource settings reported that the identification and training of key champions, who were clinical staff members who received in-depth training and could support others, was the key implementation strategy enabling the feasibility of that novel intervention [35]. Other evaluation reports from India, Lao, Kenya, and Nigeria also found that staff motivation, satisfaction, confidence, and financial incentives are key factors to enable and sustain the use of novel digital health interventions [34,36,37].

**Limitations of This Study**

Our study has the strength of leveraging routinely collected data from a newly developed and implemented application over a 22-month period to understand the potential use of an intrapartum decision support tool. However, as this was a retrospective study, these analyses were limited to only what the routinely collected data entailed. This limitation prevented us from conducting a systematic assessment of the behavioral, organizational, and technical determinants [38] of iDeliver’s implementation. Additional information from the literature, the field team’s insight, and the internal evaluation report were needed to provide insight on how data extracted directly from iDeliver reflected the intervention’s adoption and fidelity. In addition, owing to the challenge of data quality, we were not able to adequately assess the process outcomes related to quality of care and any link to maternal and neonatal outcomes. However, data missingness improved substantially over the first 22 months of implementation, and if this improvement persists, we anticipate using these data in the future to assess the impact of iDeliver on the quality of care and on maternal and neonatal outcomes.

**Conclusions**

The results from this analysis provided us with an understanding of how iDeliver was implemented and used at the facility where it was first introduced. After 22 months, the adoption of iDeliver at the Transmara West Sub-County Hospital showed promising progress, as the use of the application increased and the data quality improved over time. These analyses also suggested that its function as a data collection and reporting tool was used
more than its function as a clinical support tool, triggering the team to promptly adapt the application accordingly to reflect the users’ culture of use. This transition has the potential to further improve iDeliver’s use, enabling it to timely, correctly, and reliably capture data for both clinical and administrative decision-making support. The iDeliver team will continue to engage with the hospital administrators to support the transition to a paperless workflow and avoid the duplication of workload.
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Abstract

Background: Aortic valve stenosis affects approximately half of people aged ≥85 years, and the recommended surgical treatment for older patients is transcatheter aortic valve implantation (TAVI). Despite strong evidence for its advantages, low attendance rate in cardiac rehabilitation is observed among patients after TAVI. Cardiac telerehabilitation (CTR) has proven comparable with center-based rehabilitation; however, no study has investigated CTR targeting patients after TAVI. On the basis of participatory design, an exercise-based CTR program (TeleTAVI) was developed, which included a web-based session with a cardiac nurse, a tablet containing an informative website, an activity tracker, and supervised home-based exercise sessions that follow the national recommendations for cardiac rehabilitation.

Objective: This study aims to explore patients’ and health professionals’ experiences with using health technologies and participating in the exercise-based CTR program, TeleTAVI.

Methods: This study is a part of a feasibility study and will only report patients’ and health professionals’ experiences of being a part of TeleTAVI. A total of 11 qualitative interviews were conducted using a semistructured interview guide (n=7, 64% patients and n=4, 36% health professionals). Patient interviews were conducted after 8 weeks of participation in TeleTAVI, and interviews with health professionals were conducted after the end of the program. The analysis was conducted as inductive content analysis to create a condensed meaning presented as themes.

Results: Reticence toward using the website was evident with reduced curiosity to explore it, and reduced benefit from using the activity tracker was observed, as the patients’ technical competencies were challenged. This was also found when using the tablet for web-based training sessions, leading to patients feeling worried before the training, as they anticipated technical problems. Disadvantages of the TeleTAVI program were technical problems and inability to use hands-on guidance with the patients. However, both physiotherapists and patients reported a feeling of improvement in patients’ physical fitness. The home training created a feeling of safety, supported adherence, and made individualization possible, which the patients valued. A good relationship and continuity in the contact with health professionals seemed very important for the patients and affected their positive attitude toward the program.
Conclusions: The home-based nature of the TeleTAVI program seems to provide the opportunity to support individualization, autonomy, independence, and adherence to physical training in addition to improvement in physical capability in older patients. Despite technological challenges, basing the relationship between the health professionals and patients on continuity may be beneficial for patients. Prehabilitation may also be considered, as it may create familiarity toward technology and adherence to the training.
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**Introduction**

**Background**

Aortic valve stenosis (AS) has been reported in approximately 8% of octogenarians [1,2]. Living with AS is associated with risk of morbidity and mortality, and the main symptoms related to this disease are weakness, dizziness, syncope, dyspnea, and chest pain when performing daily activities. Decreased independence and quality of life may accompany the symptoms [3]. Ultimately, untreated AS may lead to heart failure and sudden cardiac death [3].

Transcatheter aortic valve implantation (TAVI) is an alternative to surgical aortic valve replacement or medical treatment in patients with symptomatic severe AS. Compared with surgical aortic valve replacement, TAVI is less invasive and is recommended in older patients (aged ≥75 years) or patients at high surgical risk [2,3]. The number of TAVI surgeries is expected to rise over the coming years owing to demographic developments worldwide and the procedure’s positive short-term and long-term results [2,4,5].

Cardiac rehabilitation (CR) is recommended after surgery as it improves morbidity, functional capacity, and quality of life [6-8]. Participation in CR after TAVI may be of particular importance because sedentary behavior in this population is related to high risk of mortality and functional decline 1 year after the procedure [9]. International guidelines recommend a multidisciplinary CR approach that includes medical and lifestyle risk factor management, cardioprotective therapies, psychosocial management, exercise training, and health behavior change education to improve functional capacity, recovery, psychosocial well-being, and health-related quality of life of patients with cardiac diseases through risk factor modification [10].

In Denmark, participation in CR after TAVI is low, as <20% of patients are referred to and participate in CR [11]. Old age, lack of availability, and individualized rehabilitation seem to reduce the willingness to participate in CR [10,11].

The use of information and communications technologies (ICTs) in home-based CR, termed as cardiac telerehabilitation (CTR) [12,13], has proved to be comparable with center-based and hospital-based CR programs for mortality, cardiovascular events, cholesterol, blood pressure, BMI, cost-effectiveness, and exercise capacity [14-17].

In addition, CTR may provide an option for patients whose rehabilitation needs are not met by existing services, thus improving attendance rates and adherence, as it is performed in the patients’ natural environment and may be incorporated into their daily home routine [17,18].

Supporting older adults in performing exercise at home via a web-based consultation application for a tablet computer was found to be usable [19,20]. In addition, it is expected that different ICTs may be used advantageously to collect and transfer data from the patient to a digital platform or a personal health record in addition to web-based consultation devices for training and communication. However, we have not found any studies that focus on CTR that are based on physical activity and target patients after TAVI surgery. Whether CTR in this population may improve patients’ physical functioning, recovery, psychosocial well-being, and quality of life is unknown. The use of ICTs to improve enrollment and adherence to rehabilitation and support medical and lifestyle risk factor management after TAVI has not been investigated. In addition, it is unknown how patients and health professionals experience participation in CTR. Thus, this perspective requires further investigation to create tailored CTR programs for this target group. On the basis of a participatory design [21], we developed a 12-week digital CTR program, named TeleTAVI, which is ready to be tested in a feasibility study.

**Aim**

This study was part of the feasibility study and will only report on the qualitative findings; therefore, the aim was to explore patients’ and health professionals’ experiences with using health technologies and participating in the exercise-based CTR program, TeleTAVI.

**Methods**

**Design**

This study reports the qualitative findings from the feasibility study and follows the Consolidated Criteria for Reporting Qualitative Research guideline [22].

**Ethics Approval**

Owing to the qualitative nature of the study, the Regional Ethics Committee stated that no approval was required. According to the Helsinki Declaration, oral and written information was provided and informed written consent was obtained from all...
patients and health professionals. The study protocol was approved by the head of the department and registered by the hospital (ID 2020-054).

Recruitment
Patients were recruited from the Department of Cardiology, Aalborg University Hospital, Denmark, between March 8, 2021, and May 25, 2021. The TAVI surgery was performed under conscious sedation, and the patients returned to the ward on the same evening or the next morning and were discharged within 2 to 3 days after the surgery.

Inclusion and Exclusion Criteria
All participants in the qualitative study were the patients and health professionals participating in the feasibility study of TeleTAVI. Inclusion criteria for the patients in the feasibility study were being adults (aged ≥18 years) who underwent a TAVI surgery and could read and understand Danish. The patients in the present cohort were primarily older people with high-risk symptomatic AS. Patients with physical deficits adversely influencing physical performance, as measured by the 6-minute walk test [23], and patients with decreased cognitive functioning, as assessed by the Mini Mental Scale evaluation, were excluded [24]. We also excluded patients with no internet access or low data coverage at their home address. Eligible patients were approached for inclusion on the day before surgery. All patients with cardiac diseases discharged from a Danish hospital can participate in municipality-based CR after the first 8 weeks. This was not an exclusion criterion, but none chose to participate in CR parallel to web-based training. Inclusion criteria for health professionals were having experiences of care, treatment, and rehabilitation targeting older patients with cardiac diseases receiving TAVI.

Telerehabilitation Technologies and Intervention
TeleTAVI was created as a 12-week digital CTR program that included supervised home-based video training, a web-based session with a cardiac nurse specialist, an informative website, and an activity tracker (Textbox 1) to be used during 8 of the 12 weeks.

Textbox 1. Technologies used in the TeleTAVI program.

<table>
<thead>
<tr>
<th>Tablet (Apple iPad; Wi-Fi; 10.2 inches; 4G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Outlook mail program (Microsoft 365 Office) for web-based exercise training and communication with project personnel via a videoconferencing system, Videosamtale application, installed in the unit. The system allowed the physiotherapist to see all the patients on the same screen and communicate with the patients. In addition, patients can see and hear the physiotherapist at the hospital, see themselves and other patients on their screen, and hear all conversations.</td>
</tr>
<tr>
<td>• Access to the project’s website</td>
</tr>
<tr>
<td>• Visual access to a personal record with information and graphs on uploaded data on daily steps</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Website (Multimedia Appendix 1) hosted by the North Jutland region and installed in the tablet</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Text information on issues regarding treatment, lifestyle, and medicine</td>
</tr>
<tr>
<td>• Videos with training programs</td>
</tr>
<tr>
<td>• Videos with patients’ experiences and information from health professionals</td>
</tr>
</tbody>
</table>

**Activity tracker worn on the wrist during daytime (Beurer Activity Sensor AS97; with the use of Beurer AS 97, it was possible to connect and store data on the information technology system used at the hospital, thus complying with the General Data Protection Regulations Compliance Guidelines in Europe)**

| • Tracks daily step counts and heart rate during the supervised training sessions. |
| • Patients were provided an alternative to either upload data on number of daily steps to the personal record or register their daily steps on a personal diary at the end of each day. |

<table>
<thead>
<tr>
<th>Booklet in paper form</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Schedule for home visits, web-based training, and self-training and for charging the iPad and the activity tracker</td>
</tr>
<tr>
<td>• User manuals for the tablet, website, activity tracker, and Outlook</td>
</tr>
<tr>
<td>• Description of home exercises, also illustrated by pictures</td>
</tr>
</tbody>
</table>

**Training equipment used by patients during web-based training sessions**

| • Step bench, training mat, elastic exercise band, and dumbbells (1, 2, and 3 kg) |

A display on the activity tracker showed the number of daily steps taken, and through uploads, the steps were also visible in the patients’ personal records on the tablet. The activity tracker also had a heart monitor to determine the intensity of the training. In addition, the program included a booklet containing schedules for home visits, web-based training, and self-training; user manuals for the tablet, website, activity tracker, and Outlook mail program; and a description of home exercises illustrated by pictures and written instructions. The website included videos of patients and relatives presenting experiences with TAVI treatment in addition to video-based training programs to be used for unsupervised supplementary training.
during the first 8 weeks and after, if the patients have their own tablet or computer at home (Multimedia Appendix 1). The patients could choose to maintain the activity tracker for the entire 12-week study period.

The technologies used in TeleTAVI were delivered to the patients in their homes 1 week after hospital discharge. Before hospital discharge, the patients were instructed on a short strength training program for home exercising to be used until the telerehabilitation technologies were delivered to the patient.

To ensure safety during the sessions, the patients were introduced to the exercises and technology by the last author (BCB) during the first home visit. If needed, additional technical support was provided through home visits or telephone calls. The home exercise training was individualized, based on the physical functioning as assessed before surgery and during the first home visit by patients trying the different exercises and equipment to be used in the web-based training sessions. Individualized goals for training were set and followed the national recommendations for CR, with a combination of aerobic and strength training twice weekly, with each session lasting from 30 to 60 minutes [25]. In addition, patients were instructed to take a 30-minute walk daily at moderate intensity.

The TeleTAVI program consisted of web-based physiotherapist-supervised exercise training in groups, twice weekly via a tablet; an activity tracker (Textbox 1; Figure 1) that collected the daily number of steps and was able to monitor heart rate; a web-based session with a cardiac nurse specialist; a textbook; and an informative website (Multimedia Appendix 1).

**Figure 1.** Timeline for TeleTAVI. TAVI: transcatheter aortic valve implantation.

---

**Qualitative Data Collection and Analyses**

The rehabilitation period was 12 weeks, and the duration of the supervised web-based training was 8 weeks, starting in the first week after surgery. After the initial 8 weeks, patients were instructed to continue to exercise unsupervised, and the interviews were conducted at the same time. This time was chosen to gain comprehensive insight into the web-based rehabilitation period without any recall bias.

Individual interviews were conducted with all the patients who had completed the intervention. Furthermore, individual or group interviews were conducted with the involved health professionals. All interviews were based on a semistructured interview guide [26], covering issues such as patients’ experiences with video training, web-based session with a nurse, usability of technology and website, patient support, and issues that the patients felt were important. For health professionals, the focus of the interviews was on their experiences with web-based training and communication. CT (first author) and BB conducted interviews at the patients’ homes, and if present, relatives were encouraged to participate. For the health professionals, the interviews were conducted at the hospital after a minimum of 8 weeks of experience with TeleTAVI for each health professional. These were conducted either as group interviews (physiotherapists) or individual interviews (nurses) for practical reasons. Both interviewers had previous experiences with conducting qualitative interviews. The analysis was conducted as inductive content analysis to create a condensed meaning presented as themes [27]. The recorded interviews were transcribed verbatim and read several times to familiarize with the text and obtain an overall sense of the data. Then, the data were coded for manifest and latent content to identify themes that elaborated the underlying meaning using the coding system, NVivo (version 8; QSR International) [28]. The analyses and interpretations were primarily performed by CBT, AV (second author), and BCB based on their agreement that essential themes were reached [29]; then, the findings were discussed in the research group.

**Results**

**Overview**

During the study period, 41 patients were referred to TAVI and screened for eligibility. Of these 41 patients, 13 (32%) patients declined to participate, and 13 (32%) patients lived in a place with no internet connection or poor data coverage, thus failing to meet the inclusion criteria. Of the 37% (15/41) of the patients enrolled in the study, 47% (7/15) withdrew after the surgery owing to tiredness (2/7, 29%), non–cardiac-related hospital readmission (2/7, 29%), fluctuating health (1/7, 14%), and regretting participation when the health technologies were introduced during the home visit (2/7, 29%). Furthermore, 7%
(1/15) of the patients died before hospital discharge. All patients (7/7, 100%) who completed the TeleTAVI program were interviewed (Table 1). In addition, 2 nurses and 2 physiotherapists (Table 2) who participated in the telerehabilitation program were interviewed. The interviews lasted between 35 and 50 minutes for patients, between 15 and 25 minutes for nurses, and 55 minutes for the group with the physiotherapists.

The patients were aged between 74 and 90 years and had different experience levels in using a tablet or computer. Patients with no experience were able to receive guidance from their relatives, making it possible to complete the telerehabilitation program. In addition, the patients had different physical capability levels after the TAVI procedure, as some felt limited in performing sport and exercise. Finally, some of the patients had comorbidities that may have affected their physical capability, and 57% (4/7) of them had Tilburg frailty score ≥5, indicating frailty in these patients. Regarding education level, 14% (1/7) of the patients had primary school education, 71% (5/7) had vocational education, and 14% (1/7) had higher education (Table 1). The health professionals were aged between 25 and 42 years and had work experience ranging from 2 to 13 years (Table 2).

The analysis and interpretation of the patients’ and health professionals’ interviews resulted in 3 themes and 9 subthemes (Textbox 2).

The interviews revealed that patients and health professionals experienced diverse technological issues. All patients expressed interest to participate in the TeleTAVI rehabilitation program, but none of them were inspired or motivated by the health technologies used. Despite being challenged when using the technologies, they were all optimistic about participation.

Table 1. Characteristics of the interviewed patients (N=7).

<table>
<thead>
<tr>
<th>ID</th>
<th>Sex</th>
<th>Age (years)</th>
<th>IT experience</th>
<th>Living alone</th>
<th>Education level</th>
<th>Tilburg frailty score</th>
<th>Comorbidities</th>
<th>Limitation in doing sport or exercise</th>
</tr>
</thead>
<tbody>
<tr>
<td>p1</td>
<td>Male</td>
<td>85</td>
<td>PC</td>
<td>No</td>
<td>Vocational education</td>
<td>2</td>
<td>AF</td>
<td>Low</td>
</tr>
<tr>
<td>P2</td>
<td>Female</td>
<td>90</td>
<td>Tablet</td>
<td>No</td>
<td>Higher education</td>
<td>9</td>
<td>AF and IHD</td>
<td>Moderate</td>
</tr>
<tr>
<td>P3</td>
<td>Female</td>
<td>84</td>
<td>Tablet</td>
<td>Yes</td>
<td>Primary school</td>
<td>2</td>
<td>AH</td>
<td>None</td>
</tr>
<tr>
<td>P4</td>
<td>Male</td>
<td>87</td>
<td>None</td>
<td>Yes</td>
<td>Vocational education</td>
<td>8</td>
<td>AF and IHD</td>
<td>High</td>
</tr>
<tr>
<td>P5</td>
<td>Male</td>
<td>82</td>
<td>Tablet and PC (spouse)</td>
<td>No</td>
<td>Vocational education</td>
<td>6</td>
<td>IHD</td>
<td>None</td>
</tr>
<tr>
<td>P6</td>
<td>Female</td>
<td>74</td>
<td>Tablet</td>
<td>Yes</td>
<td>Vocational education</td>
<td>4</td>
<td>AH</td>
<td>Moderate</td>
</tr>
<tr>
<td>P7</td>
<td>Female</td>
<td>81</td>
<td>Tablet and PC (spouse)</td>
<td>No</td>
<td>Vocational education</td>
<td>9</td>
<td>None</td>
<td>Moderate</td>
</tr>
</tbody>
</table>

aMedian: 84 (range 74-90) years.  
bMedian: 6 (range 2-9).  
cScore ≥5 points is considered as frailty when using the Tilburg frailty score [30,31].  
dP: patient.  
ePrimary school and 2 to 5 years of vocational education.  
fAF: atrial fibrillation.  
gG: ischemic heart disease.  
hAH: arterial hypertension.

Table 2. Characteristics of the health professionals (N=4).

<table>
<thead>
<tr>
<th>ID</th>
<th>Sex</th>
<th>Age (years)</th>
<th>Profession</th>
<th>Work experience (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP1</td>
<td>Female</td>
<td>33</td>
<td>Nurse</td>
<td>5</td>
</tr>
<tr>
<td>HP2</td>
<td>Female</td>
<td>42</td>
<td>Nurse</td>
<td>13</td>
</tr>
<tr>
<td>HP3</td>
<td>Male</td>
<td>34</td>
<td>Physiotherapist</td>
<td>3</td>
</tr>
<tr>
<td>HP4</td>
<td>Male</td>
<td>25</td>
<td>Physiotherapist</td>
<td>2</td>
</tr>
</tbody>
</table>

aRange: 25-42 years.  
bRange: 2-13 years.  
cHP: health professional.
Textbox 2. Themes and subthemes derived from the content analysis.

<table>
<thead>
<tr>
<th>Technological challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Reticence toward using the website</td>
</tr>
<tr>
<td>• High interest and low competence regarding the activity tracker</td>
</tr>
<tr>
<td>• Anticipating technical problems led to worries beforehand.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Advantages of home-based training</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Individualization despite lack of hands-on guidance and technical problems</td>
</tr>
<tr>
<td>• Home-based training reduces transportation time and may support adherence.</td>
</tr>
<tr>
<td>• Proper exercise was done.</td>
</tr>
</tbody>
</table>

The importance of establishing a relationship

<table>
<thead>
<tr>
<th>Statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Web-based training does not support relatedness between patients.</td>
</tr>
<tr>
<td>• First visit clears the way and creates a base for continuity.</td>
</tr>
<tr>
<td>• No recall of the web-based session with the nurse.</td>
</tr>
</tbody>
</table>

Technological Challenges

Reticence Toward Using the Website

Most of the patients (6/7, 86%) did not visit the website. Some were not curious about the content, whereas others were not familiar with the technologies and were afraid of making errors, such as deleting elements unintentionally. A participant described the following:

> Actually, we haven’t [visited the website]. We were afraid of pressing a key that would delete some of the content. [P1]

The participants’ concern about making errors limited the use of the website, and therefore, they did not fully benefit from the knowledge and coping elements provided on the website. Therefore, the patients’ overall benefit from the website may be questioned.

Other reasons for not visiting the website were reluctance toward being involved in other patients’ experiences of the disease:

> I’ve always felt like this...I can’t stand to hear about disease, about faults in the heart. [P2]

This finding shows that some elements on the website may have unintentional consequences by triggering additional anxiety and fear when confronted with other patients’ experiences of living with heart disease.

Furthermore, few patients (2/7, 29%) watched the training videos, and only 14% (1/7) of the patients performed additional workouts. They argued that training twice a week with the physiotherapist felt sufficient.

Overall, the participants had neither the skills nor the curiosity to explore the content of the tablet, meaning that they did not make full use of the opportunities given. Others did not want to be confronted with other patients’ life stories.

High Interest and Low Competence Regarding the Activity Tracker

All patients (7/7, 100%) found the activity tracker exciting to use, as they could keep track of how many steps they had walked, and the tracker made it possible to compare steps from day to day, which facilitated motivation. All but 1 patient (6/7, 86%) preferred to write down the daily steps in a diary, as it was very difficult to upload daily steps via Bluetooth to their health record. In addition, some patients missed the information that the tracker had to be recharged once a week, leading to additionally missing electronically uploaded step data. Furthermore, the monitoring of heart rate during exercise was difficult for the patients to learn, meaning that the intended use of heart rate to determine exercise intensity was lost:

> Well, you think more about it [improvements]...and you are excitedly waiting...Oh, today you have walked this much. [P7]

> That’s the only thing I have used it for, measuring steps. I have not measured heart rate...well, I think, I have learned to measure steps, lets stick to that. Because I am not fond of learning new things...I would rather avoid it. [P2]

Although the activity tracker motivated walking activities, the participants were challenged technically. Thus, the potential motivational factor for the patients to follow their increase or decrease in daily steps walked was hampered, and the health professional’s opportunity to continuously follow the patients’ walking activity was lost for most of the patients (5/7, 71%).

Anticipating Technical Problems Led to Worries Beforehand

Some patients described preparation for sessions as slightly compulsive and held themselves in readiness twice a week, worrying that technical problems would occur, such as failing to log in or malfunctioning sound and vision in the tablet. The patients described the technical problems during training as problems with hearing the physiotherapist clearly, stuttering...
web-based transmission, and feeling interrupted by other patients:

*It was scaring, I was worried for the web-based sessions. In good time I was sitting in front of the tablet, wondering whether it would work this time or not. Sometimes I couldn’t hear or see anything, or they could not hear me.* [P2]

Thus, the patients reported that waiting for the web-based sessions twice a week felt slightly involuntary and created worries that something would go wrong.

**Advantages of Home-Based Training**

**Individualization Despite the Lack of Hands-on Guidance and Technical Problems**

The physiotherapists reported technical problems during the web-based training sessions, such as problems with logging in and handling the sound and picture settings. Delays in starting the session and interruptions during training were frequent. This led to 2 physiotherapists being present during sessions, one managing technological problems and the other conducting the training sessions:

*Sometimes, they needed a lot of guidance because...then they switched the camera on in the wrong direction, or the screen did “freeze” or, they just happened to turn it off. You had to guide the patients through all this, and when the training had begun, another physiotherapist guided the patient through technical problems.* [HP3]

The physiotherapists questioned the quality of the exercises performed, as the web-based training made it difficult for them to guide the patients in the usual hands-on way. In addition, intermittent poor internet connections, stuttering images, and very small images made it difficult for the physiotherapists to see whether the exercises were performed correctly and properly by the patients.

The physiotherapists observed great diversity in the patients’ physical and respiratory fitness, thus spending more time on patients who were most challenged. However, they strived to achieve individualization, to support all patients in gaining improvements in fitness level despite individual capabilities. For the physiotherapists, the individualization seemed double-sided as it was time-consuming; however, it created a possibility for all patients to improve their level of physical capability. On the basis of these experiences, the physiotherapists suggested that in future interventions, patients should be divided into groups based on their level of physical capacity.

Similarly, the patients valued that the training was individualized and appreciated being guided in the correct execution of the exercises:

*And when there is something you can’t do, then he [the physiotherapist] always corrects you in a good way.* [P5]

This meant that the physiotherapists had to accept that the quality of the training might be reduced, as hands-on guidance was not possible together with the patients’ limited technical skills and slow internet connections. However, the patients expressed that the opportunity for individualization supported improvement.

**Home-Based Training Reduces Transportation Time and May Support Adherence**

Most of the patients (5/7, 71%) increased their web-based technical competencies, whereas others needed help throughout the study period. Despite the web-based technical problems, both patients and physiotherapists provided several positive feedbacks about the home-based web-based training. All patients (7/7, 100%) appreciated being able to exercise in their homes because it felt safe, and they avoided transportation to a rehabilitation center, which was one of the main reasons for participating in TeleTAVI for all patients:

*I did benefit from participation, also in a physical way, by experiencing that nothing fatal would happen during exercise...I did manage it without collapsing halfway through.* [P1]

*I mean, it’s been easy because you were at home, and you didn’t have to drive for it...and the time [was used properly].* [P7]

In addition, some patients felt inspired to continue web-based training after 8 weeks of participation. This was consistent with thoughts expressed by physiotherapists, who stated that home-based exercise might motivate patients to continue training after the project has ended because the patients were taught in their homes and felt safe while performing the exercises there:

*Well, we can just keep on doing the exercises...we will continue to do that.* [P5]

*The advantage is that it’s easily transferable for them [the patients] afterward.* [HP3]

Thus, avoiding the costs and time spent on transportation and the expectation that home-based training may support adherence to future training activity were positive aspects of participation.

**Proper Exercise Was Performed**

All but 1 of the patients (6/7, 86%) felt physical improvement at the time of the interviews. Whether improvements were mainly caused by the TAVI surgery, telerehabilitation, or most likely, a mixture of both cannot be determined in this study.

Despite considerations about own physical ability, approximately all patients felt that they had performed a proper and satisfying exercise for the whole body, leading to a natural feeling of tiredness after the sessions. Some participants became more energized and apprehended that less dyspnea made them capable of exercising at a high level:

*Well, I can feel that it’s good for my body. It’s like, I become livelier and light. And I think that you gain energy when you do exercise...when I am finished with workout, my hair is wet, and my clothes needs washing.* [P6]

*I have realized that exercise helps you, and now...as I am less dyspnea, more comfortable and my feet got...washed.* [P2]
smaller. I can actually be more active and not just “dragging around.” [P4]

Being under surveillance and encouraged to challenge one’s comfort zone during exercise seemed to increase the benefit of training. The patients’ old age was kept in mind while considering their expectations of improvement, realizing that there must be a limit on how much improvement to expect. In contrast, a patient expressed that exercise may “stop the clock” and add extra time to their life:

I think, when you are forced to do more than you actually can, then it pays back...and I do more during training than I would have done on my own...You have to remember that my body is 90 years of age; it is limited how much better I can become. [P2]

You got sweeter exercising with the physiotherapist than when you exercise on your own... [when becoming older] training might stop the clock. [P1]

On the basis of the physiotherapists’ observation of patient improvements, they agreed that the web-based sessions fulfilled the goals for exercise training, such as improvements in fitness level and muscle strength, and increased the feeling of being safe during training:

It succeeded because their general functional level and increased age do “set them back” [physically], meaning that just small efforts provide minor improvements; even though the patients don’t do the exercise correctly, there might still be physical progress. [HP3]

Thus, patients and physiotherapists felt that exercise improved physical fitness, and both surveillance and encouraging pressures seemed to support the patients’ feeling of exercising safely.

The Importance of Establishing a Relationship

Web-Based Training Does Not Support Relatedness Between Patients

The physiotherapists expressed worries that the TeleTAVI would reduce patients’ opportunity of being socially involved with each other. For the patients, being socially involved with others seemed less important and did not influence their willingness to participate in the program. Being able to see others during training did not have any importance for most patients (6/7, 86%), as they were just considered as “images on the screen” and not as living persons. Others were only noticed if they disturbed the sessions. When relatives participated in the exercise with the patients, they performed the exercise outside the reach of the camera:

The most annoying about the tablet, is that you are forced to look at the others while training. The others don’t matter to me because I don’t look at them as persons [...]. And one, she was talking so loudly...I couldn’t understand what the turmoil was about [...]. I was very close to just turning the s*** off; I couldn’t deal with all that commotion. [P6]

As such, being socially related to other patients was not considered as an important issue by the patients.

First Visit Clears the Way and Creates a Base for Continuity

All patients (7/7, 100%) had the training equipment and tablets delivered at home. Being introduced to the program and having the opportunity to try both the technologies and training equipment was beneficial in preparing the patients for the following web-based sessions. Some patients felt excited, whereas others expressed that meeting the physiotherapists was nice and helped them in performing the exercise safely and properly:

It was really nice [having the technology and equipment brought to the home], we had a really good talk, and I was happy to be shown how to do the exercises properly. [P1]

The relationship established between BCB and the patients during the first home visit and through additional visits became important, and they felt grateful. In particular, physiotherapists’ ability to be attentive toward each individual patient during the web-based exercise sessions made the patients feel that they could participate on equal terms. Continuity in the relationship with the health professionals was expressed as very important. The patients felt acknowledged as individuals, and thus safe.

Thus, it was evident that the first home visit affected the relationship with the patients positively and supported a good start within the program. In addition, seeing the same person at the first home visit and several times during the rehabilitation period positively influenced the patients’ attitudes toward the program.

No Recall of the Web-Based Session With the Nurse

During the nurse session, 1 week after discharge, both nurses experienced difficulties with the video call, meaning that some of the sessions were performed as telephone calls. Both nurses expressed that video calls had many advantages, such as being able to see the patients’ physical condition and obtain a sense of their mental and psychological well-being. The video call provided security and continuity for the patients, as they may have met the nurse during hospitalization:

They were happy about it [the web-based session]. I think for them it felt comforting that someone did follow up on them about these things [health and well-being after discharge]. [HP2]

Most patients (6/7, 86%) did not remember talking to a nurse, and if they remembered, they had little or no recollection of what was discussed:

A nurse? ...I think it was on the phone...no, wait, it might have been one from the healthcare center, sorry, I can’t tell. And I can’t remember what we talked about. [P3]

Thus, despite good experiences from the nurses’ point of view, none of the patients could recall the session’s content, and most of them (6/7, 86%) did not remember the session at all. An explanation may be that this group of older people have numerous contacts with health professionals, either from the hospital or the primary sector, making it difficult to discriminate between the health professionals. However, it seems to underpin
the importance of supporting continuity in the contact with the patients and to question the timing and content of the call.

**Discussion**

**Principal Findings**

This study aimed to explore patients’ and health professionals’ experiences with using health technologies and being part of the exercise-based CTR program, TeleTAVI.

In summary, the interviews indicated that patients were slightly reticent toward using the website, they had neither the skills nor the curiosity to explore the tablet, and some avoided other patients’ life stories. The activity tracker held much interest from the patients, but they did not gain full benefit from it as their technical competencies were low. This was also a problem when using the tablet for web-based training sessions, leading to patients feeling worried before the training, as they anticipated technical problems. The physiotherapists expressed that the disadvantages were technical problems and not being able to use hands-on guidance when the patients’ exercises were performed inappropriately or incorrectly. In contrast, they expressed that improvements were observed in patients’ physical fitness and that training at home created a feeling of safety and supported adherence to training. In addition, they avoided transportation to a training center. Despite the low quality of pictures and, sometimes, the internet, the physiotherapists made individualization possible. Individualization was valued by the patients, and the they felt that they exercised properly and felt improvement during the rehabilitation period. Good relationships and continuity in contact were extremely important for the patients and affected their attitude toward the program; when having only one contact, as the nurses did, the recall of the session was hampered. None of the patients (0/7, 0%) expressed a wish to be socially related to other participants during the program.

**Comparison With Previous Work**

**Technological Challenges**

Technological challenges were evident when talking to the health professionals. These findings are consistent with those of a review by Fischer et al [32] on the acceptance and use of health technology in older people. They concluded that older people face different challenges, such as limited familiarity with technology, reticence about asking for assistance, mistrust, and concerns about privacy when using technology [32]. This was similar to the patients in this study who were reticent toward using the technology and had neither the skills nor the curiosity regarding the use of the tablet and website. In addition, they were afraid of deleting something from the tablet, which restrained them from exploring possibilities it.

Older patients’ preferences and attitudes toward digital technology have been investigated by Terp et al [33], who concluded that lack of knowledge, user competence, and interests were the main barriers to older people’s use of technology. These findings are consistent with the results of this study, in which the patients did not use the full potential of the tablet, activity tracker, or heart monitor and none of them participated owing to interest in using health technologies. This underpins that devices targeting older people should be easy to use and recharge, with automatic uploading of data.

Another explanation for the low use of technology may be related to their level of education. Hargittai et al [34] studied internet skills among citizens aged ≥60 years and concluded that high income and high level of education equals high level of internet skills. This contributes to the explanation of why patients in this study experienced problems in using the tablet and activity tracker. It is interesting that not being interested in or not having experience with technology did not discourage them from participation; in contrast, they were glad to do so, which indicates that they were not afraid of trying new and unknown technology. This is consistent with Fischer et al [32], who concluded that older people generally have a positive attitude toward using health technologies at their homes, if they believe that it will help the health professionals to preserve their independence and autonomy. In addition, they seem less bothered when technical problems arise; they just wait for problems to be solved [33]. In this study, the patients did not express any annoyance when facing technological issues. They got used to 2 physiotherapists being present during the exercise sessions, one helping with technologies and the other guiding the training, and they did so without questioning this high use of health personnel resources.

Thus, mistrust toward technology and reduced familiarity, competencies, curiosity, and trust in one’s own ability were important factors that influenced the patients’ willingness and possibility of using the technology, resulting in not gaining full benefit from the technology used. In contrast, this did not discourage them from participating in the CTR program in which the training could be conducted in their home environment.

**Home-Based Training and Establishing a Relationship**

The patients were satisfied with avoiding transportation and being able to exercise at home. They felt having performed proper exercise during the web-based sessions and felt improvement in health, physical status, and life in general. However, life expectancy and quality of life may not mean the same across generations. Leeuwen et al [35] found that, for older adults, quality of life is related to autonomy, independence, and ability to handle life circumstances and potential changes that come with increased age. In addition, experiences of one’s own health seem relative as experiences with health depend on circumstances and what a person finds to be reasonable in relation to their age, history, medical condition, and social situation [35]. A study on older men’s perspectives on good health underpins that devices targeting older people should be easy to use and recharge, with automatic uploading of data. However, life expectancy and quality of life may not mean the same across generations.
more to maintaining independence and autonomy than an increased physical health level. Thus, their expectations for participating in telerehabilitation may be the improvement of life circumstances, while at the same time, accepting their everyday life capabilities.

Social interaction and connectivity to peer fellows have previously been considered as important in supporting behavior changes, such as increasing physical activity [37,38]. However, it is argued that some commonly used self-regulation intervention techniques that are effective for younger adults may not be effective for older adults [38]. This is consistent with our study, in which none of the patients expressed a wish to be socially related to other participants during the program.

Professor in Sociology, Arthur Frank [39], describes that one way of experiencing and talking about illness is to rely on a restitution narrative that holds the expectation that a sick body will become better. All the patients in TeleTAVI participated owing to expectations of becoming better and recovering, and they trusted that telerehabilitation would support this. Thus, it can be argued that as the patients’ narratives follow this restitution model [39], it is apparent that the patients feel motivated to participate in a rehabilitation program such as TeleTAVI because their main goal is to recover after their TAVI surgery. This could mean that there is great incentive to continue to develop telerehabilitation for older patients in general, because, from the patients’ perspectives, there are several strengths to be found in telerehabilitation.

In summary, older people may view life expectancy and quality of life as a balance between life expectations and circumstances regarding age, physical and medical condition, and social situation, and motivation for participation in CTR may originate from a restitution narrative. It can be argued that this group of patients might be the ideal target group for telerehabilitation because their advanced age and decreased activity reduce their willingness to participate in rehabilitation outside their homes and individualized exercise performed in their own homes may increase independence, autonomy, and adherence. Hence, the main challenge for telerehabilitation is to restructure and further develop it to make it more efficient and feasible, which will be discussed in the following section.

Future Directions

One of the main strengths of telerehabilitation that both the health professionals and the patients emphasized was the possibility to individualize the web-based exercise sessions. Eichler et al [40] argued that individualization of CR after TAVI is important to maintain the patients’ autonomy.

A study by Eichler et al [40] about geriatric versus CR concluded that it may be rewarding to classify the degree of frailty regarding older patients’ technological and physical skills. Dividing patients into different groups would ensure that those who need more support receive it. This was consistent with the suggestions from the physiotherapists in this study.

In addition, individualization and enhanced efficacy may be reached by starting rehabilitation before the TAVI surgery as prehabilitation. Pighi et al [41] investigated the determinants of outcomes after TAVI and found that high frailty before surgery negatively affects the outcome of the surgery, particularly in women. Therefore, Pighi et al [41] suggested the implementation of prehabilitation to support the physical status of patients who are frail and to have better outcome after TAVI [41]. Prehabilitation also holds the opportunity to practice their technological skills before the surgery.

In this study, training at home supported the patients in feeling safe, and it was expected to enhance adherence to exercise after the rehabilitation period. The long-term effects of exercise training after TAVI have been investigated by Pressler et al [42], who argued that it is important to continue exercising to maintain improvements in the long term, but most fail to adhere to exercise [42].

Thus, the feasibility of TeleTAVI in the current form may still be questioned; however, it holds potential for the future. In particular, the home-based nature of the program seems to contain possibilities for supporting individualization, autonomy, independence, and adherence in addition to supporting improvement in physical capability in older patients. Considering that some older patients are digital immigrants and may oppose new technology, prehabilitation can advantageously be implemented to support familiarity toward technologies and execution of exercise.

For the patients, having a good relationship with health professionals seemed important for their attitude toward the program, and continuity in meeting the same health professional more than once added to the positive experience of having a good relationship. According to research by Feo et al [43] and Bridges et al [44], a positive, trusting relationship supports dignity and helps patients to make informed decisions in addition to supporting the delivery of high-quality care. Therefore, it seemed beneficial to support continuity in the interactions between health professionals and patients when conducting exercise-based CTR.

Strengths and Limitations

This study has some limitations. First, the small number of participants resulted in reduced data saturation; however, rich data were gathered, which allowed for in-depth exploration of patients’ and health professionals’ experiences of participating in TeleTAVI [45]. Second, the interviews were conducted after 8 weeks of web-based training, meaning that it was impossible to gain insight into experiences of long-term adherence to training.

However, this study has several strengths. Despite the low number of participants, the group of patients reflected the population in the following areas: age, comorbidities, and education level [46]. Another strength is that all interviews were conducted in the patients’ private homes to support a relaxed and comfortable atmosphere, to make the patients feel safe, and it was expected to enhance adherence to exercise after the rehabilitation period. The long-term effects of exercise
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Finally, another strength of the study is that CBT and AV undertook in-depth reading and analysis to avoid misinterpretation of the interviews, and an ongoing discussion of the analysis and interpretation was conducted with the last author (BCB) to ensure rigor and credibility.

**Conclusions**

In conclusion, to the best of our knowledge, this was the first investigation of patients’ and health professionals’ experiences of exercise-based CTR for patients following TAVI surgery.

The feasibility of TeleTAVI in the current form may be questioned. The patients were reticent toward using the website, and they had neither the skills nor the curiosity to explore the tablet. They found the use of the activity tracker interesting, but full benefit was not achieved from it. The patients had low technical competencies, leading to feeling worried before the training, as they anticipated technical problems. The physiotherapists observed improvements in patients’ physical fitness despite technical problems and that home training supported safety, individualization, and adherence. Individualization was valued by the patients, and they experienced physical improvements. Good relationships and continuity in contact with health professionals were extremely important for the patients, and they did not express any wish to be socially related to the other participants during the program.

However, TeleTAVI holds potential for the future. In particular, the home-based nature of the program seems to contain possibilities for supporting individualization, autonomy, independence, and adherence in addition to supporting improvement in physical capability in older patients. In addition, basing the relationship on continuity between health professionals and patients may be beneficial for patients. Considering that some older patients are digital immigrants and may oppose new technology, prehabilitation can advantageously be implemented to support familiarity toward technologies and execution of exercise.

**Acknowledgments**

The authors would like to thank the participating patients and health professionals for their valuable contributions.

**Authors’ Contributions**

BCB and CBT were involved in conceptualization and methodology; BCB, J Andreasen, JJA, J Aarøe, and CBT contributed to protocol writing; BCB was involved in data collection and project administration; CBT, AV, and BCB contributed in data analyses, writing the paper, and preparation of the original draft; and BCB, J Andreasen, JJA, J Aarøe, AV, and CBT contributed in writing and reviewing the paper. All authors have read and agreed to the published version of the manuscript.

**Conflicts of Interest**

None declared.

Multimedia Appendix 1
Informative website created for TeleTAVI.
[DOCX File , 1423 KB - formative_v6if6e35365_app1.docx ]

**References**


Abbreviations
- AS: aortic valve stenosis
- CR: cardiac rehabilitation
- CTR: cardiac telerehabilitation
- ICT: information and communications technology
- TAVI: transcatheter aortic valve implantation
Perspectives on Participation in a Feasibility Study on Exercise-Based Cardiac Telerehabilitation After Transcatheter Aortic Valve Implantation: Qualitative Interview Study Among Patients and Health Professionals

Thorup CB, Villadsen A, Andreasen JJ, Aarøe J, Andreasen J, Brocki BC

Please cite as:

Thorup CB, Villadsen A, Andreasen JJ, Aarøe J, Andreasen J, Brocki BC
Perspectives on Participation in a Feasibility Study on Exercise-Based Cardiac Telerehabilitation After Transcatheter Aortic Valve Implantation: Qualitative Interview Study Among Patients and Health Professionals
JMIR Form Res 2022;6(6):e35365
URL: https://formative.jmir.org/2022/6/e35365
doi: 10.2196/35365
PMID: 35723925

©Charlotte Brun Thorup, Anne Villadsen, Jan Jesper Andreasen, Jens Aarøe, Jane Andreasen, Barbara Cristina Brocki. Originally published in JMIR Formative Research (https://formative.jmir.org), 20.06.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
Exploring Whether Addictions Counselors Recommend That Their Patients Use Websites, Smartphone Apps, or Other Digital Health Tools to Help Them in Their Recovery: Web-Based Survey
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Abstract

Background: Hundreds of smartphone apps or websites claiming to help those with addictions are available, but few have been tested for efficacy in changing clinically relevant addictions outcomes. Although most of these products are designed for self-facilitation by users struggling with addictions, counselors and other addictions treatment providers will likely play a critical role in facilitating adoption by integrating their use into counseling or recommending them to their patients. Yet, few studies have explored the practices of addictions counselors in using or recommending addictions-focused digital health tools in their work.

Objective: The aim of this study was to understand whether addiction counselors are recommending that their patients use addictions-focused apps to help them in their recovery, and the factors that affect their desire to do so.

Methods: Licensed addiction counselors practicing in the United States (N=112) were recruited from professional and scientific organizations of alcohol or drug counselors to complete a web-based survey.

Results: In total, 74% (83/112) of counselors had recommended that their patients use a website or smartphone app to assist them in recovery, and those that had done so reported recommending an app with an average of 54% of their patients. The most commonly recommended app or website was SMARTRecovery.org (9%), I am Sober (8%), In the Rooms (7%), Insight Timer (4%), Calm (4%), Sober Tool (4%), Recovery Box (3%), and Sober Grid (3%). The most important reason that counselors recommended the websites or apps was that colleagues or patients told them they found it helpful (55%), followed by their workplaces recommending it (20%) and professional organizations recommending it (10%). Counselors’ intentions to recommend a hypothetical app were strongest for apps that had been tested in rigorous, scientific studies that showed they helped users stay sober or reduce their substance use; 94% (105/112) reported that they would “definitely” or “probably” use such an app.

Conclusions: Most addictions counselors surveyed are already recommending that their patients use apps or websites to help them in their recovery, despite the paucity of available products that have evidence supporting their efficacy for addictions outcomes. One way that product developers could increase adoption among addictions treatment providers is to make efficacy testing a priority and to disseminate results through professional organizations and clinics.
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Introduction

The market of health-related digital tools, such as websites and smartphone apps, is continuing to grow exponentially, with more than 90,000 health apps added to major app stores in 2020 [1]. Total funding for digital health ventures also surpassed US $21.3 billion in the first three-quarters of 2021, up from US $11.1 billion just a decade ago [2]. Mental health–focused products make up the largest share of apps available to help manage health conditions [1], and several mental wellness apps (eg, Calm and Headspace) were represented among the most downloaded apps in 2020 [3].

Although hundreds of addiction-focused apps are currently available online and in app stores, only a handful of these products have been formally tested for their efficacy or effectiveness in changing addiction-relevant outcomes such as alcohol or drug use and problems or substance use disorder symptoms or severity [4]. Similarly, only a few addiction-focused apps have sought premarket clearances or approvals that require them to submit data on their products’ safety or efficacy from controlled studies [1]. This means that evidence supporting clinical benefit is only available to the public for a very small number of addiction-focused apps. However, a number of such products have been developed and have shown promising effects on a variety of addiction outcomes [5]. A handful of products have also recently sought Food and Drug Administration approval or clearance for their addiction-focused products to begin marketing their benefits for those in recovery (eg, reSET [6]). Although no treatment guidelines or major professional organizations have yet explicitly suggested that clinicians use or recommend any such products, it is very likely that one or more of these products will prove beneficial enough to achieve this degree of support at some point in the near future.

Most of the addiction-focused websites and smartphone apps that have been developed thus far have been primarily designed for self-facilitation, meaning that patients are primarily intended to use them on their own, privately [7]. For this reason, addiction-focused products, such as other mental health–focused apps, often pursue at least some patient-focused marketing strategies as a part of their overall marketing plans. These strategies, such as direct-to-consumer advertising, would likely be more successful if they highlighted any benefits their products have shown on addiction outcomes in controlled research. That is, conducting research evaluating the efficacy of these apps on clinically relevant outcomes (such as alcohol or drug use and problems or substance use disorder symptoms) may be important for increasing confidence and interest in the product among consumers. However, the uptake of these products among patients may also be higher when treatment providers recommend that they use them [8], leading many product developers in other spaces to pursue marketing their consumer-focused digital health products through medical and mental health providers. Some addiction-focused products have also pursued regulatory clearance or approval under a prescription-based model (eg, reSET [6]), meaning that patient uptake is not possible at all without a provider’s recommendation. Other products, such as virtual reality experiences [9], may also be explicitly intended to be used collaboratively by counselors and patients during treatment sessions, which is another scenario that requires counselor adoption in order for the product to be used by patients. Given these approaches, understanding the practices of addiction providers in recommending websites or apps to their patients and factors affecting their likelihood of recommending them is critical for successfully disseminating addiction-focused digital health products. Few such studies have been conducted to date.

In this study, I explored whether licensed, practicing addiction counselors are currently recommending that their patients use websites or smartphone apps to help them in their recovery, and examined some factors that could affect their desire to do so. I also examined marketing or dissemination content and venues that could be most likely to reach and encourage addiction counselors to recommend websites or apps to their patients.

Methods

Participants

Participants (N=112) were recruited from email groups, listserv postings, and advertisements in newsletters maintained by professional and scientific organizations of drug or alcohol counselors, as well as social media posts and advertisements, to participate in a web-based survey from February to July 2021. Eligible participants (1) were at least 18 years old, (2) were able to read fluently in English, (3) were licensed to provide counseling in the United States, and (4) provided alcohol or drug counseling for at least 15% of their typical work week. Moreover, another manuscript that is currently in review reported on other data from this survey (TB Wray, unpublished data, September 2021).

Procedures

The participants first completed a web-based screening survey to determine eligibility. If the respondents were eligible and interested, they were asked to provide informed consent and contact information before being redirected to the full survey. The main survey took participants an average of about 25 minutes to complete. Those participants who completed the full survey were compensated with a US $20 gift card, sent via email.

Ethics Approval

All procedures were reviewed by the Brown University IRB and were determined to be exempt from ongoing review and approval (protocol # 2101002892), because the study procedures only involved a single survey that collected data on a topic that, if these data were inadvertently disclosed, would not reasonably place the subjects at risk of criminal or civil liability or damage their financial standing, employability, educational advancement, or reputation.

Measures

Since few validated measures have been developed to assess counselors’ perceptions about digital health apps, most items were created for this study. The question about what websites or app counselors had recommended allowed respondents to enter text freely. To evaluate whether each product had been
the focus of published, peer-reviewed research, I searched several databases (eg, Google Scholar, PubMed, and Food and Drug Administration’s Premarket Approval 510k databases, if applicable) for each by their listed brand name, as well as websites that the product or its developer maintained for relevant research reports. Questions about counselors’ perceptions of their patients’ use of addictions-focused apps were assessed on a 1 (not at all) to 5 (a lot) scale. Questions asking counselors to estimate the percentage of their patients they recommended appsto were rated on a slider scale from 1% to 100%. Items asking the counselors to rate their intentions to recommend a hypothetical app under various conditions (eg, if rigorous, scientific studies had shown it was effective) were rated on a 1 (not at all) to 5 (definitely yes) scale. The question asking about the counselors’ most important reservations about recommending digital health products to their patients displayed 9 potential reservations (e., “I don’t know any that help with that, they would probably cost too much”) plus an “other” option with free text entry. The participants were instructed to select those reservations that were concerns for them, and then rank them from most to least important. This item was displayed only to participants who had not ever recommended an app or website and expressed at least some reservation about doing so in the future (ie, responded lower than “definitely yes” on the item asking about their intentions to recommend any app or website to their patients in the future; N=26).

### Data Analysis Plan

Data from all complete responses for the items reported were included in these analyses. Descriptive statistics were calculated for all demographic and professional characteristics. Basic summary statistics were used (percentages, medians, and interquartile range for Likert scale data) for all focal study items. All analyses were conducted in Stata 16 (StataCorp).

### Results

Participant demographic characteristics are presented in Table 1, and professional characteristics are presented in Table 2. The respondents (N=112) were largely master-level clinicians (n=72, 64.3%). Nearly half (n=52, 46.4%) were licensed substance abuse counselors, with many social workers (n=29, 25.9%) and mental health counselors (n=20, 17.9%) as well. Most participants reported working in an outpatient addiction treatment center, in private practice, outpatient mental health centers, or criminal justice settings. According to national data on the substance use disorder treatment workforce [10,11], a higher percentage of participants in this study were counseling staff (99% vs 42%), had a graduate education (75% vs 57%), and earned a higher annual salary (US $71,937 vs US $48,520) compared to the average substance use disorder treatment professional in the United States.

<table>
<thead>
<tr>
<th>Table 1. Demographic characteristics of the participants (N=112).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Characteristics</strong></td>
</tr>
<tr>
<td>Age (years), mean (SD; range)</td>
</tr>
<tr>
<td>Sex (female)</td>
</tr>
<tr>
<td><strong>Race or ethnicity, n (%)</strong></td>
</tr>
<tr>
<td>White</td>
</tr>
<tr>
<td>Black or African American</td>
</tr>
<tr>
<td>Asian</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
</tr>
<tr>
<td>Multiracial</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
</tr>
<tr>
<td><strong>Sexual orientation, n (%)</strong></td>
</tr>
<tr>
<td>Heterosexual or straight</td>
</tr>
<tr>
<td>Gay or lesbian</td>
</tr>
<tr>
<td>Bisexual</td>
</tr>
<tr>
<td>Other or chose not to respond</td>
</tr>
<tr>
<td><strong>US region of primary residence, n (%)</strong></td>
</tr>
<tr>
<td>Northeast</td>
</tr>
<tr>
<td>South</td>
</tr>
<tr>
<td>Midwest</td>
</tr>
<tr>
<td>West</td>
</tr>
</tbody>
</table>
Table 2. Professional characteristics of the participants (N=112).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>22 (19.6)</td>
</tr>
<tr>
<td>Some grad school</td>
<td>5 (4.5)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>72 (64.3)</td>
</tr>
<tr>
<td>Some doctoral work</td>
<td>3 (3.0)</td>
</tr>
<tr>
<td>Doctorate degree (PhD, PsyD, DNP)</td>
<td>8 (7.1)</td>
</tr>
<tr>
<td>Medical doctorate (MD, DO)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td><strong>Annual income (US $), mean (SD)</strong></td>
<td>71,937 (23,618)</td>
</tr>
<tr>
<td><strong>Employed full-time, n (%)</strong></td>
<td>104 (92.9)</td>
</tr>
<tr>
<td><strong>Professional discipline, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Psychologist</td>
<td>6 (5.4)</td>
</tr>
<tr>
<td>Social worker</td>
<td>29 (25.9)</td>
</tr>
<tr>
<td>Substance abuse counselor</td>
<td>52 (46.4)</td>
</tr>
<tr>
<td>Health educator</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Mental health counselor</td>
<td>20 (17.9)</td>
</tr>
<tr>
<td>School counselor</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Physician (other than psychiatry)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td><strong>Years of training in addictions counseling, mean (SD)</strong></td>
<td>3.6 (2.1)</td>
</tr>
<tr>
<td><strong>Years of experience in addictions counseling, mean (SD)</strong></td>
<td>10.4 (6.4)</td>
</tr>
<tr>
<td><strong>Number of sessions with each addictions client, mean (SD)</strong></td>
<td>14 (8.8)</td>
</tr>
<tr>
<td><strong>Primary work setting, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Community hospital</td>
<td>4 (3.6)</td>
</tr>
<tr>
<td>Academic hospital</td>
<td>6 (5.4)</td>
</tr>
<tr>
<td>Veterans’ affairs or military hospital</td>
<td>5 (4.5)</td>
</tr>
<tr>
<td>Outpatient mental health center</td>
<td>16 (14.3)</td>
</tr>
<tr>
<td>Inpatient mental health center</td>
<td>5 (4.5)</td>
</tr>
<tr>
<td>Outpatient addiction treatment center</td>
<td>21 (18.8)</td>
</tr>
<tr>
<td>Inpatient addiction treatment center</td>
<td>4 (3.6)</td>
</tr>
<tr>
<td>Prison or detention center</td>
<td>16 (14.3)</td>
</tr>
<tr>
<td>Community medical clinic or health center</td>
<td>7 (6.3)</td>
</tr>
<tr>
<td>Private medical clinic or health center</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Government or social service center</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>K-12 school</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Private practice</td>
<td>19 (16.0)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td><strong>Primary counseling approach, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>12-step facilitation</td>
<td>5 (4.5)</td>
</tr>
<tr>
<td>Cognitive behavioral therapy</td>
<td>15 (13.4)</td>
</tr>
<tr>
<td>Motivational interviewing</td>
<td>51 (45.5)</td>
</tr>
<tr>
<td>Acceptance and commitment therapy</td>
<td>7 (6.3)</td>
</tr>
</tbody>
</table>
In total, 74% (83/112) of the respondents had recommended that their patients with addiction use a website or smartphone app to assist them in recovery. Among those who had ever recommended a smartphone app or website, participants reported recommending 122 different apps or websites (Table 3). These participants also reported recommending one of these apps to an average of 54% of their patients. Unsurprisingly, the most recommended category of website or app was general recovery support apps, which provide a wide variety of features and content intended to facilitate recovery, including forums or groups to provide social support; meeting or service locators; daily meditations; and behavior, mood, and thought tracking, among others. One such platform, SMARTRecovery.org (9%, 11/122) was the most recommended application overall. Meditation and mindfulness apps were the second most common type of website or app that counselors recommended to their patients, with Calm (4%, 5/122) and Insight Timer (4%, 5/122) among the most popular of these. Sobriety trackers were the next most recommended category of website or app, and I Am Sober (7%, 9/122) was among the most recommended overall. In the Rooms, which is a 12-step facilitation app that links users with Alcoholics Anonymous and Narcotics Anonymous meetings nearby was also among the most common recommendations overall (7%, 9/122). Finally, some counselors also reported recommending that their patients use websites or apps that provide videos, podcasts, or written text that deliver recovery-related education and inspiration. Among the most popular of these were the Hazelden suite of smartphone apps, such as Twenty-Four Hours a Day, which provides written affirmational or inspirational content to users. Only 1 of the top 10 most frequently recommended websites or apps, Calm, has been the focus of published, peer-reviewed efficacy or effectiveness research exploring the effects of that specific product on outcomes that were potentially related to addictions. None of the apps that the counselors recommended have yet been the focus of efficacy research specifically on addiction outcomes, such as alcohol or drug use and problems, or substance use disorder symptoms.

The most frequently reported reason that counselors recommended the websites or apps to their patients was that colleagues or patients had told them they found it helpful (55%, 45/82), followed by their places of work recommending it (20%, 16/82) and professional organizations or groups recommending it (10%, 8/82). Only 9% (7/82) of the counselors reported recommending a particular website or app to their patients because rigorous, scientific studies had shown that it was helpful. However, all counselors reported the strongest intentions to recommend that their patients use a website or app to help them in recovery if rigorous, scientific studies (eg, randomized controlled trials) had been conducted on the efficacy of that website or app and had shown that using it helped patients stay sober or reduce their substance use; 94% (105/112) reported that they would “definitely” or “probably” recommend a product that was supported by this degree of evidence. The counselors also had high intentions to recommend websites or apps if others they knew (eg, colleagues or patients) found it helpful; 92% (103/112) reported that they would “definitely” or “probably” recommend such a product. Finally, only 38% (43/112) of the counselors reported that they would “definitely” or “probably” recommend an app or website to patients if its developers claimed it was helpful for users in recovery.

Of counselors who had recommended at least one app (82/112, 74%), the most common way they heard about the apps they recommended was web-based search, followed by other counselors or clinicians, patients, and professional organization conferences or conventions. By contrast, most participants reported that they would like to hear about addiction-focused apps through other counselors or clinicians and patients, followed by hearing about them through conferences or publications (eg, newsletters) maintained by their professional organizations, or through seminars at work (Table 4).

Of the 30 counselors who had not ever recommended a website or app, 79% (n=24) said they would either “probably” or “definitely” recommend that their patients use a website or smartphone app to help their patients stay sober or reduce their alcohol or drug use. However, the most frequently chosen reservation among those who had not recommended an app or were uncertain about doing so was that they did not know of any app that had been shown scientifically to help with addictions (11.6%). Other frequently identified and highly ranked reservations were concerns that their patients would not actually use them, not being generally aware of any websites or apps, and believing that their patients do not have the resources to use a computer or a smartphone (Table 5).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mindfulness-based relapse prevention</td>
<td>3 (2.7)</td>
</tr>
<tr>
<td>Dialectical behavior therapy</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Narrative therapy</td>
<td>3 (2.7)</td>
</tr>
<tr>
<td>Harm reduction</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Eclectic</td>
<td>8 (7.1)</td>
</tr>
<tr>
<td>Other</td>
<td>16 (14.3)</td>
</tr>
</tbody>
</table>
Table 3. Apps and websites that addiction counselors most recommended to their patients in recovery and their core functions (only categories with >1 recommendation are represented).

<table>
<thead>
<tr>
<th>App or website category</th>
<th>Description</th>
<th>Percent</th>
<th>Most common sites or apps (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>General recovery support</td>
<td>Provides several features, such as forums, meeting or service locators, daily meditations, sobriety counters, and calculators, intended to provide general recovery support.</td>
<td>21.3</td>
<td>SMARTRecovery.org (9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>RecoveryBox (2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Sober Grid (2)</td>
</tr>
<tr>
<td>Meditation or mindfulness</td>
<td>Provides content to help users develop mindfulness skills, such as guided meditations, education, and badges or rewards.</td>
<td>19.7</td>
<td>Calm (4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Insight Timer (4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Headspace (2)</td>
</tr>
<tr>
<td>Sobriety trackers</td>
<td>Primarily helps users track their length of sobriety, including various calculators of benefit (eg, money saved)</td>
<td>18.0</td>
<td>I Am Sober (7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Sober Tool (4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Nomo (2)</td>
</tr>
<tr>
<td>12-step facilitation</td>
<td>Helps connect users to AA(^c) or NA(^d) meetings or hosts meetings on their platforms and other AA- or NA-associated content.</td>
<td>14.8</td>
<td>In the Rooms (7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Meeting Guide (1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>12 Step Companion (1)</td>
</tr>
<tr>
<td>Inspiration, podcasts, or lectures</td>
<td>Provides video, audio, or text on recovery-related topics primarily to educate or motivate (inspire) users.</td>
<td>7.4</td>
<td>Hazelden Recovery Apps (4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SoberCast (2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>YouTube (2)</td>
</tr>
<tr>
<td>Social media</td>
<td>General social media sites or apps; counselors recommended specific recovery communities and groups.</td>
<td>7.4</td>
<td>Facebook (2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Reddit (2)</td>
</tr>
<tr>
<td>General mental health</td>
<td>Provides content intended to support general mental health, such as mood tracking and thought diaries.</td>
<td>2.5</td>
<td>CBT Thought Diary (1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mood Meter (1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Woebot (1)</td>
</tr>
<tr>
<td>Smoking cessation</td>
<td>Provides support for smoking cessation, such as quit planning, nicotine replacement therapy, and social support.</td>
<td>2.5</td>
<td>smokefree.org (1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NY Quits (1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>QuitlineNC (1)</td>
</tr>
<tr>
<td>Unknown or other</td>
<td>App or website did not fit into other categories, was not found, or its purpose was unclear.</td>
<td>4.9</td>
<td>Strengths Finder (1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Weconnect (1)</td>
</tr>
</tbody>
</table>

\(^a\)Apps or websites were grouped according to their general purposes. Many apps or websites across categories contain similar sets of features (eg, social support and daily meditations).

\(^b\)All percentages represent the percent of all identified apps or websites that the participants reported recommending.

\(^c\)AA: Alcoholics Anonymous.

\(^d\)NA: Narcotics Anonymous.
Table 4. The platform from which counselors first heard of the addiction-focused apps they recommended, and where they would like to hear about them.

<table>
<thead>
<tr>
<th>Platform or person</th>
<th>Did hear (N=82), frequency (%)</th>
<th>Would like to hear (N=112), frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web-based search</td>
<td>39 (34.8)</td>
<td>27 (24.1)</td>
</tr>
<tr>
<td>Other counselors or clinicians</td>
<td>36 (32.1)</td>
<td>75 (67.0)</td>
</tr>
<tr>
<td>Other patients or patients</td>
<td>23 (20.5)</td>
<td>49 (43.8)</td>
</tr>
<tr>
<td>Professional organization conference or convention</td>
<td>15 (13.4)</td>
<td>38 (33.9)</td>
</tr>
<tr>
<td>Professional organization newsletter or bulletin</td>
<td>14 (12.5)</td>
<td>44 (39.3)</td>
</tr>
<tr>
<td>App store (Apple App Store or Google Play)</td>
<td>12 (10.7)</td>
<td>11 (9.8)</td>
</tr>
<tr>
<td>Workshop or seminar at work</td>
<td>11 (9.8)</td>
<td>34 (30.4)</td>
</tr>
<tr>
<td>Other</td>
<td>7 (6.3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Scholarly journal article</td>
<td>3 (2.7)</td>
<td>20 (17.9)</td>
</tr>
<tr>
<td>TV advertisement</td>
<td>1 (0.9)</td>
<td>6 (5.4)</td>
</tr>
<tr>
<td>Internet advertisement</td>
<td>0 (0)</td>
<td>10 (8.9)</td>
</tr>
<tr>
<td>Company press release</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

Participants could select multiple ways in which they heard about the apps or websites they recommended. These data represent the number of times each method was identified and the percentage of all responses in which that method was selected.

Table 5. Addiction counselors’ most frequently chosen reservations about recommending that their patients use websites or apps to help them with their recovery (N=26).

<table>
<thead>
<tr>
<th>Comments</th>
<th>Frequency (%)</th>
<th>Rank, median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I don’t know of any websites or apps that help with addictions.</td>
<td>9 (8.0)</td>
<td>2 (1;3)</td>
</tr>
<tr>
<td>I don’t know of any that have been shown scientifically to help with addictions.</td>
<td>13 (11.6)</td>
<td>2 (1;2)</td>
</tr>
<tr>
<td>I don’t think websites or apps can help people reduce their alcohol or drug use.</td>
<td>5 (4.5)</td>
<td>4 (2;7)</td>
</tr>
<tr>
<td>They would probably cost too much.</td>
<td>11 (9.82)</td>
<td>2 (2;3)</td>
</tr>
<tr>
<td>I don’t think my patients would want to use them.</td>
<td>7 (6.3)</td>
<td>3 (2;4)</td>
</tr>
<tr>
<td>I don’t think my patients would actually use it even if they wanted to.</td>
<td>10 (10.7)</td>
<td>2 (1;3)</td>
</tr>
<tr>
<td>I don’t think they have the resources (a computer or smartphone) to use them.</td>
<td>9 (8.0)</td>
<td>1 (1;2)</td>
</tr>
<tr>
<td>I’m concerned it may do more harm than good</td>
<td>7 (6.3)</td>
<td>3 (2;5)</td>
</tr>
<tr>
<td>I’m concerned that, if I did, they may stop coming to counseling.</td>
<td>4 (3.6)</td>
<td>6.5 (3;8.5)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (2.7)</td>
<td>3 (3;4)</td>
</tr>
</tbody>
</table>

This item was only rated by respondents who expressed never having recommended an app to a patient in recovery and expressed some reservation about doing so in the future (N=26).

The respondents could select multiple reservations. Frequencies reflects the number of times each reason was chosen and the percentage of all selections.

Discussion

Principal Findings

The results of this study showed that 3 (75%) of every 4 licensed practicing addictions counselors surveyed had recommended that a client use a website or smartphone app to assist them in their recovery. The results also showed that counselors who had recommended an app did so with about half of their patients, suggesting that many counselors are already actively recommending addictions-focused or mental health–focused digital health products to most of their patients. However, only 1 of the apps that the counselors listed, Calm—a mindfulness and meditation app primarily marketed for improving sleep and reducing stress—has been the focus of peer-reviewed, published efficacy research, which included outcomes that are potentially relevant to addictions to date. Randomized controlled trials have shown that using the Calm app improves sleep outcomes among adults with sleep disturbance [12]. Others have shown that it could reduce depression and anxiety among patients with cancer [13,14], and that it could reduce stress among college students [15]. Although none of these research projects focuses on addictions outcomes specifically, sleep disturbances and mental health challenges frequently co-occur with substance use disorders [16,17], and counselors may be recommending the Calm app to patients to help them with those conditions. None of the apps that the counselors reported recommending to their patients had been the focus of published, peer-reviewed efficacy research focusing on outcomes directly related to addictions. However, one of the most frequently recommended applications,
SMARTRecovery.org (Self-Management and Recovery Training), is based on a face-to-face, group-based approach to addictions treatment, and this nondigital treatment has shown some promise in preliminary studies [18]. SMARTRecovery.org connects users with online group meetings and other web-based tools (eg, worksheets and exercises), but the efficacy of these web-based tools on addictions outcomes has not yet been evaluated [19]. Overall, these findings suggest that the desire of counselors is high enough to provide patients who have addiction with tools that can help them in their recovery; counselors may be recommending apps to them despite the limited availability of evidence about whether any of these apps are helpful in changing addictions-focused outcomes, such as alcohol or drug use and problems, or symptoms of substance use disorder. This is further supported by results suggesting that most counselors found the apps they recommended via online search, suggesting that many are actively searching for solutions for their patients on their own. Although the apps that the counselors recommended may be of some benefit for some patients and are unlikely to impair their recovery, doing so is not without risk; patients and counselors may spend money and time on solutions that are not helpful, and doing so could reduce trust in treatment generally. However, these findings also affirm that counselors could play an important role in encouraging the uptake of evidence-based, addictions-focused digital health tools generally.

The findings of this study also suggest that providing a strong evidence base for addictions-focused digital health products could increase the number of counselors who recommend these products to their patients. Across all counselors, intentions to recommend an app or website to their patients were highest if rigorous, scientific studies had shown it was helpful in reducing addictions outcomes. Many developers often consider efficacy testing to be a priority for helping achieve their regulatory goals; however, these results suggest that efficacy testing may also benefit the marketing and dissemination of addictions-focused products by increasing the number of counselors who recommend it to their patients. The results also suggested that counselors’ intentions to recommend were also high for a hypothetical app that their colleagues or patients found helpful, which could suggest the importance of including endorsements and testimonials from trusted sources in marketing materials. This conclusion is further supported by the counselors’ preferences that they hear about addictions-focused apps or websites through colleagues or patients. However, counselors also indicated that they would prefer to hear more about addictions-focused apps or websites from the professional associations they are involved in or their workplaces; this suggested that marketing efforts focused on both professional associations and large care providers could play an important role in successfully marketing addictions-focused digital health products. It could also suggest that implementation approaches that involve steps such as identifying and training local opinion leaders, early adopters, and “champions” of the intervention among counselors in specific professional organizations or treatment centers may be a particularly potent strategy for encouraging the uptake of any future evidence-based addictions-focused website or app [20].

Limitations

Several limitations are important to note. First, this sample represents a relatively small subset of addictions care providers; therefore, findings could be different in a larger sample or a sample composed of participants from a different variety of professional backgrounds. Second, the study materials (eg, recruitment advertisements and consent documents) disclosed that this study was about the role of technology in addictions counseling (as the institutional review board required it), so this may have attracted participants who are generally interested in using technology in addictions care. Therefore, the study may have overestimated the number of counselors who had or were willing to recommend apps to their patients. Third, the participants in the study were primarily of a White, non-Hispanic racial or ethnic background and were master-level clinicians. Therefore, the results reported here may not be generalizable to addictions counselors with other racial or ethnic backgrounds or education levels. Lastly, all items used in this study were created specifically for this study, so their reliability or validity has not yet been established.

Conclusions

In conclusion, the results of this study showed that a large majority of licensed, practicing addictions counselors had recommended apps or websites to their patients to help them in their recovery, and that those who had, did so with most of their patients. However, none of the apps that the counselors recommended to their patients had been supported by published, peer-reviewed, scientific research about their impact on addictions outcomes, likely because few such products are broadly available or marketed currently. However, the findings also showed that intentions to recommend a hypothetical addictions-focused digital health product were highest when rigorous research was available showing that the product helped reduce clinically relevant addiction outcomes, which in turn suggests that conducting this research could encourage counselors to recommend these products.
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Abstract

Background: Australians living in rural and remote areas are at elevated risk of mental health problems and must overcome barriers to help seeking, such as poor access, stigma, and entrenched stoicism. e-Mental health services circumvent such barriers using technology, and text-based services are particularly well suited to clients concerned with privacy and self-presentation. They allow the client to reflect on the therapy session after it has ended as the chat log is stored on their device. The text also offers researchers an opportunity to analyze language use patterns and explore how these relate to mental health status.

Objective: In this project, we investigated whether computational linguistic techniques can be applied to text-based communications with the goal of identifying a client’s mental health status.

Methods: Client-therapist text messages were analyzed using the Linguistic Inquiry and Word Count tool. We examined whether the resulting word counts related to the participants’ presenting problems or their self-ratings of mental health at the completion of counseling.

Results: The results confirmed that word use patterns could be used to differentiate whether a client had one of the top 3 presenting problems (depression, anxiety, or stress) and, prospectively, to predict their self-rated mental health after counseling had been completed.

Conclusions: These findings suggest that language use patterns are useful for both researchers and clinicians trying to identify individuals at risk of mental health problems, with potential applications in screening and targeted intervention.

(JMIR Form Res 2022;6(6):e33036) doi:10.2196/33036

KEYWORDS
e-mental health; text-based; counseling; Linguistic Inquiry and Word Count; LIWC; depression; anxiety; stress

Introduction

Rural Australians Are at Increased Risk of Mental Health Problems

Australians who live in rural and remote communities are at increased risk of adverse health outcomes because they face a combination of chronic, but unpredictable, stressors. Rural communities are those geographic areas located outside towns and cities, and remote areas are places that are isolated or considerably secluded from civilization. Overall, there are fewer employment opportunities than in urban centers, and reliance on primary industries leaves rural areas prone to financial instability owing to fluctuations in weather conditions, natural disasters (eg, drought, bushfires, floods, and cyclones), commodity and fuel prices, and currency exchange rates [1]. Remoteness increases the risk of mental illness, self-harm, and suicide [2]. Relative to urban areas, the suicide rate is 40% higher in rural areas, increasing to 100% higher in remote areas. Suicide rates in both rural and remote areas are also increasing.
faster than in capital cities (between 2012 and 2016, suicide rates increased by 9.2% outside capital cities, compared with 2% in capital cities) [3]. In particular, farmers are more likely to commit suicide than other occupations [4-6]. Those most at risk fit the following profile: most of them are men (>90%), are young (mean suicide age of 41 years), have recently separated or divorced (20%), live alone (33%), are more likely to be farm laborers than farm owners or managers, and have a precipitating mental condition [7].

**Barriers to Accessing Mental Health Services**

Fewer mental health professionals work in rural and remote areas than in urban areas (70%-80% less than in major cities). Those living in rural communities may be reluctant to seek counseling services owing to stigma, community gossip, entrenched stoicism, and views that help seeking is a sign of weakness [8,9].

In recent decades, technological advances have led to the implementation of e-mental health services that can circumvent some of the barriers mentioned previously and make valuable contribution to service delivery in rural areas [10]. Various technology-based approaches have been developed, including text-based, audio-delivered, or even audio-visual counseling and web-based counseling services that offer a suite of delivery methods (eg, Talkspace [11,12]). Text-based counseling may be particularly well suited to individuals who are reluctant to seek help owing to stigma and stoicism [13]. Synchronous text-based counseling involves the simultaneous participation of 2 parties (eg, a client and a therapist), who engage in real-time communication (eg, via text-based messaging). Two main aspects of text-based counseling are likely to appeal to farmers living in rural and remote communities: (1) the anonymous nature of text-based interactions and (2) low-bandwidth delivery across great distances, which eliminates the need for transport or high levels of internet connectivity.

Evidence suggests that people generally disclose emotions in similar ways when using technology and face-to-face communication [14] and that text-based communication enables some people to better express their true-self qualities [15] or to disclose more personally confronting topics [16].

A consistent observation across studies is that text-based counseling takes longer than phone counseling [17,18] and generates fewer words than verbal exchanges [19]. Some patients expressed negative views about text-based communication related to less fluid interactions, reduced content coverage, and impatience while waiting for the therapist to respond. Clients who prefer face-to-face or phone conversations have described text-based communication as too distant or impersonal. However, others have found the time delays created during the therapeutic process, thus avoiding the costs and difficulties associated with generating transcripts of audio-recorded sessions. This text chat offers possibilities that are not available to other service delivery methods: it permits the client and therapist to reread and reflect on their communication after the session has ended and it also opens up the research possibility of conducting analyses on text chats to identify linguistic patterns. Emerging literature suggests that language use patterns are reliable predictors of mental health status, but few studies have linguistically analyzed texts from individuals at risk of mental health problems. Most have mined social media [29-33] or web-based forums [34-37] to identify linguistic patterns that might be predictive of mental health status.

This study has been enabled by the development of computational linguistic tools, of which the most widely used is the Linguistic Inquiry and Word Count (LIWC) [38,39]. In addition to categorizing and counting words, LIWC offers an overview of the statistical distribution of words within predefined and psychologically meaningful categories. The capabilities of LIWC (and other similar programs or algorithms) have led researchers to explore the language use patterns of individuals with depression and other mental health conditions. Numerous studies have shown that increased use of first-person singular pronouns (eg, I, me, my, and mine) is indicative of depression [40-44], severity of depression and anxiety [45,46], general proneness to distress or negative emotionality [47,48], and suicidal ideation [49]. These promising findings suggest that language use patterns could conceivably serve as predictors of mental health, with potentially clinically significant applications.

Text-based counseling has been shown to be as effective as traditional face-to-face counseling for a variety of conditions including depression [12,22], anxiety [12,23], and emotional problems [17,21]. Therapist-guided internet-delivered treatments are effective in treating a range of mental health conditions and can be as effective as face-to-face treatments [24-26].

Text-based delivery has been rated as better than or equal to face-to-face therapy in several dimensions, including convenience, effectiveness, making progress with problems, and having access to help when needed [11]. However, it should be noted that text-based counseling may not be the optimal mode of service delivery for all clients [18] and that those who do not engage during text-based therapy will not show clinical improvement [27,28].

**Computational Linguistic Analyses of the Text-Based Counseling**

There is increasing evidence that analysis of e-mental health communications can be used to draw reliable inferences that can guide treatment. For instance, voice analysis systems have been developed that use artificial intelligence to improve treatment outcomes (eg, Eleos) or convey empathy and predict treatment engagement (eg, Lyssn AI). Text-based counseling is particularly attractive for subsequent computational linguistic analyses because it automatically documents the exchanges during the therapeutic process, thus avoiding the costs and difficulties associated with generating transcripts of audio-recorded sessions. This text chat offers possibilities that are not available to other service delivery methods: it permits the client and therapist to reread and reflect on their communication after the session has ended and it also opens up the research possibility of conducting analyses on text chats to identify linguistic patterns. Emerging literature suggests that language use patterns are reliable predictors of mental health status, but few studies have linguistically analyzed texts from individuals at risk of mental health problems. Most have mined social media [29-33] or web-based forums [34-37] to identify linguistic patterns that might be predictive of mental health status.
emotion, anxiety, and sadness words positively correlated with heightened anxiety; greater use of negative emotion, sadness, and anger words positively correlated with heightened depression; and greater use of negative emotion and anger words positively correlated with heightened panic. Compatible findings showed that the use of negative emotion words predicted symptom improvement in outpatients being treated for personality disorders [51], and use of discrepancy words (eg, would, should, wish, and hope) reliably predicted depression improvement [52]. Patients with depression who used positive emotion words early in treatment tended to have good treatment outcomes, whereas the use of past focus words was associated with poor treatment outcomes [53]. These results suggest that word use may be used to determine an individual’s psychological condition and future prognosis.

Owen et al [54] examined word use in a support intervention for women with early-stage breast cancer. More frequent use of words expressing anxiety and sadness (but not anger) was significantly correlated with improved emotional well-being at follow-up, whereas greater expression of sadness (but not anxiety or anger) was associated with improved quality of life.

Although this is an emerging research area, the level of sophistication in the analyses is rapidly improving. Seabrook et al [55] were able to reliably predict depression severity using negative emotion word instability, and interestingly, they created an emoji and internet slang supplement to the LIWC dictionary, which increased the accuracy of depression identification. In addition, it may soon be possible to combine demographic, linguistic, behavioral, and social data to construct sophisticated models to identify at-risk individuals [56].

**This Study**

This study examined an initiative funded by the Australian Government that provided text-based counseling to Australians in rural and remote communities through the Virtual Psychologist service [57]. The major aim of this study was to demonstrate the feasibility of using linguistic patterns in text-based counseling chats to predict whether an individual is experiencing depression, anxiety, or stress. The analysis was conducted using the LIWC software tool [38] on the text obtained from counseling sessions conducted over a 1-year period. The study also investigated whether language patterns were predictive of self-rated mental status. An additional consideration was to examine the characteristics of individuals who are using text-based counseling in rural and remote Australia.

**Methods**

**Ethics Approval**

This study was conducted in full compliance with the National Statement on Ethical Conduct in Human Research and approved by the Western Sydney University Human Ethics Committee (approval number H13309).

**Recruitment**

Participants were 320 clients of the Virtual Psychologist text-based counseling service, who used the service between August 2019 and September 2020 for ≥1 sessions. Virtual Psychologist is a privately owned, for-profit organization that offers counseling over a range of platforms (eg, text, voice, or video). This study involved only those clients who engaged in live text-based counseling. On average, each session lasted for 52 (SD 16) minutes. All the therapists in the Virtual Psychologist service were qualified psychologists. Funded by the Australian government, the text-based counseling service has been provided free of charge to any Australian farmer who feels that they need such service. The Virtual Psychologist service has not been scientifically evaluated, although it uses evidence-based counseling approaches. The Virtual Psychologist service was advertised through various platforms, such as radio, television, and social media (eg, Twitter and Facebook). Some participants were also referred by friends, family members, volunteers, police, or physicians. Participants were able to have as many sessions as they wanted and could ask for a session when they felt they needed it. All sessions were initiated by the participant. In most instances, the participant ended the session, usually once they felt that their pressing concerns had been addressed. All participants lived in rural or remote communities across Australia. Data from participants aged <18 years were excluded from the study.

**Materials**

Virtual Psychologist provided the data on a monthly basis to the researchers. The data consisted of the text from chat sessions, with metadata providing the date and time of each interaction and demographic information about the participant.

The LIWC tool [38] is the most widely used corpus of dictionaries for computational linguistic analyses of text data. It is a software program containing algorithms that enable it to count words belonging to different categories. To achieve this, LIWC compares words within an input text file with those within its dictionary. The output provides an overview of the statistical distribution of words within a text into predefined categories, including function words, pronouns, impersonal pronouns, verbs, auxiliary verbs, and past-tense words. The LIWC dictionaries were customized to suit the Australian data set. To achieve this, Australian spellings were added to the standard LIWC American spellings (eg, Australian agonise vs US agonize), and, where necessary, equivalent Australian words were also added (eg, Australian mobile vs US cellphone). The Australianized dictionary is described in Multimedia Appendix 1.

**Procedure**

Participants were provided with the service’s terms and conditions at the first point of contact with the Virtual Psychologist service. Then, they completed a short demographic survey, which was deidentified. Text from counseling sessions between participants and therapists were also deidentified (ie, names of people, workplaces, and landmarks were removed). Immediately after each session, participants received an SMS with a link to a short client survey regarding their mental health presenting problems (choice from a list of 20 common presenting problems; Table 1) and their experience with the Virtual Psychologist service. The survey also contained the
single-item self-rating of mental health, “How would you rate your mental health now?” (adapted from the study by Althoff et al [58]) on a 5-point scale ranging from poor to excellent. The survey was optional for participants, and the response rate for the self-rating of mental health was found to be relatively low. In July 2020, the participants who had not completed the survey in their sessions were contacted and asked to respond to the self-rating.

Table 1. Distribution of the number of text-based counseling sessions completed by each of the 270 participants. A total of 94.8% (256/270) of participants completed between 1 and 7 sessions (N=270).

<table>
<thead>
<tr>
<th>Number of sessions</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>98 (36.3)</td>
</tr>
<tr>
<td>2</td>
<td>61 (22.6)</td>
</tr>
<tr>
<td>3</td>
<td>32 (11.9)</td>
</tr>
<tr>
<td>4</td>
<td>34 (12.6)</td>
</tr>
<tr>
<td>5</td>
<td>15 (5.6)</td>
</tr>
<tr>
<td>6</td>
<td>12 (4.4)</td>
</tr>
<tr>
<td>7</td>
<td>4 (1.5)</td>
</tr>
<tr>
<td>8</td>
<td>3 (1.1)</td>
</tr>
<tr>
<td>9</td>
<td>3 (1.1)</td>
</tr>
<tr>
<td>10</td>
<td>2 (0.7)</td>
</tr>
<tr>
<td>11</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>12</td>
<td>2 (0.7)</td>
</tr>
<tr>
<td>13</td>
<td>2 (0.7)</td>
</tr>
<tr>
<td>14</td>
<td>1 (0.4)</td>
</tr>
</tbody>
</table>

Data Processing
Owing to privacy reasons, names, locations, and other identifying information in the raw text data were manually identified and replaced using labels such as NAME or PLACE by Virtual Psychologist before the data were provided to the research team. Each participant and chat session were assigned a unique participant ID and session ID, respectively. For each session, the chat text from the participant was first aggregated. To ensure compatibility with LIWC, the aggregated text data were preprocessed (normalized and restructured) using the MATLAB software developed by MathWorks. Normalization involves common text cleaning operations, including removing punctuations, extra spaces, and returns and converting all words to lowercase. Emojis and other internet slangs (if any) were left unchanged, together with spelling errors. Chat sessions containing <30 words from participants were removed; this was usually owing to participants being unable to continue soon after initiating the session (eg, poor cellular network coverage or work-related or personal situation requiring them to leave the session). A total of 33.02% (381/1154) of the sessions for 15.6% (50/320) of the participants met this criterion and were excluded from the analysis. The final data set comprised 66.98% (773/1154) of the sessions, involving 84.4% (270/320) of the participants. Figure 1 shows the workflow for data processing and analyses.

Figure 1. Workflow for the data processing and analyses. LIWC: Linguistic Inquiry and Word Count.

Data Analysis
Linguistic indicators were extracted for each session using LIWC [38,39]. We explored the relationships between the linguistic patterns in the chat sessions and participants’ self-reported psychological concerns at service entry and their mental well-being self-rating after receiving counseling. Of all possible linguistic indicators, the following 21 indicators were selected as independent variables (predictors) to be used in the predictive analysis: word count, analytical thinking score, clout score, authenticity score, emotional tone, first-person singular pronouns, positive emotions, negative emotions, causation,
insight, discrepancy, social processes, functional words, other words, affect, cognitive processes, drives, personal concerns, past focus, present focus, and future focus. The selection of these 21 indicators was based on the following reasons: first, they cover most of the word categories available in LIWC; second, the rest of the indicators available in LIWC, such as punctuation marks and relativity (motion, space, and time), were considered to have little relevance to self-reported presenting problems and self-rated mental well-being, and thus were excluded; and third, previous studies [40-54] showed that some mental health problems, such as anxiety and depression, were highly correlated with a selection of these indicators. Participants’ self-reported mental health problems at service initiation and self-rated mental well-being from the survey were treated as dependent variables in the predictive analysis. Quadratic discriminant analyses with 5-fold cross validation were conducted in MATLAB to explore the relationship between the independent and dependent variables. Each discriminant model uses a different combination of the 21 linguistic indicators as predictors to calculate the probabilities of classification response and, then, outputs the predicted classification label based on the highest probability. The performance of each model was compared to determine which discriminant model performed optimally using 3 metrics: Area under the Receiver Operating Characteristic curve (AUC), general prediction accuracy, and average prediction accuracy when the prediction probability was set to 70%, 80%, and 90%. Models with highest AUC and accuracy and lowest number of predictors were preferred.

**Results**

**Sample Description**

The text data used in the analyses reported here were collected between August 2019 and September 2020. They consist of 100% (1154/1154) of the text-based counseling sessions from 100% (320/320) of the participants who engaged with the Virtual Psychologist service. Following data cleaning and preprocessing, the final data set for linguistic and predictive analysis comprised 66.98% (773/1154) of the sessions from 84.4% (270/320) of the participants. The distribution of sessions per participant is shown in Table 1.

**Characteristics of Individuals Who Engaged in Text-Based Counseling**

On average, participants completed 3.6 (SD 3.2) sessions of text-based counseling; however, there was considerable variability in the number of sessions completed. Most participants (256/270, 94.8%) engaged in 1 to 7 sessions; however, some engaged in as many as 14 sessions. Approximately one-third (98/270, 36.3%) of the participants engaged in only 1 session. For each session, the client sent an average of 11 (SD 11; range 1-84) messages. The total number of words per session also varied widely, with an average session containing 357 (SD 300) words exchanged between the therapist and the client. This is consistent with the literature reporting that text-based chat is slower than verbal communication and results in fewer words being exchanged between conversational partners [17,18].

Data collection commenced in August 2019. However, as shown in Table 2, the number of monthly sessions increased from March 2020 owing to increase in the number of participants using the counseling service. This was likely precipitated by 2 events. First, Australia experienced unprecedented bushfires in late 2019, extending into early 2020, and rural areas were the most badly affected. Second, the first confirmed case of COVID-19 in Australia was identified on January 25, 2020 [59], resulting in Australian borders being closed to nonresidents on March 20, 2020, and government restrictions (social distancing rules and closing of nonessential services) being put in place on March 21, 2020. In our text-based chat data, bushfire-related events were mentioned 1 to 9 times per month, and COVID-19 was mentioned 2 to 22 times per month during the period from December 2019 to September 2020.

Regarding sex, most participants were women (167/270, 61.9%). As shown in Table 3, women outnumbered men by 3:1 and also completed more sessions. Of the 270 participants, 44 (16.3%) participants did not disclose their sex.

The age distribution of the participants is shown in Table 4. The sample primarily comprised young adults (age ranges 18-21 years and 22-29 years). This is consistent with reports that individuals who are comfortable with using technology are more likely to engage in text-based counseling. However, interestingly, the discrepancy between participants aged 18 to 21 years and 30 to 40 years decreases when we inspect the number of sessions completed, suggesting that the average participants aged 30 to 40 years engaged in a greater number of counselling sessions than the average participants aged 18 to 21 years. This is encouraging, as men aged 41 years are most at risk of serious mental health problems and suicide [60]. Older adults were fewer in number and, on average, engaged in fewer sessions than their younger counterparts (2 sessions).
Table 2. Number of text-based counseling sessions completed by participants in each month from August 2019 to September 2020 (N=773).

<table>
<thead>
<tr>
<th>Month and year</th>
<th>Sessions, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>August 2019</td>
<td>45 (5.8)</td>
</tr>
<tr>
<td>September 2019</td>
<td>39 (5)</td>
</tr>
<tr>
<td>October 2019</td>
<td>33 (4.3)</td>
</tr>
<tr>
<td>November 2019</td>
<td>46 (5.9)</td>
</tr>
<tr>
<td>December 2019</td>
<td>43 (5.6)</td>
</tr>
<tr>
<td>January 2020</td>
<td>26 (3.4)</td>
</tr>
<tr>
<td>February 2020</td>
<td>18 (2.3)</td>
</tr>
<tr>
<td>March 2020</td>
<td>54 (6.9)</td>
</tr>
<tr>
<td>April 2020</td>
<td>99 (12.8)</td>
</tr>
<tr>
<td>May 2020</td>
<td>76 (9.8)</td>
</tr>
<tr>
<td>June 2020</td>
<td>56 (7.2)</td>
</tr>
<tr>
<td>July 2020</td>
<td>73 (9.4)</td>
</tr>
<tr>
<td>August 2020</td>
<td>97 (12.5)</td>
</tr>
<tr>
<td>September 2020</td>
<td>68 (8.8)</td>
</tr>
</tbody>
</table>

Table 3. Number of sessions and number of participants for each sex.

<table>
<thead>
<tr>
<th>Sex</th>
<th>Sessions (N=773), n (%)</th>
<th>Participants (N=270), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>500 (64.7)</td>
<td>167 (61.9)</td>
</tr>
<tr>
<td>Male</td>
<td>162 (21)</td>
<td>59 (21.9)</td>
</tr>
<tr>
<td>Undisclosed</td>
<td>111 (14.3)</td>
<td>44 (16.3)</td>
</tr>
</tbody>
</table>

Table 4. Number of sessions completed by each age category and participants’ age distribution.

<table>
<thead>
<tr>
<th>Age categories (years)</th>
<th>Sessions (N=773), n (%)</th>
<th>Participants (N=270), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-21</td>
<td>196 (25.4)</td>
<td>74 (27.4)</td>
</tr>
<tr>
<td>22-29</td>
<td>275 (35.6)</td>
<td>77 (28.5)</td>
</tr>
<tr>
<td>30-40</td>
<td>133 (17.2)</td>
<td>43 (15.9)</td>
</tr>
<tr>
<td>41-50</td>
<td>78 (10.1)</td>
<td>39 (14.4)</td>
</tr>
<tr>
<td>51-60</td>
<td>36 (4.7)</td>
<td>15 (5.6)</td>
</tr>
<tr>
<td>61-70</td>
<td>29 (3.8)</td>
<td>12 (4.4)</td>
</tr>
<tr>
<td>Undisclosed</td>
<td>26 (3.4)</td>
<td>10 (3.7)</td>
</tr>
</tbody>
</table>

Upon referral to the Virtual Psychologist counseling service, each participant’s self-reported mental health concern was recorded (Table 5). The number of presenting problems reported by each participant ranged from 1 to 5, with an average value of 1.76 (SD 0.96). The top 3 mental health conditions that clients presented with were anxiety, depression, and stress, and they comprised approximately half of the total number of sessions. These 3 presenting problems sometimes overlapped for the same individual. Of the 270 participants, 26 (9.6%) participants reported having both depression and anxiety, 10 (3.7%) reported both depression and stress, 9 (3.3%) reported both anxiety and stress, and 4 (1.5%) reported having all the 3 problems. Approximately one-fourth of all sessions fell into the other and undisclosed categories. Apart from the explanation that participants may not be able to find the right category for their problems, this could also suggest that even for an anonymous and privacy-focused method of e-mental health service provision, there remains a considerable number of individuals for whom disclosure, and presumably stigma, remains as an issue (even when it does not prevent seeking help).

Of the 773 completed sessions, 165 (21.3%) responses obtained from 38.9% (105/270) of the participants were recorded for the single-item self-rating of mental well-being, “How would you rate your mental health now?” on a 5-point scale ranging from poor to excellent. A total of 29.7% (49/165) of responses from 40.9% (43/105) of the participants were collected immediately after the counseling sessions, and the remaining responses were collected in July 2020. Of the 21.3% (165/773) sessions with responses to the self-rating question, 51.5% (85/165) reported anxiety, depression, and stress as presenting problems, whereas
for those without responses to the self-rating question, 44.7% (272/608) reported these 3 presenting problems. Among those participants who responded to the self-rating question, 72.4% (76/105) were women, 15.2% (16/105) were men, and 12.4% (13/105) chose to remain undisclosed, whereas among those who did not respond, 57.6% (95/165) were women, 21.8% (36/165) were men, and 20.6% (34/165) chose to remain undisclosed. Regarding age distribution, of the participants who responded to the self-rating question, those in the age groups of 18 to 21 years, 21 to 29 years, and 30 to 40 years were 4% less than those who did not respond, but those in the age groups of 41 to 50 years, 51 to 60 years, and 61 to 70 years were 5.5% more than those who responded. Therefore, older women who reported anxiety, depression, and stress were more likely to respond to the self-rating question. As shown in Table 6, most participants chose fair, although responses varied widely, and made use of the full range of response options available. The average self-rating score was 2.7 (SD 1.3).

### Table 5. Presenting problems that led participants to seek counseling, expressed as distribution of the number of text-based counseling sessions completed.

<table>
<thead>
<tr>
<th>Presenting problem</th>
<th>Sessions (N=773), n (%)</th>
<th>Participants (N=270), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety</td>
<td>152 (19.7)</td>
<td>71 (26.3)</td>
</tr>
<tr>
<td>Depression</td>
<td>143 (18.5)</td>
<td>79 (29.3)</td>
</tr>
<tr>
<td>Stress</td>
<td>61 (7.9)</td>
<td>34 (12.6)</td>
</tr>
<tr>
<td>Family issues</td>
<td>50 (6.5)</td>
<td>30 (11.1)</td>
</tr>
<tr>
<td>Relationship issues</td>
<td>49 (6.3)</td>
<td>34 (12.6)</td>
</tr>
<tr>
<td>Grief and loss</td>
<td>25 (3.2)</td>
<td>12 (4.4)</td>
</tr>
<tr>
<td>Trauma issues</td>
<td>15 (1.9)</td>
<td>11 (4.1)</td>
</tr>
<tr>
<td>Suicidal thoughts</td>
<td>13 (1.7)</td>
<td>10 (3.7)</td>
</tr>
<tr>
<td>Anger</td>
<td>6 (0.8)</td>
<td>6 (2.2)</td>
</tr>
<tr>
<td>Work problems</td>
<td>6 (0.8)</td>
<td>5 (1.9)</td>
</tr>
<tr>
<td>Domestic violence</td>
<td>4 (0.5)</td>
<td>4 (1.5)</td>
</tr>
<tr>
<td>Isolation or loneliness</td>
<td>4 (0.5)</td>
<td>2 (0.7)</td>
</tr>
<tr>
<td>Critical incident</td>
<td>3 (0.4)</td>
<td>3 (1.1)</td>
</tr>
<tr>
<td>Self-harm</td>
<td>3 (0.4)</td>
<td>3 (1.1)</td>
</tr>
<tr>
<td>COVID-19</td>
<td>2 (0.2)</td>
<td>2 (0.7)</td>
</tr>
<tr>
<td>Eating disorders</td>
<td>1 (0.1)</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Friend issues</td>
<td>1 (0.1)</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Health concerns</td>
<td>1 (0.1)</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>LGBTI issues</td>
<td>1 (0.1)</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Physical abuse</td>
<td>1 (0.1)</td>
<td>1 (0.4)</td>
</tr>
</tbody>
</table>

*aTechnical issues and undisclosed presenting problems (232/773, 30% of the sessions for 121/270, 44.8% of the participants) are not listed.

*bLGBTI: lesbian, gay, bisexual, transgender, and intersex.

### Table 6. Participant responses to the single-item self-rating of mental well-being, “How would you rate your mental health now?” on a 5-point scale ranging from poor to excellent (N=165).

<table>
<thead>
<tr>
<th>Self-ratings of mental well-being</th>
<th>Sessions, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poor</td>
<td>34 (20.6)</td>
</tr>
<tr>
<td>Fair</td>
<td>53 (32.1)</td>
</tr>
<tr>
<td>Good</td>
<td>30 (18.2)</td>
</tr>
<tr>
<td>Very good</td>
<td>29 (17.6)</td>
</tr>
<tr>
<td>Excellent</td>
<td>19 (11.5)</td>
</tr>
</tbody>
</table>

**Linguistic Analysis**

The 4 basic LIWC scores are shown in Table 7: analytical thinking, clout, authenticity, and emotional tone.
The distributions of these 4 basic LIWC dimensions are shown in Table 8. Analytical thinking scores showed a shallow positive skew, with most of those scores falling within the range of 0 to 50. This indicates that participants were using a language style similar to a narrative, focused on their personal experiences. High analytical thinking scores are associated with better academic performance in tertiary education [61]. The observed concentration of scores on the other half of the scale appears to be a valid representation of the sample population being studied, that is, farmers living in rural areas.

Clout refers to social status, confidence, or leadership [62]. Clout scores showed a shallow positive distribution and were somewhat more evenly distributed across the range of scores. This may reflect different ranks or responsibilities within the sample, such as farm laborers versus farm managers and owners.

Authenticity scores showed a sharp negative distribution. Higher authenticity scores indicate truthfulness, humility, and vulnerability [63,64]. Encouragingly, this indicates that most participants were using language associated with being truthful. This is consistent with literature suggesting that text-based counseling offers high degree of privacy and anonymity, giving users time and space to select the right words to express themselves [20,21] and reveal more truthful information [16].

Emotional tone scores were the most evenly distributed among the 4 LIWC summary variables. High scores (>50) reflect more positive emotional tone [65]. Participants spanned the full range of the scale, and the mean was 57, indicating a neutral to positive emotional tone. There was a gradual increase in the number of scores toward the negative end of the scale, indicating that the sample contained individuals experiencing severe negative emotions. Encouragingly, there was also a sharp spike in the most positive interval of the scale (90-100), indicating that many participants were using positive emotion words, which included positive feelings or expressions of gratitude to the therapist.

Table 7. Descriptive statistics of Linguistic Inquiry and Word Count scores for the basic summary variables: analytical thinking, clout, authenticity, and emotional tone. Scores are calculated based on the text from each session. Summary variable scores range from 1 to 99.

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Score, mean (SD)</th>
<th>Score, median (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical thinking</td>
<td>24 (19)</td>
<td>19 (1-95)</td>
</tr>
<tr>
<td>Clout</td>
<td>34 (26)</td>
<td>28 (1-99)</td>
</tr>
<tr>
<td>Authenticity</td>
<td>75 (26)</td>
<td>86 (1-99)</td>
</tr>
<tr>
<td>Emotional tone</td>
<td>57 (34)</td>
<td>60 (1-99)</td>
</tr>
</tbody>
</table>

The category with the best-established relationship to mental health is that of first-person singular pronouns. Overuse of first-person singular pronouns (eg, I, me, my, and mine) is a marker of depression [40,42,44] and predicts the severity of depressive symptoms 8 months after treatment [46]; however, recent findings suggest that first-person singular pronoun use may be indicative of general proneness to distress or negative emotions rather than of depression specifically [47,48]. As shown in Table 9, use of first-person singular pronouns comprised 10% of the words.

Social process words (eg, share and we) also comprised approximately 10% of the words within a session. This is to be expected, as the participants were reflecting on their relationships with others.

Use of positive (eg, happy and brave) and negative (eg, sad and desperate) emotion words is known to relate to mental health and symptom severity. Individuals with depression use more negative and fewer positive emotion words [41,43]. Reduced use of negative emotion words predicts symptom improvement [51]. In this study, the frequency of positive emotion words shows a positive skew, as may be expected for individuals undergoing psychological counseling.
There is some evidence that the use of absolutist words (ie, words that indicate certainty such as always, totally, constantly, forever, completely, and entire) may predict suicidal ideation better than negative emotion words or first-person pronouns [34,36]. We expect those participants experiencing greater psychological distress to make greater use of causation words [50,51] and less use of discrepancy words [52]. As shown in Table 10, the distributions of causation words (eg, because, aggravate, and basis) resemble that of the negative emotion and insight categories. The distribution of discrepancy words (eg, would not, unusual, abnormal, and impossible) shown in Table 10, is moderately more positively skewed, which suggests that there is considerable variability within the data regarding the severity of mental health issues being experienced by participants.

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Words (%)</th>
<th>Words (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>First-person singular pronouns</td>
<td>10 (3.3)</td>
<td>10.3 (0-22.5)</td>
</tr>
<tr>
<td>Positive emotion</td>
<td>5.3 (3.2)</td>
<td>4.4 (0-27.8)</td>
</tr>
<tr>
<td>Negative emotion</td>
<td>2.7 (1.7)</td>
<td>2.6 (0-10.1)</td>
</tr>
<tr>
<td>Causation</td>
<td>1.6 (1.1)</td>
<td>1.6 (0-6.5)</td>
</tr>
<tr>
<td>Insight</td>
<td>2.8 (1.7)</td>
<td>2.8 (0-10.3)</td>
</tr>
<tr>
<td>Discrepancy</td>
<td>2 (1.5)</td>
<td>1.8 (0-12.5)</td>
</tr>
<tr>
<td>Social processes</td>
<td>10.2 (4.9)</td>
<td>9.5 (0-35.3)</td>
</tr>
</tbody>
</table>

### Table 10. Distribution of words per session for the Linguistic Inquiry and Word Count categories—first-person singular pronouns, positive emotion words, negative emotion words, causation words, insight words, discrepancy words, and social processes.

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Words (%)</th>
<th>Words (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>First-person singular pronouns</td>
<td>0.2-3.3; 1.9</td>
<td>2.3-4.6; 4.9</td>
</tr>
<tr>
<td></td>
<td>2.6-6.9; 10.5</td>
<td>6.9-9.2; 19.4</td>
</tr>
<tr>
<td></td>
<td>9.2-11.5; 29.1</td>
<td>11.5-13.8; 44.1</td>
</tr>
<tr>
<td></td>
<td>13.8-16.1; 8.3</td>
<td>16.1-18.4; 1</td>
</tr>
<tr>
<td></td>
<td>18.4-20.7; 0.3</td>
<td>20.7-23; 0.1</td>
</tr>
<tr>
<td>Positive emotion</td>
<td>0.2-2.8; 16</td>
<td>2.8-5.6; 51</td>
</tr>
<tr>
<td></td>
<td>5.6-8.4; 19.7</td>
<td>8.4-11.2; 7.6</td>
</tr>
<tr>
<td></td>
<td>11.2-14; 3.6</td>
<td>14-16.8; 1.4</td>
</tr>
<tr>
<td></td>
<td>16.8-19.6; 0.3</td>
<td>19.6-22.4; 0.1</td>
</tr>
<tr>
<td></td>
<td>22.4-25.2; 0.1</td>
<td>25.2-28; 0.1</td>
</tr>
<tr>
<td>Negative emotion</td>
<td>0.1-1.1; 14.9</td>
<td>1.1-2.2; 23.5</td>
</tr>
<tr>
<td></td>
<td>2.2-3.3; 28.8</td>
<td>3.3-4.4; 17.6</td>
</tr>
<tr>
<td></td>
<td>4.4-5.5; 8.5</td>
<td>5.5-6.6; 4.4</td>
</tr>
<tr>
<td></td>
<td>6.6-7.7; 1.8</td>
<td>7.7-8.8; 0.1</td>
</tr>
<tr>
<td></td>
<td>8.8-9.9; 0</td>
<td>9.9-11; 0.3</td>
</tr>
<tr>
<td>Causation</td>
<td>0-0.65; 21</td>
<td>0.65-1.3; 15.4</td>
</tr>
<tr>
<td></td>
<td>1.3-1.95; 27.8</td>
<td>1.95-2.6; 21.2</td>
</tr>
<tr>
<td></td>
<td>2.6-3.25; 9.8</td>
<td>3.25-3.9; 2.7</td>
</tr>
<tr>
<td></td>
<td>3.9-4.55; 0.9</td>
<td>4.55-5.2; 0.5</td>
</tr>
<tr>
<td></td>
<td>5.2-5.85; 0.3</td>
<td>5.85-6.5; 0.4</td>
</tr>
<tr>
<td>Insight</td>
<td>0-1.1; 16.2</td>
<td>1.1-2.2; 20.6</td>
</tr>
<tr>
<td></td>
<td>2.2-3.3; 27.2</td>
<td>3.3-4.4; 21.3</td>
</tr>
<tr>
<td></td>
<td>4.4-5.5; 9.3</td>
<td>5.5-6.6; 4</td>
</tr>
<tr>
<td></td>
<td>6.6-7.7; 0.9</td>
<td>7.7-8.8; 0.1</td>
</tr>
<tr>
<td></td>
<td>8.8-9.9; 0.1</td>
<td>9.9-11; 0.3</td>
</tr>
<tr>
<td>Discrepancy</td>
<td>0-1.3; 29.2</td>
<td>1.3-2.6; 45</td>
</tr>
<tr>
<td></td>
<td>2.6-3.9; 17.2</td>
<td>3.9-5.2; 4.8</td>
</tr>
<tr>
<td></td>
<td>5.2-6.5; 1.8</td>
<td>6.5-7.8; 1.2</td>
</tr>
<tr>
<td></td>
<td>7.8-9.1; 0.5</td>
<td>9.1-10.4; 0.1</td>
</tr>
<tr>
<td></td>
<td>10.4-11.7; 0</td>
<td>11.7-13; 0.1</td>
</tr>
<tr>
<td>Social processes</td>
<td>0-3.6; 4.9</td>
<td>3.6-7.2; 23.4</td>
</tr>
<tr>
<td></td>
<td>7.2-10.8; 30.7</td>
<td>10.8-14.4; 23</td>
</tr>
<tr>
<td></td>
<td>14.4-18; 11.3</td>
<td>18-21.6; 4.4</td>
</tr>
<tr>
<td></td>
<td>21.6-25.2; 1.6</td>
<td>25.2-28.8; 0.3</td>
</tr>
<tr>
<td></td>
<td>28.8-32.4; 0.4</td>
<td>32.4-36; 0.1</td>
</tr>
</tbody>
</table>

### Predictive Analysis

#### Overview

Quadratic discriminant analyses were conducted to explore the relationship between the linguistic categories provided by LIWC and mental health status. Each discriminant model used a different combination of linguistic categories as predictors to calculate the probabilities of classification response and, then, outputs the predicted classification label based on highest probability. Then, 5-fold cross validation was applied to each of the discriminant models. The performance of the different models was compared to determine which discriminant model performed optimally. Model performance was assessed using the following three metrics:

1. Examining the AUC: Interpretation of AUC varies across disciplines. In applied psychology, given the large number of variables that can influence human behavior, AUC values ≥0.71 are considered as strong effects [66].
2. General prediction accuracy.
3. Average prediction accuracy when the prediction probability was set to 70%, 80%, and 90% (calculated from the accuracy curve; refer to example shown in Figure 2). The prediction accuracy increases considerably when the prediction probability is >70%.
First, we examined whether language use patterns could be used to discriminate the top 3 presenting problems (ie, anxiety, depression, and stress; Table 5) from the remaining pool of presenting problems (binary classification). This distinction was deemed important because these 3 presenting problems were the most frequently occurring problems within the data set, and they are the most studied in the literature. Accurate, scalable classification would be useful for screening and for targeted interventions.

Before reporting the binary classification results, we inspect the differences in LIWC counts between the top 3 presenting problems and the pool of remaining presenting problems. To do this, we present boxplots for each LIWC count of interest. Boxplots are a standardized way of visualizing the distribution of data by presenting the median, first and third quartiles (edges of the box), and minimum and maximum (error bars); they indicate the spread of the data, whether it is symmetrical, how tightly it is grouped, and skewness. Differences in boxplots between classification options would be indicative of accurate predictions in the corresponding discriminant analyses. Figure 3 shows boxplots for the 4 basic LIWC counts. The top 3 presenting problems, relative to the others, were differentiated by lower clout and authenticity scores and higher emotional tone scores.

Figure 4 shows boxplots for the LIWC categories. In the upper panel, the top 3 presenting problems were differentiated from the others by an increased use of first-person singular pronouns and insight words, but less use of discrepancy and social process words. In the lower panel, the 2 classifications may also be differentiated by words in 3 predefined LIWC categories: cognitive processes, future focus, and drives.
Figure 4. Boxplots of the Linguistic Inquiry and Word Count categories for the top 3 presenting problems (red) and the remaining pool of other presenting problems (blue).

Table 11 presents the evaluation metrics (AUC, general accuracy, and average accuracy) for the best 5 discriminant models for discriminating the top 3 from the remaining pool of presenting problems using combinations of 1 to 5 and all predictors (binary classification). The data used in the binary classification comprised linguistic predictors extracted from 66.98% (773/1154) of the sessions with 84.4% (270/320) of the participants. Table 11 shows that general accuracy of the best discriminant models reached approximately 70% (exceeding the 50% chance level), with AUC of 0.76, indicating good discrimination and a strong effect. When the confidence of prediction was high, the average accuracy of prediction reached approximately 80%. Interestingly, increasing the number of predictors in the discriminant models did not offer continuous improvements in any of the evaluation metrics. Regarding the trade-off between model performance (here, accuracy and AUC) and model size (i.e., the number of predictors used), models with 3 to 4 predictors seem to be optimal in terms of the balance between good accuracy and model complexity. Regarding LIWC categories, clout, future focus, discrepancy, emotional tones, drives, social processes, insight, and first-person singular pronouns were the most frequently occurring predictors among the discriminant models listed in Table 11.
Table 11. Best 5 models for discriminating the top 3 from the remaining pool of presenting problems.

<table>
<thead>
<tr>
<th>Number of predictors and predictor names</th>
<th>AUC (^a)</th>
<th>General accuracy (%)</th>
<th>Average accuracy (^b) (%)</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clout score</td>
<td>0.70</td>
<td>64.9</td>
<td>86</td>
<td>0.68</td>
</tr>
<tr>
<td>Social processes</td>
<td>0.68</td>
<td>62.2</td>
<td>84.2</td>
<td>0.64</td>
</tr>
<tr>
<td>Authenticity score</td>
<td>0.66</td>
<td>61.4</td>
<td>81.5</td>
<td>0.67</td>
</tr>
<tr>
<td>First-person singular pronouns</td>
<td>0.66</td>
<td>62.7</td>
<td>84</td>
<td>0.65</td>
</tr>
<tr>
<td>Word count</td>
<td>0.64</td>
<td>56.8</td>
<td>N/A (^c)</td>
<td>0.45</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clout score+discrepancy</td>
<td>0.74</td>
<td>66.9</td>
<td>80.4</td>
<td>0.70</td>
</tr>
<tr>
<td>Clout score+functional</td>
<td>0.73</td>
<td>67.3</td>
<td>82.5</td>
<td>0.70</td>
</tr>
<tr>
<td>Clout score+future focus</td>
<td>0.73</td>
<td>67</td>
<td>81</td>
<td>0.70</td>
</tr>
<tr>
<td>Clout score+drives</td>
<td>0.73</td>
<td>66</td>
<td>82.9</td>
<td>0.68</td>
</tr>
<tr>
<td>Clout score+insight</td>
<td>0.73</td>
<td>68.2</td>
<td>83.6</td>
<td>0.69</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clout score+discrepancy+focus future</td>
<td>0.75</td>
<td>67.1</td>
<td>77.6</td>
<td>0.70</td>
</tr>
<tr>
<td>Clout score+drives+future focus</td>
<td>0.75</td>
<td>67.8</td>
<td>79.4</td>
<td>0.70</td>
</tr>
<tr>
<td>Insight+social processes+functional</td>
<td>0.74</td>
<td>67.8</td>
<td>81.8</td>
<td>0.69</td>
</tr>
<tr>
<td>Clout score+authenticity score+future focus</td>
<td>0.74</td>
<td>67</td>
<td>78</td>
<td>0.69</td>
</tr>
<tr>
<td>Clout score+insight+drives</td>
<td>0.74</td>
<td>68.3</td>
<td>81.5</td>
<td>0.70</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clout score+positive emotions+discrepancy+future focus</td>
<td>0.76</td>
<td>67.9</td>
<td>77.7</td>
<td>0.71</td>
</tr>
<tr>
<td>Clout score+emotional tone score+discrepancy+future focus</td>
<td>0.76</td>
<td>66.9</td>
<td>78.6</td>
<td>0.70</td>
</tr>
<tr>
<td>First-person singular pronouns+discrepancy+social processes+future focus</td>
<td>0.75</td>
<td>67.7</td>
<td>77.4</td>
<td>0.70</td>
</tr>
<tr>
<td>Clout+first-person singular pronouns+discrepancy+future focus</td>
<td>0.75</td>
<td>68.3</td>
<td>77.8</td>
<td>0.71</td>
</tr>
<tr>
<td>Clout+insight+drives+future focus</td>
<td>0.75</td>
<td>68.4</td>
<td>79.1</td>
<td>0.70</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clout score+emotional tone score+discrepancy+functional+future focus</td>
<td>0.76</td>
<td>68.8</td>
<td>76.5</td>
<td>0.70</td>
</tr>
<tr>
<td>Clout score+emotional tone score+discrepancy+drives+future focus</td>
<td>0.76</td>
<td>67</td>
<td>77.3</td>
<td>0.71</td>
</tr>
<tr>
<td>Clout score+emotional tone score+discrepancy+social processes+future focus</td>
<td>0.76</td>
<td>68.4</td>
<td>77.9</td>
<td>0.71</td>
</tr>
<tr>
<td>Clout score+emotional tone score+insight+discrepancy+future focus</td>
<td>0.76</td>
<td>68.3</td>
<td>77.8</td>
<td>0.71</td>
</tr>
<tr>
<td>Word count+clout score+emotional tone score+discrepancy+future focus</td>
<td>0.76</td>
<td>67.7</td>
<td>78.5</td>
<td>0.70</td>
</tr>
<tr>
<td>21 (^d) All predictors</td>
<td>0.72</td>
<td>63.8</td>
<td>67.9</td>
<td>0.66</td>
</tr>
</tbody>
</table>

\(^a\)AUC: Area under the Receiver Operating Characteristic curve.

\(^b\)Average accuracy when the predicted probability threshold is set to 70%, 80%, and 90%.

\(^c\)N/A: not applicable.

\(^d\)The best models with 6-20 predictors (total of 75 items) have lower AUC, general accuracy, average accuracy, and F1 score, thus are omitted.

**Multiclass Classification of Presenting Problem**

The second set of results relates to the task of using language patterns to differentiate between the top 3 mental health presenting problems (ie, anxiety, depression, or stress). For this multiclass classification, chance level is 33.3%. **Figure 5** shows boxplots for the 4 basic LIWC counts. For all the 4 counts, there was considerable overlap across the 3 presenting problems. Of the 4 counts, analytical thinking score was the most promising for differentiating anxiety from depression and stress (red is lower than black and blue).
Figure 5. Boxplots of the 4 basic Linguistic Inquiry and Word Counts (analytical thinking, clout, authenticity, and emotional tone) for the top 3 presenting problems: anxiety (red), depression (black), and stress (blue).

Figure 6 shows individual boxplots for the LIWC categories for each of the top 3 presenting problems. Again, there was considerable overlap across the top 3 presenting problems, suggesting that they share common features. Of the available LIWC categories, the most promising category in terms of differentiation was the first-person singular pronouns, which showed elevated counts for anxiety and depression relative to stress. However, the high degree of overlap across the LIWC categories suggests that it may be difficult to differentiate the top 3 presenting problems from one another.

Figure 6. Boxplots of the Linguistic Inquiry and Word Count categories for each of the top 3 presenting problems: anxiety (red), depression (black), and stress (blue).
Table 12 presents the evaluation metrics for the best 5 discriminant models for discriminating between the top 3 mental health presenting problems (anxiety, depression, and stress) using combinations of 1 to 5 and all predictors. The data used in the classification comprised linguistic predictors extracted from 30.85% (356/1154) of the sessions with 44.7% (143/320) of the participants. Table 12 shows that the general accuracy of the best discriminant models was slightly >50% (compared with 33.3% chance level). Cohen $\kappa$ coefficient reached 0.21, showing fair agreement between prediction and ground truth. When the confidence of prediction was high, the average accuracy of prediction for most discriminant models were between 50% and 70%. Increasing the number of predictors did not substantially improve prediction accuracy. These results suggest that it is difficult to differentiate the top 3 presenting problems (ie, anxiety, depression, and stress) on the basis of LIWC categories, even though performance was well above chance level. Of the LIWC categories, analytical thinking score, cognitive processes, first-person singular pronouns, past focus, and present focus were the most frequently occurring predictors among the discriminant models listed in Table 12.

**Table 12.** Best 5 discriminant models for differentiating between the top 3 mental health presenting problems (anxiety, depression, and stress).

<table>
<thead>
<tr>
<th>Number of predictors and predictor names</th>
<th>Cohen $\kappa$ coefficient</th>
<th>General accuracy (%)</th>
<th>Average accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analytical thinking score</td>
<td>0.12</td>
<td>49.2</td>
<td>71.6</td>
</tr>
<tr>
<td>Cognitive processes</td>
<td>0.12</td>
<td>49.2</td>
<td>52.6</td>
</tr>
<tr>
<td>Affect</td>
<td>0.12</td>
<td>48.6</td>
<td>33.3</td>
</tr>
<tr>
<td>First-person singular pronouns</td>
<td>0.09</td>
<td>47.2</td>
<td>83.3</td>
</tr>
<tr>
<td>Social processes</td>
<td>N/A</td>
<td>46.9</td>
<td>N/A$^b$</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analytic thinking score+first-person singular pronouns</td>
<td>0.14</td>
<td>50.3</td>
<td>75.1</td>
</tr>
<tr>
<td>Analytical thinking score+past focus</td>
<td>0.14</td>
<td>50.3</td>
<td>74.2</td>
</tr>
<tr>
<td>Analytical thinking score+cognitive processes</td>
<td>0.14</td>
<td>50</td>
<td>70.6</td>
</tr>
<tr>
<td>First-person singular pronouns+cognitive processes</td>
<td>0.14</td>
<td>50</td>
<td>54.2</td>
</tr>
<tr>
<td>First-person singular pronouns+past focus</td>
<td>0.14</td>
<td>50</td>
<td>57.1</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First-person singular pronouns+negative emotions+functional</td>
<td>0.18</td>
<td>50.6</td>
<td>66.8</td>
</tr>
<tr>
<td>Analytical thinking score+past focus+present focus</td>
<td>0.17</td>
<td>52</td>
<td>71.7</td>
</tr>
<tr>
<td>Analytical thinking score+emotional tone score+drives</td>
<td>0.17</td>
<td>51.4</td>
<td>77.5</td>
</tr>
<tr>
<td>Emotional tone score+cognitive processes+drives</td>
<td>0.17</td>
<td>51.4</td>
<td>66.7</td>
</tr>
<tr>
<td>First-person singular pronouns+cognitive processes+present focus</td>
<td>0.17</td>
<td>51.4</td>
<td>56.2</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative emotions+social processes+functional+focus present</td>
<td>0.21</td>
<td>50.8</td>
<td>68.7</td>
</tr>
<tr>
<td>Negative emotions+affect+drives+past focus</td>
<td>0.21</td>
<td>48.9</td>
<td>60.6</td>
</tr>
<tr>
<td>Analytical thinking score+affect+cognitive processes+present focus</td>
<td>0.2</td>
<td>52</td>
<td>64.6</td>
</tr>
<tr>
<td>Word count+analytical thinking score+causation+past focus</td>
<td>0.19</td>
<td>52</td>
<td>66.1</td>
</tr>
<tr>
<td>Word count+analytical thinking score+causation+present focus</td>
<td>0.19</td>
<td>52</td>
<td>62.7</td>
</tr>
<tr>
<td>$2^b$ All predictors</td>
<td>0.09</td>
<td>43.3</td>
<td>46.3</td>
</tr>
</tbody>
</table>

$^a$N/A: not applicable.

$^b$The best models with 5-20 predictors (total of 80 items) have lower Cohen $\kappa$ coefficient, general accuracy, and average accuracy, thus are omitted.

**Binary Classification of Self-rating of Mental Well-being**

The next set of analyses was regarding whether language use patterns can identify individuals with the poorest future mental health status by discriminating those individuals who rated their health as poor from the rest, that is, those who assigned the ratings fair to excellent (binary classification). Again, this distinction is important because those participants who rated their mental health as poor are more likely to require targeted intervention.

Discriminant models used all participants (105/105, 100%) and linguistic indicators extracted from 21.3% (165/773) of the corresponding chat sessions. Table 13 presents the evaluation metrics for the best 5 discriminant models for discriminating poor rating for self-rated mental health from other ratings.
ranging from fair to excellent using combinations of 1 to 5 and all predictors in each model. Table 13 shows that the general accuracy of the best discriminant models reached approximately 80% (exceeding the 50% chance level), with AUC reaching 0.73, showing good discrimination. When the confidence of prediction was high, the average accuracy of prediction was within the range of 80% to 90%. Increasing the number of predictors did not substantially improve AUC and prediction accuracy. Again, regarding the trade-off between model performance (here, accuracy and AUC) and model size (ie, the number of predictors used), models with 4 to 5 predictors were optimal in terms of the balance between good accuracy and model complexity. Analytical thinking score, positive emotions, discrepancy, causation, drives, first-person singular pronouns, and cognitive processes were the most frequently occurring predictors among the best-performing discriminant models.

Further analysis was conducted on a subset of participants (43/105, 40.9%) who responded to the single-item mental health self-rating immediately after the chat session (49/165, 29.7%). On the basis of language use patterns, a binary classification procedure was able to distinguish those who rated their current mental health status as poor from those who rated their health as fair to excellent (2-5 out of 5) with high discrimination accuracy (AUC 0.95, general accuracy 85.7%, and average accuracy 88.7%), showing a better prediction of participant’s mental health status shortly after a chat session.

All participants who had engaged in the text-based counseling service since August 2019 were contacted in July 2020 and asked to respond to the single-item rating of their mental health. This increased the number of responses from 49 to 165. Binary classification of this expanded data set yielded an acceptable accuracy rate (AUC 0.73); however, this was not as high as that for the participants who rated their mental health immediately after counseling had occurred. We interpret this as an encouraging indication that language use patterns are robust predictors of mental health status and that a larger data set of mental health ratings recorded immediately after counseling would likely yield excellent classification based on language use patterns. All analyses were rerun with the custom Australianized dictionary, but this did not improve the accuracy for any of the models.
Table 13. Best 5 discriminant models for discriminating poor response to self-rated mental health from other ratings (fair to excellent).

<table>
<thead>
<tr>
<th>Number of predictors and predictor names</th>
<th>AUC(^a)</th>
<th>General accuracy (%)</th>
<th>Average accuracy (%)</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analytical thinking score</td>
<td>0.59</td>
<td>79.4</td>
<td>84.3</td>
<td>0.56</td>
</tr>
<tr>
<td>Discrepancy</td>
<td>0.59</td>
<td>79.4</td>
<td>82.7</td>
<td>0.56</td>
</tr>
<tr>
<td>Insight</td>
<td>0.53</td>
<td>77.6</td>
<td>53.5</td>
<td>0.49</td>
</tr>
<tr>
<td>Present focus</td>
<td>0.51</td>
<td>79.4</td>
<td>75.9</td>
<td>0.55</td>
</tr>
<tr>
<td>Causation</td>
<td>0.50</td>
<td>79.4</td>
<td>82</td>
<td>0.55</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analytical thinking score+other words</td>
<td>0.66</td>
<td>79.4</td>
<td>88.4</td>
<td>0.55</td>
</tr>
<tr>
<td>Discrepancy+drives</td>
<td>0.64</td>
<td>79.4</td>
<td>87.2</td>
<td>0.55</td>
</tr>
<tr>
<td>Clout score+social processes</td>
<td>0.63</td>
<td>79.4</td>
<td>87.2</td>
<td>0.55</td>
</tr>
<tr>
<td>Analytical thinking score+emotional tone score</td>
<td>0.62</td>
<td>79.4</td>
<td>85.9</td>
<td>0.56</td>
</tr>
<tr>
<td>Analytical thinking score+positive emotions</td>
<td>0.62</td>
<td>79.4</td>
<td>85.8</td>
<td>0.56</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive emotions+discrepancy+personal concerns</td>
<td>0.70</td>
<td>81.2</td>
<td>89</td>
<td>0.63</td>
</tr>
<tr>
<td>Analytical thinking score+other words+drives</td>
<td>0.69</td>
<td>79.4</td>
<td>86.5</td>
<td>0.55</td>
</tr>
<tr>
<td>Analytical thinking score+clout score+other words</td>
<td>0.68</td>
<td>76.4</td>
<td>88.8</td>
<td>0.45</td>
</tr>
<tr>
<td>Analytical thinking score+positive emotions+other words</td>
<td>0.67</td>
<td>79.4</td>
<td>86.1</td>
<td>0.56</td>
</tr>
<tr>
<td>Analytical thinking score+positive emotions+discrepancy</td>
<td>0.66</td>
<td>80</td>
<td>88.6</td>
<td>0.59</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analytical thinking score+other words+cognitive processes+drives</td>
<td>0.72</td>
<td>78.2</td>
<td>87.5</td>
<td>0.52</td>
</tr>
<tr>
<td>Analytical thinking score+positive emotions+discrepancy+personal concerns</td>
<td>0.71</td>
<td>78.2</td>
<td>89.2</td>
<td>0.52</td>
</tr>
<tr>
<td>Positive emotions+causation+discrepancy+personal concerns</td>
<td>0.70</td>
<td>77.6</td>
<td>90</td>
<td>0.49</td>
</tr>
<tr>
<td>Analytical thinking score+clout score+first-person pronouns+positive emotions</td>
<td>0.70</td>
<td>80</td>
<td>88.8</td>
<td>0.59</td>
</tr>
<tr>
<td>Analytical thinking score+positive emotions+discrepancy+drives</td>
<td>0.70</td>
<td>78.2</td>
<td>87.6</td>
<td>0.52</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analytical thinking score+positive emotions+causation+discrepancy+drives</td>
<td>0.73</td>
<td>80.6</td>
<td>87.9</td>
<td>0.60</td>
</tr>
<tr>
<td>Analytical thinking score+clout score+positive emotions+social processes+other words</td>
<td>0.72</td>
<td>80</td>
<td>88</td>
<td>0.59</td>
</tr>
<tr>
<td>Analytical thinking score+emotional tone score+discrepancy+other words+personal concerns</td>
<td>0.72</td>
<td>78.8</td>
<td>87.9</td>
<td>0.54</td>
</tr>
<tr>
<td>Analytical thinking score+positive emotions+discrepancy+other words+drives</td>
<td>0.72</td>
<td>80</td>
<td>87.5</td>
<td>0.59</td>
</tr>
<tr>
<td>Clout score+positive emotions+discrepancy+social processes+personal concerns</td>
<td>0.72</td>
<td>81.2</td>
<td>89.7</td>
<td>0.63</td>
</tr>
<tr>
<td>2(^b) All predictors</td>
<td>0.45</td>
<td>34.7</td>
<td>32.1</td>
<td>0.30</td>
</tr>
</tbody>
</table>

\(^a\)AUC: Area under the Receiver Operating Characteristic curve.
\(^b\)The best models with 6-20 predictors (total of 75 items) have lower AUC, general accuracy, average accuracy, and F1 score, thus are omitted.

**Discussion**

**Principal Findings**

This study aimed to determine whether language use patterns during the course of text-based counseling with a human therapist could be used to predict mental health status. Computational linguistic techniques were used to explore predictive relationships between language use patterns and the participants’ underlying psychological presenting problem, which was recorded before the commencement of counseling, and the self-ratings of their current mental health status, which were recorded after counseling had been completed.
The two aims of the study were to investigate whether language use patterns could be used to (1) identify mental health presenting problems in the clients of Virtual Psychologist and (2) predict their self-reported mental health status. Our computational analysis was able to predict the top 3 presenting problems (anxiety, depression, and stress) with an accuracy of 80% (Table 11). The analysis was able to discriminate between those top 3 presenting problems with an accuracy ranging from 50% to 70% (Table 12), which was above the chance level. For the prediction of mental health status as determined by responses to the question, “How would you rate your mental health now?,” the average accuracy of prediction was good, ranging from 80% to 90% (Table 13).

Language Use Patterns Can Be Used to Accurately Classify Presenting Problem and Future Mental Health Status

The findings suggest that language use patterns are useful indicators of mental health presenting problems and also predictive of future mental health status. We were able to use linguistic patterns to discriminate the top 3 presenting problems from the remaining pool of 17 presenting problems. This binary classification was able to separate participants with high accuracy. This finding is consistent with previous studies that have reported that depression has linguistic markers, such as increased use of first-person personal pronouns [40-44] and negative emotion words [51]. This study extends past findings by examining language use in a sample of participants with clinically significant presentation, who were receiving text-based counseling. In addition, the approach used here confirms the viability of using text-based counseling chat logs to enable computational linguistic analyses to determine the type of presenting problem.

The predictive analysis was successful in classifying the participants based on their self-ratings of mental health. Binary classification yielded high accuracy in identifying those participants who rated their mental health as poor following counseling versus those who rated it as fair to excellent. This finding provides compelling evidence that linguistic patterns are accurate and robust predictors of future mental health status. Our results support existing evidence that there are linguistic markers related to reductions in symptom severity and improved treatment outcomes [51-53]. To further improve accuracy, we recommend measuring participants’ mental health in a standardized way to reduce variability introduced, for example, by differences in how long after the completion of counseling, the mental health status was measured; however, we acknowledge the difficulties in implementing these recommendations in a real-world clinical context.

As shown in Tables 11 and 13, several linguistic parameters emerged in both the best-performing models for predicting the presenting problems and self-rated mental well-being: first-person singular pronouns, emotional tones, and drives. These linguistic indicators seem to be more related to certain mental problems than other indicators found in existing studies conducted using other approaches [40-44,51-53]. Therefore, our results are consistent with those of previous studies. However, similar to many other computational approaches, one of the disadvantages of using discriminant analysis to find the best-performing prediction model with specific parameters is that, sometimes, it is difficult to interpret why certain parameters emerge as important predictors.

Unlike the study by Seabrook et al [55], the use of a customized dictionary did not improve the accuracy of our analyses. It is unclear why we did not observe similar improvements in depression identification as reported by those authors. There are several important differences between the 2 studies regarding the participant populations and methods of data collection. Seabrook et al [55] recruited participants from a younger age range, likely from urban areas; analyzed Facebook and Twitter status updates; and related these to the scores from a mood-tracking app that their participants downloaded and used. This differs markedly from the farmers recruited in this study, who were engaged in text-based psychological counseling. It is possible that the counseling context is less likely to elicit Australianism, such as slang and other colloquialisms, than posts on social media.

Differentiating Anxiety From Depression From Stress Is Difficult

Our observation that the models successfully differentiated the top 3 presenting problems from the rest, but were less accurate in differentiating among the top 3 presenting problems, requires explanation. This suggests that the top 3 presenting problems (anxiety, depression, and stress) share common features. This commonality may refer to both the linguistic patterns that individuals with these conditions use and the psychological symptoms that they exhibit. For instance, all 3 problems are likely to affect mood and motivation. Depression and anxiety are known to be highly comorbid conditions. Indeed, 45.7% of individuals with lifetime major depressive disorder also had a lifetime history of ≥1 anxiety disorders [67]. Depression and anxiety also commonly coexist [68]. Furthermore, stress is a response to pressures or threats, whereas anxiety may manifest as a reaction to the stress. Anxiety may not have a clear cause, and as a result, can last longer and be more difficult to treat, but at the time of presentation, both may be affecting the individual. Recall that our participants were recruited during the combined unprecedented events of the Australian bushfire season of 2019 to 2020 and the global COVID-19 pandemic. It seems entirely valid that it may not be possible to statistically differentiate anxiety, depression, and stress from one another because a sizable proportion of participants may have copresented with 2 or all 3 of these mental health problems simultaneously.

Another explanation is that it is unknown whether these conditions can be differentiated using default LIWC categories. This is the first study to attempt to differentiate depression from anxiety from stress using linguistic patterns as computed by LIWC. Improved differentiation might be possible by refining the analysis to count the words with the strongest predictive power to separate one condition from the other (ie, going to a finer level of resolution than the coarse LIWC category), as has been demonstrated elsewhere [54]. These possibilities await to be tested in future studies.
Implications for Practice

The potential applications of an accurate, scalable approach to mental health are far-reaching, with implications for early screening and targeted interventions. Mental disorders are a leading cause of disability worldwide, with enormous economic consequences including lost productivity, employee absenteeism [69], and additional strain placed on carers [70] and health systems [71]. The economic costs owing to lost productivity and absenteeism, even in the case of mild depression, are estimated to be AUD $8 billion (US $5.68 billion) per annum [69]. Although natural language processing of electronic health records is increasingly being used to study mental illness [72], case notes written by therapists and clinicians do not capture the implicit nuances present in the language use patterns of their clients. Thus, they do not lend themselves to the types of predictive analyses described here. Being able to predict future mental health status would enable proactive and early identification of at-risk individuals and bolster harm minimization efforts. On the basis of the linguistic analyses and predictions introduced here, an automated application could be developed to run in the background after each text-based counseling session and output the possible presenting problems and mental well-being status. This could be useful for clinical psychologists to screen at-risk individuals at an early stage and provide subsequent intervention if needed. Thus, such an application would have the potential use of an assistive tool for clinical psychologists. The ultimate goal of such studies is to accurately predict which individuals are at risk of mental health problems (including suicide) so that mental health professionals can intervene and save that person’s life. The present data offer the tantalizing possibility that text-based predictors of mental health status may enable large-scale automatic screening of mental illness and identification of at-risk individuals in the not-too-distant future.

Limitations and Future Directions

This study has several limitations. First, language use patterns were related to the participants’ presenting problems and self-rated mental health status, but no neuropsychological assessments were administered. Given that our ultimate aim was to identify individuals at risk of clinically significant presentation, it would be advantageous to be able to relate language use patterns to standardized measures of psychological function.

Second, although three-fourth of the participants completed multiple sessions of counseling, the data set only permitted us to relate their language use patterns to presenting problems (recorded before the commencement of treatment) or self-reported mental health status (recorded after they had received counseling). Given that changes in language use have been observed during the course of treatment and these changes have been linked to treatment outcomes [73-75], it would be useful to also track such changes longitudinally when trying to determine a client’s presenting problem. In addition, changes in language use could also be predictive of responsiveness to treatment and future mental health status. For example, increasing use of reflexive language and decreasing use of external language in therapeutic conversation have been associated with better therapeutic outcomes [73].

Third, although the size of the analyzed sample was considerable, the response rate for the self-rating of mental well-being was relatively low (165/773, 21.3% of the sessions). Future replications using similar approaches would benefit from larger data sets, which will increase statistical power and support the detection of significant associations between increased number of variables.

To address these limitations, future studies should include standardized neuropsychological assessments and pharmacological management histories. Ideally, these should be administered at multiple time points during the course of the study to measure changes in symptom severity and how they are reflected in the changes in language use.

Conclusions

This study suggests that language use patterns during the course of text-based counseling are robust predictors of mental health status in farmers living in rural and remote communities. Linguistic patterns can be used to accurately assign individuals into one of the top 3 presenting problem categories. They can also differentiate those top 3 presenting problems from the pool of other presenting problems via binary classification. If replicated in other samples, computational linguistic analyses may be applied to big data approaches for mental health screening at the population level, providing insight into the linguistic patterns underlying the mental health needs of Australians and improving the speed and scale of identification of at-risk individuals. We were also able to accurately predict future mental health status (as measured by self-ratings) based on linguistic patterns. This technique can potentially provide a sensitive measure of future mental health status that may be used as an early indicator of being predisposed to mental health conditions such as depression, anxiety, and stress.

Text-based counseling serves an important treatment function and has the potential to span great distances to provide e-mental health services to areas where service capacity is lacking. Although text-based communication has limitations (slower than vocal exchanges, faceless, and impersonal), for some segments of the population, it is appealing because of those limits rather than in spite of them (low bandwidth and perceived as offering space and privacy). This study contributes to the understanding of the best approaches for using technology to promote mental well-being and identify individuals at risk of mental health problems.
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Abstract

Background: The emergence of Artificial Intelligence (AI) has been proven beneficial in several health care areas. Nevertheless, the uptake of AI in health care delivery remains poor. Despite the fact that the acceptance of AI-based technologies among medical professionals is a key barrier to their implementation, knowledge about what informs such attitudes is scarce.

Objective: The aim of this study was to identify and examine factors that influence the acceptability of AI-based technologies among medical professionals.

Methods: A survey was developed based on the Unified Theory of Acceptance and Use of Technology model, which was extended by adding the predictor variables perceived trust, anxiety and innovativeness, and the moderator profession. The web-based survey was completed by 67 medical professionals in the Netherlands. The data were analyzed by performing a multiple linear regression analysis followed by a moderating analysis using the Hayes PROCESS macro (SPSS; version 26.0, IBM Corp).

Results: Multiple linear regression showed that the model explained 75.4% of the variance in the acceptance of AI-powered care pathways (adjusted $R^2 = 0.754; F_{9,0} = 22.548; P < .001$). The variables medical performance expectancy ($β = .465; P < .001$), effort expectancy ($β = -.215; P = .005$), perceived trust ($β = .221; P = .007$), nonmedical performance expectancy ($β = .172; P = .08$), facilitating conditions ($β = -.160; P = .005$), and professional identity ($β = .156; P = .06$) were identified as significant predictors of acceptance. Social influence of patients ($β = .042; P = .63$), anxiety ($β = .021; P = .84$), and innovativeness ($β = .078; P = .30$) were not identified as significant predictors. A moderating effect by gender was found between the relationship of facilitating conditions and acceptance ($β = -.406; P = .09$).

Conclusions: Medical performance expectancy was the most significant predictor of AI-powered care pathway acceptance among medical professionals. Nonmedical performance expectancy, effort expectancy, perceived trust, and professional identity were also found to significantly influence the acceptance of AI-powered care pathways. These factors should be addressed for successful implementation of AI-powered care pathways in health care delivery. The study was limited to medical professionals in the Netherlands, where uptake of AI technologies is still in an early stage. Follow-up multinational studies should further explore the predictors of acceptance of AI-powered care pathways over time, in different geographies, and with bigger samples.

(JMIR Form Res 2022;6(6):e33368) doi: 10.2196/33368
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Introduction

Health care systems are currently burdened owing to an aging population, increasing life expectancy, the development of expensive therapies, an inefficient design, and a growing demand for a good quality of care [1]. This has resulted in rising health care expenditure and threatened the accessibility of care [1]. Artificial Intelligence (AI), broadly defined as the capability of a machine to imitate intelligent human behavior [2], has the potential to help improve many of these challenges. Through the development of sophisticated algorithms, AI can assist in the diagnosis, monitoring, and treatment of patients, it can help streamline services and render administrative tasks more efficient [3]. Even though AI has already been proven beneficial in several health areas, such as clinical decision support, patient monitoring, health interventions, and health care administration [4-6], its impact on health care delivery has thus far remained limited [7].

Several barriers for entry have been identified, which explain the underuse of AI in health care delivery, including regulatory constraints, ethical considerations, lack of transparency, and the lack of facilitating conditions [8-10]. In addition, a crucial barrier for the implementation of AI-based technologies is the lack of adoption among medical professionals [9]. Moreover, individuals’ acceptance and utilization of technologies are proposed to be the most important factors for health technology adoption [11]. Currently, it is poorly understood what the reasons are for medical professionals (not) adopting AI technologies. Recently, some studies have been conducted to research the perspectives of the end users in the implementation of AI-based technologies, but more insight is essential [12].

The lack of understanding as to what informs the resistance among medical professionals in regard to the adoption of AI-based technologies can have important negative consequences, as it can limit and delay substantial improvements in health care delivery and result in wasted research and high design costs. Therefore, this study investigated medical professionals’ perspectives on the adoption of AI-powered care pathways by identifying which factors influence, and to what degree, the acceptability of AI-based technologies among these stakeholders.

This study focused on AI-powered care pathway technology. This technology enables the management of chronic diseases on a digital platform. All stakeholders (including medical professionals, patients, and caregivers), involved medical activities, and associated support programs are included in this platform. It enables medical professionals to constantly monitor their patient population’s disease activity and mental well-being through a patient app. The care pathways were designed to offer the right care at the right time and are continuously risk-adjusted using AI. This risk adjustment is created through several steps. The first step entails updating the patient’s data into the system. In the second step, the data are classified in the patient’s risk profile. In the third step, the risk profile–learning models and algorithms (based on AI) update the care pathway upon the most recent profile of the patient. From the update, a new recommendation is formulated (or not, if no alteration is necessary). Lastly, the medical professional can accept or reject the received recommendation based on various considerations and in dialogue with the patient.

Methods

Recruitment

The target population consisted of medical professionals who were employed at a Dutch hospital or other hospital staff who worked on improvement of the quality of care. Participants were mainly invited to participate through the physicians’ network (email, LinkedIn, virtual, and in-person meetings). A web-based survey was created using Qualtrics [13]. The data were gathered between the April 20 and June 1, 2021. The survey took approximately 7 minutes to complete.

Model

To determine factors that influence the acceptability of AI-powered care pathways among medical professionals, the validated Unified Theory of Acceptance and Use of Technology (UTAUT) model was extended and subsequently applied [14]. According to the UTAUT model, the acceptance of new technology can be measured by the behavioral intention (BI) to use a certain technology. The following predictor variables from UTAUT were included for the analysis: performance expectancy (PE; divided into medical and nonmedical), effort expectancy (EE), social influence (SI; divided in to social influence patients and medical), and facilitating conditions (FC) [14]. The original construct performance expectancy was divided into medical and nonmedical since Shaw et al [15] stated that AI-based technologies have different relevant tasks (clinical, epidemiological, and operational), and uncovering the value proposition between these tasks is an essential consideration for successful adoption. To uncover the value proposition for AI-powered care pathways, the construct of performance expectancy medical (clinical in article of Shaw et al [15]) and performance expectancy nonmedical (operational in article of Shaw et al [15]). The construct of social influence was divided since different studies highlighted that social influence is often studied from one influential group while neglecting influence of other groups [3,4,16,17]. Eckhardt et al [16] proposed to derive relevant influential groups and treat their different impacts with due respect. In light of this study, two main influential groups were identified, namely medical professionals and patients, resulting in the following constructs: social influence medical experts (SIME) and social influence patients (SIPA). The model was enriched with several variables that relevant scientific literature from multiple disciplines identified as playing a role in shaping the technology acceptance of AI-based technologies. These variables were the following: perceived trust (PT) [18], anxiety (AN) [19], professional
Identity (PI) [20], and innovativeness (IN) [21] (Table 1). Furthermore, three moderators from the UTAUT model were included, namely age, gender, and experience [14]. In the original model, experience is defined as experience with the used technology. In the light of this study, this moderator was not applicable since AI-powered care pathways are in a premature stage of implementation. Therefore, the definition was changed to “Years of experience in the medical field” [22]. An additional moderator, profession, was added since different professions have different responsibilities and tasks, which is hypothesized to influence the relationships between the predictor variables and the acceptance. A schematic overview of the model is shown in Figure 1.

**Table 1.** Definitions of the predictor variables for the behavioral intention to use artificial intelligence (AI)-powered care pathways.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Operational definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical performance expectancy</td>
<td>Degree to which an individual believes that using AI-powered care pathways will help him or her to attain gains in terms of the provided quality of care [14,15]</td>
</tr>
<tr>
<td>Nonmedical performance expectancy</td>
<td>Degree to which an individual believes that using AI-powered care pathways will help him or her to attain gains in productivity, efficiency, and communication [14,15]</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>Degree of ease associated with the use of the system [14]</td>
</tr>
<tr>
<td>Social influence patients</td>
<td>Degree to which an individual perceives that patients believe that he or she should use the new system [14,16,17]</td>
</tr>
<tr>
<td>Social influence medical</td>
<td>Degree to which an individual perceives that other medical organizations or colleagues believe that he or she should use the new system [14,16,17]</td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td>Degree to which an individual believes that an organizational and technical infrastructure exists to support the use of the system [14]</td>
</tr>
<tr>
<td>Perceived trust</td>
<td>Users’ specific trust that AI-powered care pathways have the ability, integrity, and benevolence in providing their service [18]</td>
</tr>
<tr>
<td>Anxiety</td>
<td>The fear (eg, sadness, perception, and stress caused by stress-creating situations) experienced by an individual during their interaction with AI-powered care pathways [19]</td>
</tr>
<tr>
<td>Professional identity</td>
<td>The attitudes, values, knowledge, beliefs, and skills that are shared with others within a professional role being undertaken by the individual [23]</td>
</tr>
<tr>
<td>Innovativeness</td>
<td>Degree to which an individual is relatively earlier in adopting an innovation than other members of his (social) system [21]</td>
</tr>
</tbody>
</table>

*The original determinant in the Unified Theory of Acceptance and Use of Technology (UTAUT) model of performance expectancy was divided in two separate variables since performance expectancy for AI-powered care pathways can be viewed from a medical and nonmedical perspective.

*The original determinant in the UTAUT model of social influence was divided in two separate variables since it is hypothesized that patients and medical organizations or colleagues have different influences.

**Figure 1.** Overview of the conceptual model used in this study. The predictor variables (performance expectancy, effort expectancy, social influence, facilitating conditions, perceived trust, anxiety, professional identity, and innovativeness) are hypothesized to influence the variance the acceptance of AI-powered care pathways. The moderators (age, gender, experience, and profession) are hypothesized to influence the relationship between the predictor variables and the dependent variable. AI: artificial intelligence, UTAUT: Unified Theory of Acceptance and Use of Technology.

### Survey

The survey contained questions about demographics including age, gender, experience, and profession. Then, the survey participants were invited to rate statements concerning the constructs that needed to be ranked using a 5-point Likert scale (1=totally disagree, 5=totally agree). The survey items were formulated by adopting statements from prior research and by...
developing new statements within the research group (Multimedia Appendix 1 for statements). Before collecting the data, the survey was tested extensively through a pilot study with graduate students, individuals who were not familiar with AI-powered care pathways, and DEARhealth staff. This pilot tested for confusing formulations, lay-out problems, the approximate time to complete the survey, and the technical resources needed. Where needed, adjustments were subsequently made.

Statistical Analysis

Measurement Model Testing

To assess the reliability of the measurements, the internal consistency was tested using Cronbach $\alpha$ values. The commonly used rule of thumb for Cronbach $\alpha$ was used where a value is acceptable above .6, questionable between .5 and .6, and unacceptable below .5 [24]. Methods to try and ensure reliability such as item removal were performed when problems of reliability arose. Furthermore, Pearson correlations between predictor variables were tested to rule out any internal relations, a rule of thumb of >0.7 was used.

Relationship Testing

The data were analyzed using SPSS (version 26; IBM Corp) including the extension PROCESS macro developed by [25]. To exclude responses with missing data, a data clean was conducted. A descriptive analysis to get an insight into the respondents' demographic characteristics was conducted. Then, a multiple linear regression analysis was performed to test the contribution of each predictor variable on the variance of BI. Before conducting the multiple linear regression analysis, the assumptions were checked to rule out violations. The checked violations were linearity, multivariate outliers, heteroscedasticity, and multicollinearity. A $P$ value of <.01 was considered significant (Multimedia Appendix 2). Lastly, moderation analysis was conducted using PROCESS model 1. The moderation analysis used hierarchical multiple regression with an interaction term.

Ethical Considerations

No additional ethical approval was needed according to the online check performed using the web-based BETCHIE test of the Beta faculty of Vrije Universiteit Amsterdam, which indicated that the target group was not considered a vulnerable group in this research. The privacy of the respondents was ensured by anonymizing the survey in Qualtrics. The researchers could not track the source of the survey, and no private information was collected. Participating in this research was voluntary.

Results

Participants

In total, 111 health care professionals started the survey. After excluding respondents with missing answers (n=41) or monotone answers (n=3), 67 remained. Of the 67 participants, 41 (61.2%) identified as female and 26 (38.8%) as male. The age distribution in this research was the following: <35 years (20/67, 29.9%), 35-55 years (n=27, 40.3%), and >55 years (n=20, 29.9%). For the different medical professions, an overrepresentation of physicians (n=28, 41.8%) was identified as compared to the number of nurses (n=14, 20.9%) and nurse specialists (n=2, 3.0%) (Table 2).
Table 2. Participant demographics (N=67).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n</th>
<th>Participants, %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>26</td>
<td>38.8</td>
</tr>
<tr>
<td>Female</td>
<td>41</td>
<td>61.2</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>5</td>
<td>7.5</td>
</tr>
<tr>
<td>25-34</td>
<td>15</td>
<td>22.4</td>
</tr>
<tr>
<td>35-44</td>
<td>16</td>
<td>23.9</td>
</tr>
<tr>
<td>45-54</td>
<td>11</td>
<td>16.4</td>
</tr>
<tr>
<td>55-64</td>
<td>17</td>
<td>25.4</td>
</tr>
<tr>
<td>≥65</td>
<td>3</td>
<td>4.5</td>
</tr>
<tr>
<td><strong>Experience in the medical field</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤2</td>
<td>5</td>
<td>7.5</td>
</tr>
<tr>
<td>3-5</td>
<td>10</td>
<td>14.9</td>
</tr>
<tr>
<td>6-10</td>
<td>7</td>
<td>10.4</td>
</tr>
<tr>
<td>11-20</td>
<td>19</td>
<td>28.4</td>
</tr>
<tr>
<td>21-30</td>
<td>14</td>
<td>20.9</td>
</tr>
<tr>
<td>≥31</td>
<td>12</td>
<td>17.9</td>
</tr>
<tr>
<td><strong>Profession</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician</td>
<td>28</td>
<td>41.8</td>
</tr>
<tr>
<td>Nurse specialist</td>
<td>2</td>
<td>3.0</td>
</tr>
<tr>
<td>Nurse</td>
<td>14</td>
<td>20.9</td>
</tr>
<tr>
<td>Management</td>
<td>11</td>
<td>16.4</td>
</tr>
<tr>
<td>Consultant</td>
<td>11</td>
<td>16.4</td>
</tr>
<tr>
<td>Other function in hospital</td>
<td>13</td>
<td>19.4</td>
</tr>
</tbody>
</table>

Outcomes

**Measurement Testing Findings**

A Cronbach α score was calculated for each construct of the model to validate the internal consistency of the measurement statements within the variable (Table 3). The variable of SIME showed a Cronbach α below .50 and was removed from the analysis. The Pearson correlation coefficients between any of the predictor variables did not exceed 0.7, indicating an acceptable correlation between the predictors (Multimedia Appendix 3).
Table 3. Internal reliability of the constructs based on the 3 statements using Cronbach α values. Social influence medical experts (SIME) and facilitating conditions (FCs) showed unacceptable internal consistency (Cronbach α<.5). Item removal resulted in a better Cronbach α for facilitating conditions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Cronbach α</th>
</tr>
</thead>
<tbody>
<tr>
<td>Innovativeness</td>
<td>.706</td>
</tr>
<tr>
<td>Anxiety</td>
<td>.701</td>
</tr>
<tr>
<td>FC1+FC2 (item removal of FC3)</td>
<td>.455 → .512</td>
</tr>
<tr>
<td>Nonmedical performance expectancy</td>
<td>.662</td>
</tr>
<tr>
<td>Social influence patients</td>
<td>.667</td>
</tr>
<tr>
<td>Medical performance expectancy</td>
<td>.638</td>
</tr>
<tr>
<td>Social influence medical experts</td>
<td>.244</td>
</tr>
<tr>
<td>Professional identity</td>
<td>.748</td>
</tr>
<tr>
<td>Perceived trust</td>
<td>.717</td>
</tr>
<tr>
<td>Effect expectancy</td>
<td>.816</td>
</tr>
<tr>
<td>Behavioral intention</td>
<td>.916</td>
</tr>
</tbody>
</table>

Regression Outcomes

The results of multiple linear regression analysis showed significant relationships between the predictor variables and the acceptance of AI-powered care pathways. Overall, the results show that 75.4% of the variance in the acceptance can be explained by the independent variables of the model (adjusted $R^2=0.754; F_{9,0}=22.548; P<.001$). From the data, it can be concluded that the model is highly significant ($P<.001$). The analysis indicated that the variables medical performance expectancy (MEPE; $β=.465; P<.001$), nonmedical performance expectancy (NMPE; $β=.172; P=.08$), PT ($β=.221; P=.007$), and PI ($β=.156; P=.06$) had a significant positive effect on the acceptance of AI-powered care pathways (Figure 2 and Multimedia Appendix 4). Both EE ($β=-.215; P=.005$) and FC ($β=-.160; P=.005$) were found to have a negative impact on acceptance. From the magnitude of the $β$ statistics, MEPE had the biggest impact on variance followed by PT, EE, NMPE, FC, and PI. Some variables did not show a significant result, including SIPA ($β=.042; P=.63$), AN ($β=.021; P=.84$), and IN ($β=.078; P=.30$).

Figure 2. Overview of the individual relationships of the predictor variables and the acceptance of artificial intelligence–powered care pathways. Medical performance expectancy (MEPE), nonmedical performance expectancy, effort expectancy, facilitating condition, perceived trust, and professional identity showed a significantly influential relationship on acceptance where MEPE had the largest impact. Social influence patient, anxiety, and innovativeness did not show a significant relationship on the variance in acceptance. The predictor variable social influence medical was excluded from the analysis since it showed a poor internal consistency. n.s.: not significant.
**Moderating Outcomes**

The moderating effects of gender, age, experience, and profession were each tested for the relationships between the individual predictor variables and the acceptance to use AI-powered care pathways (Multimedia Appendix 5). Gender had a significant moderating effect on the relationship between facilitating conditions and the acceptance to use AI-powered care pathways ($β=-.406; P=.09$), indicating that being male had a positive moderating effect and female had a negative moderating effect (Figure 3). No other significant moderators were identified.

**Discussion**

**Principal Findings**

This study investigated the technology acceptance of AI-powered care pathways among medical professionals. The model explained 75.4% of the variance in acceptance of the medical professionals. The predictor variables MEPE, NMPE, EE, FC, PT, and PI were found to significantly influence the acceptance of AI-powered care pathways. SIPA, SIME, IN, and AN were not found to significantly influence the behavioral intention. One moderating relationship was found; gender moderates the relationship between FC and acceptance, with identifying as male increasing the likelihood of accepting AI-powered care pathways.

**Comparison With Prior Work**

The predictor MEPE was found to have the highest impact on the acceptance of AI-powered care pathways. Several studies on the acceptance of health technology also identified performance expectancy as the main predictor [12,14,26-29]. The Predictor PEME was also found to be most important goal of physicians in the qualitative study of Lai et al [12]—they concluded that providing the best care for the patients was the main goal of physicians, and if AI-based technologies could enhance that, they were not opposed to change and the use of AI-based technologies. These findings confirm that medical professionals are more willing to use AI-powered care pathways when they see the benefits and added value considering the quality of care. Interestingly, when comparing the magnitude of the $β$ values, MEPE was found to have more than double the influential strength compared to NMPE, implying that the perceived added value in terms of work efficiency, productivity, and communication has a lower impact on the acceptance than the perceived added value for the quality of care. This finding is in line with that of Shaw et al [15], where they stated that it is important to look at the value proposition between different added values a technology can bring. This finding suggests that the medical professionals in this study focus on the clinical relevance of AI-powered care pathways and that they would be more interested in the integrated care approach they would facilitate. Another possible explanation for this considerable difference in magnitude could be that medical professionals are less aware about the added value that AI-powered care pathways have regarding efficiency, productivity, and communication as most information about AI in health care tends to focus on the impact it can have on clinical aspects. This might have resulted in NMPE being less influential than MEPE in the variance of the acceptance.

A positive impact of PI was found, implying that if medical professionals perceive AI-powered care pathways as a positive stimulus to their career growth, professional status, and financial situation, they would be more willing to use the technology, and vice versa. This finding confirms the results of Jussupow et al [20], who proposed that for the successful implementations of information technology, especially AI in health care, it is crucial to identify and address professional identity threats. Currently, none of the popular technology acceptance models (UTAUT, Technology Acceptance Model, Diffusion of Innovation, and Technology Readiness Phases) include a determinant considering the influence of PI. This study highlights the importance of involving PI when studying the acceptance of target groups with a strong PI or social status and when dealing with AI-based technologies.

Social influence was not found to be an influential factor (both SIME and SIPA), which is contrary to several other studies that highlighted its importance for the adoption of new technologies [14,30]. The lack of impact of social influence in this study could be explained by the premature-stage AI-powered care pathways that the technology is in, as key opinion leaders are still absent and insufficient successful examples are present [31]. Future research should confirm if this is indeed the case. Furthermore, COVID-19 could have lowered the prioritization of AI-based technologies since the pandemic pressured the medical professionals, and no additional time was available to focus on AI-based technologies. This may have shaped their...
priorities and interests when they filled in the survey in ways that possibly rendered insignificant the effect of social influence. One could also argue that social influence not only shapes and helps direct the activities and approaches of medical professionals, but also is itself influenced by socioeconomic circumstances or changes along with them. During the pandemic, social influence may therefore have focused on aspects or technologies more readily directed at managing the pandemic.

This study indicated that a higher perception of the availability of FC had a negative impact on the acceptance of AI-powered care pathways, which is contrary to previous studies [32]. This implies that if medical professionals perceive the FC in their medical organization—including training and technological resources—as better, they would be less likely to accept AI-powered care pathways. This could be explained by medical professionals perceiving good FCs as a workload increase due to additional trainings and technical tasks. Interestingly, it was found that gender moderates this relationship where identifying as female had a negative moderating effect, and identifying as male a positive moderating effect. This finding is in line with that reported by Haluza and Wernhart [33], who stated that there are gender divergences that are important to incorporate when formulating a new strategy for eHealth and telemedicine implementation.

However, narrowing in on the characteristics of the specific respondent groups reveals a nonrandom sample in terms of different medical professions (Multimedia Appendix 6); all nurses included in this study identified as female, whereas physicians largely identified as male. This nonrandom sample could have influenced the moderating effect of gender given the way in which tasks and responsibilities are distributed among these professional categories. Since nurses continue to perform more administrative work compared to physicians, they may view good FC as a constraint in that it may add to their already broad repertoire of tasks, whereas physicians may view FC as a helping tool particularly given their focus on MEPE [34]. In addition, the speed of technological advances in the work field requires continuous development of new skills, which might be more challenging to cope with for nurses owing to the highly varied nature of their tasks. Therefore, they may perceive the better FC more as a demand to keep up with the fast digitalization [35,36]. Besides the difference in job-specific tasks, the differences in professional identity and distribution of professional rewards based on the acquisition of new skills could also have an influence. Traditionally, a greater focus has been placed on the need for physicians to keep up to date with the latest clinical insights and approaches, and differences in professional status and social standing have often been derived on the basis of their frequent participation to such activities. In contrast, even though important transformations have taken place over the last decades in this sense, the main task of nurses is still seen by many as the provision of care, often understood as a quality that nurses somehow naturally possess rather than a set of skills that could be trained and fostered [37]. Thus, to the extent that such trainings may not lead to obvious professional rewards, nurses may see them more as a constraint and an imposition rather than as an opportunity. Furthermore, this result may have also been influenced by the broader and often gendered realities of nurses’ lives, where family duties and other caring obligations outside their professional roles may prevent them from wanting or being able to take on new work roles and responsibilities. However, regional differences in the professional identity of nurses and physicians were found [38]. The limited sample in this study did not allow us to unambiguously prove if FC is indeed influenced by the profession or if it is mainly caused by gender. However, it is strongly suggested that both profession and gender play a role in how the perceived FC influences acceptance, so future studies should explore the relationship between these two variables and the underlying reasoning.

Strengths and Limitations

To our knowledge, this is the first study assessing the predictors of acceptance of AI-based technologies among medical professionals, thereby contributing to a poorly understood but increasingly relevant research area. A strength of this research was that it succeeded to identify significant relationships that influence acceptance. Another strength was the successful utilization of the UTAUT model and extensions of the model. This creates a foundation for future research in the acceptance of AI-based technologies. Furthermore, the quantitative nature of this study allows for more generalizable results and facilitates comparisons with future studies.

Some limitations were present in this study. Selection bias was unavoidable since the respondents participated voluntarily on the internet, which might have resulted in more individuals with an enthusiasm and interest about AI in health care. The selection bias could have been increased by the recruitment via the physicians’ network. This might have resulted in more positive results since this network contains a lot of medical professionals with an interest in health technology.

The results revealed approximately 40% responses with missing values. Most health care professionals stopped the survey at the information page about AI-powered care pathways. This page required some reading and thus some effort to learn about AI-powered care pathways. Even though efforts made for the information provided about the AI-powered care pathways were succinct, the health care professionals may not have had the time to read these materials owing to the increased work pressure they experienced during the COVID-19 pandemic. Future iterations of this study should also interrogate respondents about the modalities through which they would be most successfully informed about these technologies when they are implemented. Visual or video materials might be more helpful when engaging with very busy professionals.

Furthermore, AI-powered care pathways are in the beginning of the implementation phase and therefore did not include the actual use behavior of AI-powered care pathways. This study could therefore not show if the acceptance is valid for predicting the actual use behavior.

Last, the used measures should be tested regarding their psychometric properties. Even though the constructs used in this study were mainly based upon validated models, the usefulness in the context of AI-powered care pathways needs
to be further investigated. In addition, new constructs were added and some constructs were adjusted, which requires further investigation. The internal consistency of the constructs was tested with the Cronbach $\alpha$. Two constructs (FC and SIME) showed low internal consistency. FC was still included owing to the exploratory nature; we did consider lower Cronbach $\alpha$ values ($<.5$) since it adds critical information to the research. The internal consistency of SIME did not allow for its inclusion in deregression. This is a limitation since this study misses a potential predictor and it could still have contributed to nonzero amounts to the explained variance in the case of correlated regressors, which can be done by influencing other significant regressors.

**Future Implications**

This research should function as a foundation for future longitudinal research. Future research could identify if acceptance differs over adoption steps and when more awareness about the technology is present. This study was conducted in quite a premature stage where actual use is still limited. Furthermore, future research should identify if the used model is applicable in different health care systems or in other regions of the world. Since this research was conducted in the Netherlands and included all type of medical organizations, variations between organizational cultures, differences in professional identity, and the difference in public opinion about AI were not taken into account. Insight into these differences could help develop adequate implementation strategies per region and organization.

Adaptations were made to make the model fit better to the research aim. Future studies should focus on further validating the model in the context of AI-based technologies, especially the construct with poor internal consistency.

Since performance expectancy was found as the strongest predictor for the acceptance of AI-powered care pathways, this should be high priority during implementation of AI-based health technologies. The added value of these technologies should be clearly communicated to the end users. PT was the second most influencing variable for the acceptance of AI-powered care pathways. Strategies on how to increase trust in AI-based technologies should therefore be formulated for successful adoption in health care. Even though trust is found to be an important facilitator for acceptance, future research should not only focus on how to increase trust but also what effect this trust has on the actual use, since studies found that people tend to overtrust and misinterpret the outcomes of AI-based decision support [39-41].

The quantitative nature of this study did not allow us to understand the medical professionals’ reasoning underlying the found outcomes. Future qualitative studies are therefore recommended to understand how specific personality traits, the amount of understanding of AI-powered care pathways, or other contextual factors influence the acceptance of AI-based technologies.

**Conclusions**

This study sheds light on what factors have the largest impact on the acceptance of AI-powered care pathways among hospital staff and medical professionals. The model explained 75.4% of the variance in the behavioral intention. MEPE, NMPE, EE, PT, and PI were found to significantly influence behavioral intention where medical performance expectancy was found to have the largest impact. The moderator gender was found to significantly influence the relationship between facilitating conditions and acceptance. Since this study was conducted among Dutch medical professionals over a limited period of time and at a stage where the implementation of these technologies is still limited, follow-up surveys and multinational studies could further explore the predictors of acceptance of AI-powered care pathways over time and in different context.
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Abstract

Background: Digital physical activity (PA) program use has been associated with higher PA guideline adherence during COVID-19 pandemic confinements. However, little is known longitudinally about exercise locations (inside vs outside the home environment), digital program use, and their associations with moderate-to-vigorous PA (MVPA) and muscle-strengthening activities (MSAs) during the pandemic.

Objective: The aims of this study were to assess the relationship between exercise location and use of digital programs with PA guideline adherence during the COVID-19 pandemic, describe how individuals exercised inside and outside of their home environments, and explore which sociodemographic and contextual factors were associated with exercise locations and digital PA program use.

Methods: Active UK adults (N=1938) who participated in the 1-month follow-up survey of the Health Behaviours During the COVID-19 Pandemic (HEBECO) study (FU1, June-July 2020) and at least one more follow-up survey (FU2, August-September; FU3, November-December 2020) reported exercise locations and types of exercises inside and outside their homes, including digital programs (online/app-based fitness classes/programs), MVPA, and MSA. Generalized linear mixed models were used to assess associations of exercise location and digital PA program use with PA guideline adherence (MVPA, MSA, full [combined] adherence), and predictors of exercise location and digital program use.

Results: As the pandemic progressed, active UK adults were less likely to exercise inside or to use digital PA programs compared with periods of initial confinement: 61% (95% CI 58%-63%; weighted n=1024), 50% (95% CI 48%-53%; weighted n=786), and 49% (95% CI 46%-51%; weighted n=723) performed any exercise inside their homes at FU1, FU2, and FU3, respectively. At FU1, FU2, and FU3, 22% (95% CI 21%-25%; weighted n=385), 17% (95% CI 15%-19%; weighted n=265), and 16% (95% CI 14%-18%; weighted n=241) used digital PA programs, respectively. Most participants who exercised inside already owned indoor equipment, used digital PA programs, or had their own workout routines, whereas MVPA and gentle walking were the most common exercise types performed outside the home. Being female, nonwhite, having a condition limiting PA, indoor exercising space, a lower BMI, and living in total isolation were associated with increased odds of exercising inside the home or garden compared with outside exercise only. Digital PA program users were more likely to be younger, female, highly educated, have indoor space to exercise, and a lower BMI. While exercising inside was positively associated with MSA and exercising outside was positively associated with MVPA guideline adherence, both inside (vs outside only) and outside (vs inside only) activities contributed to full PA guideline adherence (odds ratio [OR] 5.05, 95% CI 3.17-8.03 and OR 1.89, 95% CI 1.10-3.23, respectively).
Digital PA program use was associated with a higher odds of MSA (OR 3.97-8.71) and full PA (OR 2.24-3.95), but not with MVPA guideline adherence.

**Conclusions:** During the COVID-19 pandemic, full PA guideline adherence was associated with exercising inside and outside of one’s home environment and using digital PA programs. More research is needed to understand the reach, long-term adherence, and differences between digital PA solutions.

(JMIR Form Res 2022;6(6):e35021) doi:10.2196/35021
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**Introduction**

Insufficient physical activity (PA) and sedentary behavior are among the leading risk factors for premature mortality and chronic conditions, and present a global public health concern [1,2]. The World Health Organization (WHO) recommends 150 weekly minutes of moderate-to-vigorous PA (MVPA) and two weekly sessions of muscle-strengthening activities (MSAs) for adults [2]. However, approximately one-third of the English population aged 16 years or over did not meet MVPA guidelines in 2019 [3], and the prevalence of MSA guideline adherence is reported to be as low as 10%-30% across countries [4]. The economic costs of insufficient PA for the National Health Service England are estimated at £450 million (~US $568 million) a year [5]. The COVID-19 pandemic confinements have been linked to worldwide declines in PA levels [6] and changes in individuals’ exercise habits [7]. To mitigate the impact of the COVID-19 pandemic and to inform responses to future pandemics, it is important to understand what helps individuals to exercise sufficiently during restrictions and at different phases of the pandemic, and whether digital PA programs can support this activity.

Population-level negative impacts of the initial pandemic confinements on PA and sedentary behavior have been reported in multiple observational studies [6,8-10]. In England, the proportion of active individuals aged 16 years or older dropped by 7.1% to 5.8% during the first UK lockdown [11]. However, despite the frequently reported population-level decline, the impact was not equal across demographic groups, as some individuals were able to maintain or even increase PA levels [12]. The groups most strongly impacted by PA declines were individuals with higher baseline PA levels [10,13,14], and those who were employed [12], in lower socioeconomic positions [3,11,12,15-17], female [16-18], nonwhite [3,11,19], living alone [17], with higher BMI [17], or living with a health condition [3,17,20]. Although some studies reported negative impacts for older age groups [16,18], others found that younger adults were most strongly affected [3,10,12,21]. In addition, having access to space to exercise, at home or within the neighborhood [17,19], and living with others rather than alone [17] have been identified as protective factors against declines or low PA levels.

As exercise contexts changed due to the pandemic, PA habits have likely been disrupted [7]. Although this may pose a risk to healthy habits, new opportunities and contexts may also promote the uptake of beneficial behaviors. However, UK evidence on long-term PA changes throughout the pandemic is scarce and conflicting. Repeated cross-sectional data taking into account prepandemic seasonal activity trends suggest a partial recovery of the pandemic impact during the summer and autumn of 2020 compared to the first lockdown [11]. Longitudinal data suggest positive long-term changes in PA behaviors from lockdown into easing of restrictions [22] or continued PA declines into the autumn/winter 2020 [23].

While seasonal [24,25] and pandemic-specific barriers may affect outdoor PA and opportunities to exercise in gyms, leisure facilities, and organized sports, engagement in PA at home may be associated with fewer declines in PA. For example, exercising in one’s home or driveway was associated with higher MVPA in a cross-sectional study with US adults in the first 2 months of COVID-19 restrictions [19]. Different exercise locations lend themselves to different exercise types due to the availability of equipment and space. Thus, exercise locations may be differently related to MVPA and MSA. For example, exercises inside one’s home may have higher components of MSA due to strengthening exercises not requiring a lot of space. By contrast, exercises outside one’s home may have higher components of MVPA, as individuals are more likely to engage in aerobic activities such as brisk walking, running, or cycling. In the initial UK lockdown, half of those who exercised reported substantial changes in the form of exercise (none or some of the same exercises) [26]; however, little is known on how or if the forms of exercises changed over different phases of the pandemic and across seasons.

Additionally, the increasingly prevalent use of digital technologies such as web-based and smartphone-based programs and services, including apps, may provide additional support for the engagement in, and maintenance of, PA behavior. Studies conducted during the initial confinements suggest that users of digital support such as PA apps or online platforms were more likely to meet recommended PA guidelines [27,28] and less likely to experience a decrease in PA [16,29]. However, none of these studies used data from different phases of the pandemic beyond the initial confinements. Further, only one cross-sectional study conducted during the initial lockdown of the COVID-19 pandemic in Australia included measures of MSA [28]. This study reported that 39.5% of adults used some form of digital PA platform, of which streaming services (eg, YouTube, Instagram, and Facebook) and facilitated live or recorded online classes (eg, via Zoom) were the most frequently used.
reported (42% and 31%, respectively). Compared with nonusers, digital PA platform users were 2.7-times more likely to meet WHO recommendations for both MVPA and MSA [28].

Although observational studies are limited regarding causal conclusions, describing naturally occurring behavior and associated factors in observational real-world studies can help hypothesis generation for further research and intervention development. By identifying factors associated with exercise locations and digital program use, different target groups, and potential barriers, facilitators, and risks relating to feasibility, reach, and adherence over time can be identified. Research conducted before and during the pandemic identified users of health apps or digital platforms as more likely to be female [28,30], younger [31,32], frequent smartphone users [30], with higher education and income [31], with a chronic condition [32], employed, and without home or caring duties [28]. However, little is known to date about factors associated with exercise locations and digital program use or about their associations with MVPA and MSA levels, and the changes in the ways of exercising across different phases of the pandemic.

To address this gap, the primary aim of this study was to assess the relationship between exercise location and use of digital PA programs with MVPA, MSA, and full guideline adherence among active UK adults during the COVID-19 pandemic (between May and December 2020). Secondary aims were to describe changes over the course of the COVID-19 pandemic in exercise location, how individuals exercised inside and outside of their homes, and to explore which sociodemographic and contextual predictors were associated with the choice of exercise locations and digital PA program use.

Thus, this study sought to answer the following research questions (RQs) using longitudinal data collected during the COVID-19 pandemic: (RQ1) What were the differences in exercise location and the ways of exercising in June-July, August-September, and November-December 2020 during the COVID-19 pandemic? (RQ2) What demographic and contextual factors were associated with exercise location and use of digital PA programs in June-July, August-September, and November-December 2020 in active UK adults during the COVID-19 pandemic? (RQ3) What was the association of exercise location and digital PA program use with PA guideline adherence (MVPA, MSA, and combined) in active UK adults in June-July, August-September, and November-December 2020 during the COVID-19 pandemic?

Methods

Design

This study analyzed longitudinal data from the Health Behaviours During the COVID-19 Pandemic (HEBECO) study [33]. Baseline data collection took place between April 23 and June 14, 2020, during the first UK-wide lockdown, with follow-up (FU) questionnaires sent out at 1 month (FU1; June-July 2020, lockdown/some lifts of restrictions), 3 months (FU2; August-September 2020, fewer restrictions), and 6 months (FU3; November-December 2020, country-specific lockdown/restrictions). Full details of the pandemic context for each data collection phase are described in Multimedia Appendix 1. As data on the key outcome variables were only collected as part of the core follow-up surveys, this study only included the three time points at FU1, FU2, and FU3. This study was preregistered on Open Science Framework [34] (see Multimedia Appendix 2 for changes to the protocol).

Ethics Approval

Ethical approval was granted by University College London (UCL) Research Ethics Committee at UCL Division of Psychology and Language Sciences (CEHP/2020/579).

Recruitment

Participants were recruited into the HEBECO survey through various channels such as paid advertisements, social media, charities, and partner organizations [33]. For the purposes of this study, non-UK residents or those who were completely physically inactive at all time points (MVPA=0 and MSA=0) were excluded. The latter criterion was a methodological consideration to reduce a risk of bias from including inactive participants in models of associations. The current survey was not set up to identify any previous download of digital programs but rather specifically asked about whether participants engaged in PA had used digital programs to do so. Since it is logically impossible to be simultaneously inactive while exercising using digital PA programs, including inactive participants would create a meaningless or inflated association between program use and PA guideline adherence. Thus, to ensure the results’ internal validity, eligible participants needed to have self-reported any MSA or MVPA for at least one time point.

Measures

Outcome Measures

Full details and wording of measures can be found in the protocol [34] and Multimedia Appendix 3. All outcome variables were collected repeatedly during FU1, FU2, and FU3.

WHO PA guideline adherence (MVPA, MSA, and combined) was reported using validated questions based on the Behavioral Risk Factor Surveillance System 2015 [35,36]. MVPA was assessed by asking participants (1) how many times on average per week they had done a minimum of 15 minutes of MVPA (eg, brisk walking, jogging, dancing, cycling) and (2) how long (in minutes) an average session had been in the past month. Weekly average MVPA was defined as the product of these two variables. MSA was assessed by asking participants how many days per week on average they had done strength training in the past month. Three binary outcome variables were created to indicate individuals who met WHO MVPA recommendations (MVPA≥150 minutes/week) versus not, individuals who met WHO MSA recommendations (MSA≥2 sessions/week) versus not, and individuals who met both full recommendations versus not. The reported 2-week retest reliabilities of the MVPA and MSA measures are considered substantial (Cohen κ=0.67 and κ=0.85, respectively) and concurrent validities with activity logs are considered moderate (κ=0.41 and κ=0.52, respectively) [35].

Exercise location was assessed by asking participants who indicated engaging in any level of MVPA or MSA whether they...
had been exercising inside, outside, or both inside and outside their house/garden (items generated by the HEVECO study team). To account for the effects of doing any exercise either inside or outside one’s home environment with mutually exclusive categories, these were dichotomized into two variables: (1) any activity in the home environment versus only outside and (2) any activity outside of the home environment versus only inside.

Type of exercise was assessed by asking participants who indicated exercising inside or outside their home environments “What exercises are you usually doing inside/outside your house/garden?” Multiple answers were possible and were combined by creating the dichotomous variables (1) gentle walking (vs not), (2) MVPA activities such as any brisk walking/alternate walking-running/running/cycling/swimming (vs not), (3) any team/racket sports (vs not), (4) weightlifting (vs not), (5) online/app-based fitness classes/program (vs not), and (6) other (vs not) for activities outside the home environment. Activities inside the home environment were (1) exercise DVD (vs not), (2) online/app-based fitness classes/program (vs not), (3) using indoor exercise equipment that I already had (vs not), (4) using indoor exercise equipment that I bought/borrowed during COVID-19 (vs not), (5) doing bodyweight exercises without using an online class or app (ie, your own workout; vs not), and (6) other (vs not). Open-text responses on the “other” category were included in the FU1 and FU2 surveys only, precluding a systematic coding of these answers.

Use of digital PA programs was a dichotomous variable indicating individuals who had reported exercising using any “online/app-based fitness classes/program” (inside or outside) versus not.

Sociodemographic Predictors
Sociodemographic predictors collected at baseline were gender (female, others), age (<35 years as reference, 35-64 years, and ≥65 years), ethnicity (white, other), education (≥16 years, <16 years), health condition limiting PA (yes, no), and country of UK residence (England, other countries). Space to exercise comfortably inside one’s home or garden was only assessed at FU2 and FU3 and therefore dichotomized into no space on at least one time point (reference category vs all others).

Time-Variant Predictors
Repeatedly measured predictors were employment (full/part-time vs others), COVID-19–induced isolation (total vs some, general, no isolation [reference]), BMI (continuous), perceived risk of COVID-19 to one’s health (major/significant, lower), smoking (current, not), and alcohol consumption per week (>14, ≤14 units; [37]). Time was measured in months to account for the unequal time intervals between measurement points (1, 3, and 6 months) and centered at zero (0, 2, and 5). In addition to the key variables exercise location and digital PA program use, as described in the outcome measures, a timexexercise location interaction term was created to assess any differences in associations between location and PA guideline adherence over time.

Statistical Analysis
Descriptive analyses and assumption checks were performed in SPSS 27.0. Weighted data were used to account for nonrandom sampling when describing the sample, and their exercise locations and types (RQ1). Weights account for population proportions of gender, age, ethnicity, household income, and country [38]. Descriptive statistics were calculated to describe the sample on key demographic and study variables. The analytic sample and participants lost to follow-up since baseline were compared on baseline characteristics using t-tests for continuous variables and χ² tests for categorical variables. Descriptive statistics on exercise location, and activities inside and outside the home environment were computed as percentages per wave with cross-sectionally complete data.

RQ2 and RQ3 were assessed by running generalized linear mixed models (GLMMs) with dichotomous outcomes in R using the lme4 package [39]. First, linearity of the continuous predictors with the log of the outcome were checked by entering the predictor and its interaction effect with the log of itself into the model. According to Field [40], a significant interaction effect indicates a problem with linearity. As the continuous age variable was violating the linearity assumption, the categorical variable was used throughout, as specified in the Measurement section. Second, checks were run to ensure that multicollinearity was not present, which included inspection of the correlation matrix for correlations ≥0.8 and the calculation of variance inflation factors. Any variance inflation factor≥10 would have been considered problematic [40].

For RQ2, GLMMs were run to assess predictors of exercise location (exercising inside vs only outside and exercising outside vs only inside one’s home environment) and digital PA program use (binary logistic mixed model, reference: none). Repeated-measures (level-1) variables were nested within participants (level-2) and grand mean–centered. Univariate and fully adjusted models with random intercepts were run by including all the above-listed time-variant and -invariant predictors (except smoking and alcohol consumption). Similarly, GLMMs were run for RQ3, predicting MVPA, MSA, and full PA guideline adherence. First, unadjusted and adjusted models with time, the key predictors (exercise location, use of digital classes), and the interaction term with time were run. Second, models were fully adjusted for the remaining predictors. Sensitivity analyses were performed on a data set including only participants with complete data in all waves (FU1, FU2, and FU3). Significance thresholds in unadjusted models were Benjamini-Hochberg–adjusted to account for family-wise error [41].

In the absence of significant effects, Bayes factors (BFs) were computed using an online calculator [42] to distinguish insensitive data (1/3≤|BF|≤3) from an absence of an effect (|BF|<1/3). Absolute BFs>3 were considered as moderate relative evidence for an effect. Based on associations of digital platform use with PA guideline adherence reported by Parker et al [28], half-normal distributions (eg, one-sided tests) with hypothesized effects of odds ratio (OR)=2.0 (MVPA), OR=3.3 (MSA), and OR=2.7 (full guidelines) were specified for RQ3.
Results

Sample Characteristics
Of the 2992 UK adults who participated in the baseline survey, 2363 (78.98%) started the FU1 survey. Of these, 14 (0.59%) moved out of the United Kingdom and 253 (10.71%) did not participate in any further follow-up. An additional 158 were excluded due to complete physical inactivity. Thus, the final analytic sample consisted of 1938 UK adults who provided a total of 5429 observations. When applying baseline weights to account for nonrandom sampling, the analytic sample was n=1680 (sample lost to follow-up n= 680).

Table 1 presents the baseline characteristics of the analytic sample and participants lost from baseline to FU1 (for unweighted estimates see Multimedia Appendix 4). The weighted analytic sample consisted of a higher proportion of individuals older than 64 years, of white ethnicity, and higher education, and a lower proportion of individuals living in total isolation, smokers, and individuals adhering to full PA guidelines at baseline. Further, the analytic sample had a significantly higher BMI than that of participants lost to follow-up.

Table 1. Baseline characteristics of the analytic sample and participants lost to follow-up (weighted population estimates, baseline weights).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Analytic sample (n=1680)</th>
<th>Sample lost to follow-up (n=680)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), weighted n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;35</td>
<td>264 (15.7)</td>
<td>272 (40.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>35-64</td>
<td>1087 (64.7)</td>
<td>349 (51.3)</td>
<td></td>
</tr>
<tr>
<td>&gt;64</td>
<td>329 (19.6)</td>
<td>59 (8.7)</td>
<td></td>
</tr>
<tr>
<td>Female, weighted n (%)</td>
<td>868 (51.7)</td>
<td>355 (52.2)</td>
<td>.81</td>
</tr>
<tr>
<td>White ethnicity, weighted n (%)</td>
<td>1529 (91.0)</td>
<td>558 (82.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>16+ years of education, weighted n (%)</td>
<td>1146 (68.2)</td>
<td>432 (63.5)</td>
<td>.03</td>
</tr>
<tr>
<td>Employed, weighted n (%)</td>
<td>813 (48.4)</td>
<td>337 (49.6)</td>
<td>.62</td>
</tr>
<tr>
<td>Condition limiting PA(^a), weighted n (%)</td>
<td>240 (14.4)</td>
<td>107 (16.2)</td>
<td>.27</td>
</tr>
<tr>
<td>Living in England, weighted n (%)</td>
<td>1419 (84.5)</td>
<td>552 (81.2)</td>
<td>.05</td>
</tr>
<tr>
<td>Total isolation, weighted n (%)</td>
<td>93 (5.6)</td>
<td>66 (10.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High perceived risk from COVID-19, weighted n (%)</td>
<td>432 (25.9)</td>
<td>151 (22.8)</td>
<td>.11</td>
</tr>
<tr>
<td>Smoker, weighted n (%)</td>
<td>325 (19.4)</td>
<td>267 (39.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High alcohol consumption, weighted n (%)</td>
<td>288 (18.4)</td>
<td>127 (22.0)</td>
<td>.06</td>
</tr>
<tr>
<td>Meeting WHO(^b) PA recommendations at baseline, weighted n (%)</td>
<td>676 (42.0)</td>
<td>248 (41.2)</td>
<td>.73</td>
</tr>
<tr>
<td>MVPA(^c)</td>
<td>499 (31.0)</td>
<td>182 (30.1)</td>
<td>.70</td>
</tr>
<tr>
<td>MSA(^d)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Both</td>
<td>265 (16.5)</td>
<td>121 (20.1)</td>
<td>.046</td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>26.5 (4.9)</td>
<td>25.6 (5.2)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)PA: physical activity.
\(^b\)WHO: World Health Organization.
\(^c\)MVPA: moderate-to-vigorous physical activity.
\(^d\)MSA: muscle-strengthening activity.

RQ1: Exercise Locations, Use of Digital PA Programs, and PA Behaviors

Table 2 presents descriptive data on exercise locations, use of digital PA programs, and WHO guideline adherence at the three time points (for unweighted estimates see Multimedia Appendix 5). Across time, most participants exercised only outside or both inside and outside their home environments (68%-74%), whereas fewer individuals exercised inside their home environments only (15%-18%). The proportions of individuals who did any exercise inside their home environments was 61% (95% CI 58%-63%), 50% (95% CI 48%-53%), and 49% (95% CI 46%-51%) at FU1 (June-July 2020), FU2 (August-September 2020), and FU3 (November-December 2020), respectively. While over one-fifth (23%, 95% CI 21%-25%) of active adults used digital PA programs at FU1, the proportions were 17% (95% CI 15%-19%) and 16% (95% CI 14%-18%) at FU2 and FU3, respectively. In addition, 18% of participants (95% CI 16%-20%) adhered to the full WHO guidelines at FU1, 13% (95% CI 12-15%) at FU2, and 13% (95% CI 12%-15%) at FU3. The most frequently reported ways of exercising inside one’s home environment were using already owned indoor equipment, digital PA programs, one’s own workout, or other (Figure 1).
Other exercise types as indicated in open-text responses in FU1 and FU2 included gardening, do-it-yourself (DIY) activities, physiotherapy exercises, playing with children, Pilates, yoga, stretching, gymnastics, dancing, martial arts, and private personal trainer sessions. Less frequent were use of DVD or bought/borrowed equipment. The highest relative frequency of reporting the use of own indoor equipment and digital PA programs was observed at FU1 (June-July 2020).

MVPA was the most frequently reported exercise type outside of the home environment, followed by gentle walking (Figure 2). Frequent open-text responses in the “other” category in FU1 and FU2 included horse riding or looking after horses, dog agility, water sports, climbing/hiking, golf, martial arts, the return to the gym, and various group and private trainer sessions. The highest relative frequency of MVPA was reported during FU2 (August-September 2020), a time of fewer restrictions, which also saw the highest relative frequency of team and racket sports compared with other time points.

Table 2. Exercise locations, use of digital programs, and meeting of World Health Organization (WHO) physical activity (PA) recommendations at follow-up 1 (FU1), follow-up 2 (FU2), and follow-up 3 (FU3).

<table>
<thead>
<tr>
<th>Measure</th>
<th>FU1 (n=1725)$^a$, weighted n (%)</th>
<th>FU2 (n=1587)$^a$, weighted n (%)</th>
<th>FU3 (n=1535)$^a$, weighted n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Exercise location</strong>$^b$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inside home environment</td>
<td>312 (18.3)</td>
<td>238 (15.3)</td>
<td>238 (16.1)</td>
</tr>
<tr>
<td>Outside home environment</td>
<td>526 (30.9)</td>
<td>614 (39.4)</td>
<td>522 (35.3)</td>
</tr>
<tr>
<td>Both inside and outside</td>
<td>721 (41.9)</td>
<td>548 (35.1)</td>
<td>485 (32.8)</td>
</tr>
<tr>
<td><strong>Use of digital PA programs</strong></td>
<td>385 (22.6)</td>
<td>265 (17.0)</td>
<td>241 (16.3)</td>
</tr>
<tr>
<td><strong>Meeting WHO recommendations</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MVPA$^d$</td>
<td>750 (44.0)</td>
<td>624 (39.9)</td>
<td>582 (39.3)</td>
</tr>
<tr>
<td>MSA$^e$</td>
<td>538 (31.6)</td>
<td>467 (29.9)</td>
<td>409 (27.7)</td>
</tr>
<tr>
<td>Both</td>
<td>301 (17.7)</td>
<td>206 (13.2)</td>
<td>199 (13.5)</td>
</tr>
</tbody>
</table>

$^a$Note that the n values differ from those in Table 1 due to different weights being applied (FU1, FU2, and FU3 weights vs baseline weights). Percentages are valid percentages (ie, excluding missingness).

$^b$Missingness: FU1=24, FU2=27, FU3=56. Total N in exercise location includes active participants who dropped to inactivity at a certain time point (neither exercised inside nor outside the home environment); hence, percentages do not add up to 100%.

$^c$Missingness: FU1=22, FU2=24, FU3=56.

$^d$MVPA: moderate-to-vigorous physical activity.

$^e$MSA: muscle-strengthening activity.

Figure 1. Exercise types inside one’s home environment (weighted population estimates). FU: follow-up.
RQ2: Predictors of Exercise Locations and Digital PA Program Use

Factors associated with increased odds of exercising inside the home environment were female gender, having a condition limiting PA, having indoor space, and living in total isolation, whereas being in the 35–64–year age group (vs <35 years) and white ethnicity were associated with decreased odds of exercising inside (Table 3; for unadjusted analyses see Multimedia Appendix 6). A 1-point increase in BMI was associated with a 3% decrease in the odds of exercising inside versus outside the home environment only. However, the associations with age and BMI were not robust in the complete case analysis (Multimedia Appendix 7).

Associated factors with increased odds of exercising outside of the home environment were older age (>64 vs <35 years), higher education, having no condition limiting PA, not having indoor space to exercise, a lower perceived risk from COVID-19, and not living in total isolation. While the odds of exercising inside were significantly reduced at both FU2 and FU3 compared with FU1, time was not a significant predictor of the odds of exercising outside the home environment.

The odds of using digital PA programs decreased at FU2 and FU3 compared with FU1. Associated factors with increased odds of using digital PA programs were younger age, female gender, higher education, and indoor space. A 1-point increase in BMI was associated with an 8% decrease in the odds of using digital PA programs. Complete case analyses replicated these findings, except for education, which was nonsignificant (Multimedia Appendix 7).
<table>
<thead>
<tr>
<th>Predictor</th>
<th>Exercising inside&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Exercising outside&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Digital PA program use&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>OR (95% CI)</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td>Time&lt;sup&gt;d&lt;/sup&gt; (reference: FU1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FU2</td>
<td>0.51 (0.42-0.62)</td>
<td>1.23 (0.89-1.70)</td>
<td>0.47 (0.36-0.59)</td>
</tr>
<tr>
<td>FU3</td>
<td>0.57 (0.47-0.70)</td>
<td>1.13 (0.81-1.58)</td>
<td>0.50 (0.39-0.64)</td>
</tr>
<tr>
<td>Age (years) (reference: &lt;35 years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-64</td>
<td>0.70 (0.49-1.00)</td>
<td>1.60 (0.78-3.28)</td>
<td>0.24 (0.14-0.40)</td>
</tr>
<tr>
<td>&gt;64</td>
<td>0.84 (0.54-1.31)</td>
<td>3.44 (1.36-8.71)</td>
<td>0.10 (0.05-0.21)</td>
</tr>
<tr>
<td>Female gender (reference: all other)</td>
<td>1.34 (1.03-1.75)</td>
<td>1.17 (0.68-2.04)</td>
<td>6.91 (4.46-10.71)</td>
</tr>
<tr>
<td>White ethnicity (reference: nonwhite)</td>
<td>0.46 (0.25-0.84)</td>
<td>2.91 (0.89-9.48)</td>
<td>0.51 (0.23-1.15)</td>
</tr>
<tr>
<td>High education (reference: &lt;16 years)</td>
<td>0.86 (0.58-1.27)</td>
<td>2.89 (1.31-6.38)</td>
<td>2.56 (1.37-4.76)</td>
</tr>
<tr>
<td>Condition limiting PA (reference: none)</td>
<td>1.65 (1.12-2.45)</td>
<td>0.31 (0.14-0.69)</td>
<td>0.75 (0.41-1.34)</td>
</tr>
<tr>
<td>England (reference: all other UK countries)</td>
<td>1.16 (0.82-1.65)</td>
<td>0.67 (0.31-1.44)</td>
<td>1.12 (0.65-1.92)</td>
</tr>
<tr>
<td>Indoor space (reference: none)</td>
<td>6.12 (4.60-8.13)</td>
<td>0.56 (0.33-0.95)</td>
<td>12.79 (8.30-19.69)</td>
</tr>
<tr>
<td>Employed (reference: not employed)</td>
<td>1.05 (0.82-1.34)</td>
<td>1.52 (0.96-2.42)</td>
<td>1.33 (0.94-1.87)</td>
</tr>
<tr>
<td>BMI</td>
<td>0.97 (0.95-0.99)</td>
<td>0.98 (0.93-1.03)</td>
<td>0.92 (0.89-0.96)</td>
</tr>
<tr>
<td>High perceived risk of COVID-19 (reference: low)</td>
<td>1.30 (1.00-1.69)</td>
<td>0.48 (0.30-0.77)</td>
<td>0.95 (0.65-1.37)</td>
</tr>
<tr>
<td>Total isolation (reference: not)</td>
<td>5.08 (2.18-11.82)</td>
<td>0.01 (0.00-0.03)</td>
<td>1.36 (0.63-2.95)</td>
</tr>
</tbody>
</table>

<sup>a</sup>N=4492 observations, n=1772 individuals.  
<sup>b</sup>N=4865 cases, n=1780 individuals.  
<sup>c</sup>OR: odds ratio.  
<sup>d</sup>Time violated the linearity assumption and was thus entered as a categorical variable.

**RQ3: Associations with PA Guideline Adherence**

The odds of full guideline adherence decreased over time in active adults in the unadjusted analyses. However, the odds were attenuated when adjusting for the key predictors of location and digital program use (Multimedia Appendix 8), and were further attenuated to nonsignificance when adjusting for all remaining predictors in the analysis using the predictor exercising inside versus only outside the home environment (Table 4). Similarly, a significant decrease in the odds of adhering to MSA guidelines over time was attenuated when adjusting for the key predictors.

When fully adjusted for all other predictors, active adults exercising inside versus only outside their home environment had 5-times the odds of adhering to full PA guidelines (Table 4; for full tables with covariate estimates see Multimedia Appendix 9). Although they had 0.5-times reduced odds of adhering to MVPA guidelines, they had 9.7-times increased odds to adhere to MSA guidelines compared with adults who only exercised outside the home environment. The significant interaction between exercising inside and time indicated that the associations of exercising inside with MSA and full PA guideline adherence significantly differed over time, although this was not robust in complete case analyses (see Multimedia Appendix 10). Associations of exercising inside (vs outside the home environment only) with MSA and full PA guideline adherence were stronger at FU1 (OR 6.7, 95% CI 4.8-9.4 and OR 3.7, 95% CI 2.5-5.6, respectively) compared with FU2 (OR 4.5, 95% CI 3.3-6.0 and OR 2.9, 95% CI 2.0-4.1, respectively) and FU3 (OR 4.2, 95% CI 3.0-5.8 and OR 2.4, 95% CI 1.6-3.6, respectively; Multimedia Appendix 11).

Users of digital PA programs had 4-times the odds of adhering to MSA and 2.2-times the odds of adhering to full PA guidelines than active adults who did not use these programs. The association with MVPA was not significant. The BF of 0.37 indicated inconclusive evidence, although the OR<1 in the complete case analysis indicated an absence of an effect (BF=0.14; Multimedia Appendix 10).

When replacing the key variable exercising inside with exercising outside (vs inside the home environment only), exercising outside was associated with 4.4-times the odds of adhering to MVPA and 1.9-times the odds of full guideline adherence in active adults compared to those who only exercised inside their homes (Table 5; for unadjusted analyses, full tables with covariate estimates, and complete case analyses see Multimedia Appendices 8, 12, and 13 respectively). Further, people who exercised outside had 0.4-times the odds of adhering to MSA guidelines compared with those who exercised inside their home environment only. These associations did not significantly differ over time as indicated by the nonsignificant interaction. Users of digital PA programs were 8.7-times more likely to adhere to MSA and were 4-times more likely to adhere to full PA.
guidelines. Again, there was an absence of effect on MVPA guideline adherence (BF=0.14). Although time was associated with significantly decreased odds of meeting MVPA when entering exercising inside (vs outside only) as a predictor (Table 4), it was associated with decreased odds of meeting full guidelines in the model including exercising outside (vs inside the home environment only) as a predictor (Table 5).

Table 4. Generalized linear mixed model estimates predicting meeting moderate-to-vigorous activity (MVPA), muscle-strengthening activity (MSA), and full recommendations (vs not) at follow-up 1, 2, and 3; for key predictor exercising inside (vs outside the home environment only).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>MVPAa OR (95% CI)</th>
<th>P value</th>
<th>MSAa OR (95% CI)</th>
<th>P value</th>
<th>Full PAa recommendations OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>0.81 (0.66-0.99)</td>
<td>.04</td>
<td>1.02 (0.80-1.30)</td>
<td>.86</td>
<td>0.84 (0.63-1.12)</td>
<td>.23</td>
</tr>
<tr>
<td>Exercising inside (reference: outside only)</td>
<td>0.54 (0.39-0.73)</td>
<td>&lt;.001</td>
<td>9.70 (6.52-14.44)</td>
<td>&lt;.001</td>
<td>5.05 (3.17-8.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Use of digital PA programs (reference: not)</td>
<td>1.10 (0.83-1.45)</td>
<td>.50</td>
<td>3.97 (2.92-5.38)</td>
<td>&lt;.001</td>
<td>2.24 (1.60-3.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Timexlocation interaction</td>
<td>0.99 (0.91-1.08)</td>
<td>.85</td>
<td>0.87 (0.78-0.97)</td>
<td>.01</td>
<td>0.87 (0.76-0.99)</td>
<td>.04</td>
</tr>
</tbody>
</table>

aN=4439 observations, n=1769 individuals. Models fully controlled for age, gender, ethnicity, education, condition limiting PA, country, indoor space, employment, BMI, perceived risk of COVID-19, isolation status, smoking, and alcohol consumption. Bayes factor for nonsignificant associations with digital PA program use was 0.37 (MVPA).
bPA: physical activity.
cOR: odds ratio.

Table 5. Unadjusted and fully adjusted generalized linear mixed model estimates predicting meeting moderate-to-vigorous physical activity (MVPA), muscle-strengthening activity (MSA), and full recommendations (vs not) at follow-up 1, 2, and 3; for key predictor exercising outside (vs inside the home environment only).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>MVPAa OR (95% CI)</th>
<th>P value</th>
<th>MSAa OR (95% CI)</th>
<th>P value</th>
<th>Full PAa recommendations OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>0.82 (0.67-1.01)</td>
<td>.06</td>
<td>0.84 (0.67-1.06)</td>
<td>.15</td>
<td>0.68 (0.52-0.89)</td>
<td>.005</td>
</tr>
<tr>
<td>Exercising outside (reference: inside only)</td>
<td>4.36 (2.87-6.63)</td>
<td>&lt;.001</td>
<td>0.42 (0.27-0.65)</td>
<td>&lt;.001</td>
<td>1.89 (1.10-3.23)</td>
<td>.02</td>
</tr>
<tr>
<td>Use of digital PA programs (reference: not)</td>
<td>0.95 (0.74-1.23)</td>
<td>.69</td>
<td>8.71 (6.39-11.86)</td>
<td>&lt;.001</td>
<td>3.95 (2.84-5.50)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Timexlocation interaction</td>
<td>1.07 (0.94-1.23)</td>
<td>.30</td>
<td>1.10 (0.96-1.26)</td>
<td>.16</td>
<td>1.11 (0.93-1.32)</td>
<td>.26</td>
</tr>
</tbody>
</table>

aN=4439 observations, n=1769 individuals. Models fully controlled for age, gender, ethnicity, education, condition limiting PA, country, indoor space, employment, BMI, perceived risk of COVID-19, isolation status, smoking, and alcohol consumption. The Bayes factor for nonsignificant associations with digital PA program use was 0.14 (MVPA).
bPA: physical activity.
cOR: odds ratio.

## Discussion

### Principal Results

This study found strong associations between exercise location and digital program use with PA guideline adherence in a sample of active UK adults. Exercise location and digital program use showed different associations with MVPA, MSA, and full PA guideline adherence. Exercising inside the home environment was positively associated with MSA and exercising outside was positively associated with MVPA guideline adherence. Hence, exercising both inside and outside the home environment contributed to overall PA guideline adherence, while exercising only inside or only outside was associated with lower odds of adhering to full PA guidelines. Digital PA program use was also associated with MSA and full guideline adherence, but not with MVPA adherence. Furthermore, the results suggest that in the pandemic phases after the first initial confinements, active UK adults were less likely to exercise inside their home environment and to use digital PA programs. Users of digital PA programs were more likely to be younger, female, highly educated, have indoor space to exercise, and have a lower BMI. Most frequent exercise types inside the home environment included already owned indoor equipment, digital PA programs, one’s own workout, or other types (e.g., gardening and DIY), whereas MVPA and walking were the most frequently reported exercise types outside the home environment.

These results are partially consistent with expectation and previous literature. In this study, most participants who exercised outside of their home environments engaged in MVPAs (such as running or cycling). As most MVPAs require space, MSAs may be more feasible for home-based exercise. Thus, it is not surprising that exercise location was differently associated with
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MVPAs and MSA guideline adherence. However, previous cross-sectional research conducted during the first pandemic confinement in the United States found that exercising in one’s home, garage, yard, or driveway was associated with higher MVPA [19]. The finding that digital PA program use was positively associated with PA was consistent with previous literature [16,27-29]. Although the absence of an association with MVPA differed from the findings of Parker et al [28], they reported similar relative trends in the odds for MVPAs (OR 2.0), MSA (OR 3.3), and full guideline adherence (OR 2.7) in a sample including inactive participants, with the strongest association found for MSA guideline adherence. In the current study, digital PA program use was one of the most frequently reported ways to exercise inside one’s home and likely has a stronger focus on MSA than MVPAs due to feasibility in limited spaces. The attenuation of the ORs for both exercising inside the home environment and digital program use when controlling for each other in models predicting MSA and full guideline adherence further indicate a substantial amount of shared variance between these two predictors.

Regarding factors associated with PA digital program use in active adults, this study found that users of digital PA programs were more likely to be younger (<35 years), female, and highly educated, consistent with previous research [10,28,30,31]. Users were also more likely to have indoor space to exercise and to have a lower BMI. While digital PA programs may thus be able to target some groups at risk of insufficient PA during the pandemic (eg, women), they likely pose barriers for other disadvantaged groups who may not be able to benefit from digital solutions [43]. The pandemic has increased the already growing pre-pandemic health inequalities in the United Kingdom [44], and future research efforts should concentrate on how digital interventions can reach the groups most in need. Exercise locations may be beneficial to individuals with conditions limiting PA and limited access to regular PA offers. In addition to identifying possible barriers, factors associated with digital program use may also represent differing preferences between groups. Further qualitative and quantitative research could examine the specific preferences, barriers, and facilitators associated with digital program use to help targeted intervention design.

Generally, fewer individuals adhere to MSA than to MVPAs guidelines [45], and MSA has historically been neglected in guidelines and research [4]. Although this study found that active individuals who used digital PA programs and exercised inside their home environments were more likely to adhere to the MSA guidelines, the results also suggest that proportions dropped during the lifting of restrictions in the summer and reintroduction of restrictions in the autumn/winter of 2020. This drop also (partially) explained the decrease in MSA and full guideline adherence over time, which was seen in the attenuation of the effect of time when controlling for exercise location and digital program use. Health app engagement is often reported to be poorly sustained [46,47]. While the increased availability of digital PA programs and shift to home-based exercise may have presented an initial novelty, this may have become less attractive over the duration of the pandemic. It is also possible that the more strength-based activities at home were perceived as a substitute to aerobic activities rather than a complementary activity as advised in PA guidelines. Furthermore, exercising inside one’s home environment may be less motivating, for example, due to the lack of socialization. Future research should investigate the potential of home-based and digital exercise for promotion of MSA and full guideline adherence. It should also be explored whether different type of programs (eg, delivered live or on-demand) can foster different engagement and adherence rates.

Limitations
This study is the first to investigate exercise locations, use of digital PA programs, and associations with PA guideline adherence, including MSA, during the COVID-19 pandemic in a longitudinal cohort of active UK adults. However, this study had some limitations.

First, all measures were self-reported. The agreement of self-reported with objectively measured PA varies substantially, and objective measures are often believed to be more accurate [48]. However, objective measures such as wearables are designed to track MVPA [49] and are hence less suitable to track home-based and strengthening activities [4]. Thus, future research should use both subjective and objective measures to account for a missing gold standard to capture both MVPAs and MSA. Further, by using longitudinal data, any systematic measurement biases are corrected for as they would be expected to apply across waves. A second limitation of this study is its limited external validity due to the nonrepresentative sample, which may have been aggrivated by attrition from baseline to FU3. Future research should seek to assess the association of availability (eg, download) of digital programs or apps with PA guideline adherence including inactive participants. Third, the data are observational and thus preclude casual conclusions. The association between exercise locations and digital program use with PA outcomes have plausible alternative explanations through third variables such as overall PA motivation, self-efficacy, and pre-pandemic PA levels, which were not assessed in this study. Equally, this study was not set up to investigate potential mediating mechanisms to explain this link. Future experimental intervention research should investigate causal links between digital PA program use and PA, and assess mediating mechanisms. Finally, the measurement of digital PA programs (online or app-based fitness classes/programs) did not provide a clear definition of different aspects.
type of programs (such as recorded/on-demand or live
video–based programs) and did not explicitly include other
forms of digital PA such as digitally conducted personal training
sessions. Further research would benefit from distinguishing
different types of digital solutions and investigating how they
can implement different behavior change techniques [50].

Conclusions
This study found that exercising both inside and outside the
home environment and the use of digital programs to exercise
were associated with full WHO PA guideline adherence in active
adults during the pandemic. Digital PA programs may be
suitable to support home-based MSA and thus support full
guideline adherence. However, usage prevalence dropped during
the first 6 months of pandemic restrictions. It is recommended
that future research should further investigate the role of
different digital PA interventions to promote PA and program
adherence, using experimental designs and representative
samples.
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Abstract

**Background:** On January 30, 2020, the World Health Organization Emergency Committee declared the rapid worldwide spread of COVID-19 a global health emergency. By December 2020, the safety and efficacy of the first COVID-19 vaccines had been demonstrated. However, international vaccination coverage rates have remained below expectations (in Europe at the time of manuscript submission). Controversial mandatory vaccination is currently being discussed and has already been introduced in some countries (Austria, Greece, and Italy). We used the Twitter survey system as a viable method to quickly and comprehensively gather international public health insights on mandatory vaccination against COVID-19.

**Objective:** The purpose of this study was to better understand the public’s perception of mandatory COVID-19 vaccination in real time using Twitter polls.

**Methods:** Two Twitter polls were developed (in the English language) to seek the public’s opinion on the possibility of mandatory vaccination. The polls were pinned to the Digital Health and Patient Safety Platform’s (based in Vienna, Austria) Twitter timeline for 1 week in mid-November 2021, 3 days after the official public announcement of mandatory COVID-19 vaccination in Austria. Twitter users were asked to participate and retweet the polls to reach the largest possible audience.
**Results:** Our Twitter polls revealed two extremes on the topic of mandatory vaccination against COVID-19. Almost half of the 2545 respondents (n=1246, 49%) favor mandatory vaccination, at least in certain areas. This attitude contrasts with the 45.7% (n=1162) who categorically reject mandatory vaccination. Over one-quarter (n=621, 26.3%) of participating Twitter users said they would never get vaccinated, as reflected by the current Western European and North American vaccination coverage rate. Concatenating interpretation of these two polls should be done cautiously as participating populations might substantially differ.

**Conclusions:** Mandatory vaccination against COVID-19 (in at least certain areas) is favored by less than 50%, whereas it is opposed by almost half of the surveyed Twitter users. Since (social) media strongly influences public perceptions and views, and social media discussions and surveys are specifically susceptible to the “echo chamber effect,” the results should be interpreted as a momentary snapshot. Therefore, the results of this study need to be complemented by long-term surveys to maintain their validity.
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**Introduction**

Many mitigation measurements, mostly nonpharmaceutical interventions, have been undertaken on local, national, and international levels to reduce the transmission of COVID-19 since the beginning of this pandemic [1-6]. As Sridhar and Gurdasani [7] discussed in January 2021, immunity can be boosted safely through vaccination in many infectious diseases, while achievement of herd immunity through SARS-CoV-2 infection is not a strategy worth considering due to little guarantee of success while putting a high toll on morbidity and mortality. Therefore, the return to prepandemic normality may rely on the success of vaccine-induced immunity to prevent severe disease and limit dissemination [8]. Although the first COVID-19 vaccines were quickly proven safe and efficacious, and were approved by regulatory authorities in December 2020 [9-12], global vaccination coverage has not been achieved for several reasons. Vaccination coverage rates largely depend on a country’s wealth and other factors that influence the vaccination behavior of a country’s citizens. As a result, SARS-CoV-2 variants continue to emerge, triggering disease episodes and slowing or even reversing the reopening of societies and economies [13].

Widespread public acceptance of vaccines continues to be a challenging endeavor requiring accountancy of complex socioeconomic factors on the level of international policy makers, national and local public health officials, and professional and community organizations [14]. A large study from four metropolitan areas of the United States found more than 20% of participants reluctant to vaccinate. Participants expressed concerns on efficacy and safety while also questioning the severity of a COVID-19 infection [15]. In a Canadian study, participants who did not plan to get vaccinated were also less likely to retain mitigation measures such as wearing face masks and practicing physical distancing [16].

Outreach to the public providing necessary information regarding COVID-19 has been achieved over several communication channels, such as traditional media and different social media platforms [17]. Public health implications of social media platforms such as Twitter have been studied before and with increasing intensity during the COVID-19 pandemic. Examples include public perception of antibiotic use and misuse, human papillomavirus vaccination on Twitter and analysis of boosted vaccination hesitancy, and the re-emergence of measles in the United States after its elimination [18-20]. During the COVID-19 pandemic, substantial effort has also been drawn to study symptoms for COVID-19 screening, dissemination of medical information and misinformation, the emergence of conspiracy theories, and discussions and emotions associated with COVID-19 on Twitter [21-25]. Longitudinal sentiment analysis of Twitter discussions around COVID-19 revealed a peak of percentages of tweets expressing fear in mid-March 2020 after the initial declaration of the pandemic, with the lowest point in early November 2020 when the first COVID-19 vaccines were announced. With the increasing perspective of promising vaccine results, the percentage of tweets expressing trust increased while fear declined [26]. With Twitter hosting about 353 million monthly active users and incorporating an inbuilt anonymous polling tool, it allows for potential insights into pressing public health topics on an international level with real-time feedback [27,28]. In a previous Twitter poll study on the public’s perceptions of the currently available COVID-19 vaccines, Eibensteiner et al [29] detected a high willingness to get vaccinated despite high levels of uncertainty regarding the available vaccine’s safety in February 2021. A later published study analyzing 4 million tweets since the beginning of the pandemic added that Twitter bots or political activists partly generated vaccine opposition content.

In contrast, positive content on COVID-19 vaccination was produced mainly by well-known individuals and organizations [30]. A recent study by Germani and Biller-Andorno [31] also shows that those against vaccination increasingly participate in discussions on Twitter and disseminate their content from a pool of strong influencers such as political activists, authors, or artists. Donald Trump, a previous president of the United States, was the most influential disseminator of antivaccination content on Twitter (before his account was suspended). At this point, it should be emphasized that, of course, not only social media such as Twitter but also other factors can lead to vaccination hesitancy. Truong et al [32] mentioned in their review, for example, demographic factors (ethnicity, age, gender, pregnancy, education, and employment), personal responsibility...
and risk perception, trust in health authorities, and the (perceived) safety and efficacy of a new vaccine, as well as a lack of information or incorrect information about vaccines.

Mandatory vaccination against COVID-19 for the public or health care workers has been a recent focus of attention in many European countries, including Austria, Germany, and the United Kingdom [33-35]. In Austria (general public 18 years or older) and Germany (employees in hospitals and care facilities), mandatory vaccination is scheduled for spring 2022. Recently, Italy approved mandated vaccines for everyone over 50 years of age and Greece for people older than 60 years [34-36]. A survey in Germany on 20,000 households in early summer 2020 revealed that about 50% of Germany’s residents would favor mandatory vaccination [37].

With the recent announcement of mandatory COVID-19 vaccination in some western democracies (eg, Austria or Germany), our study aims to survey the public’s attitude on this matter. As has already been shown before, the fast-paced dynamic of this pandemic requires online survey tools to gain immediate large-scale international public health insights [23,26,29,38]. Therefore, we used the Twitter polling tool to rapidly collect and analyze the public’s opinion on mandatory COVID-19 vaccination to understand endorsement and refusal, possibly aiding policy makers on this highly relevant and timely topic. This study aimed to better understand public perceptions of mandatory COVID-19 vaccination in real time using Twitter polls.

**Methods**

**Overview**

To meet the objective of this study and better understand public perceptions of mandatory COVID-19 vaccination, we conducted two Twitter polls. For this purpose, we used the Twitter account of the Digital Health and Patient Safety Platform (DHPSP; Twitter handle @DHPSP) [39]. The DHPSP was founded by the Ludwig Boltzmann Institute for Digital Health and Patient Safety, established in Austria in 2019 [29].

For this study, we distributed two Twitter polls online via the Twitter account @DHPSP between November 22 and 29, 2021. The polls were developed within the project expert team and evaluated in multiple rounds to ensure the best possible readability and comprehensibility. Poll 1 addressed whether participants had already been vaccinated (“Have you been vaccinated against COVID-19?”), whereas poll 2 asked about opinions about a possible mandatory vaccination for COVID-19 (“Do you support mandatory vaccination against COVID-19?”). Both polls were linked (poll 2 was posted as a comment under poll 1) and pinned to the top of the DHPSP Twitter timeline during the poll period. Pinning a tweet permanently places it at the top of a Twitter user’s account so that any new visitors will see this tweet at the top of the visited user’s timeline. The poll questions, including relevant hashtags for categorization, are limited to 280 characters on Twitter. Twitter allows up to four responses with a limit of 25 characters including spaces for each poll. Therefore, both polls had four responses ranging from complete agreement (“Yes, twice or more” and “Yes, definitely”) to complete disagreement (“I never will” and “I am clearly against it”) in the manner of a four-point response scale. Both surveys were categorized with the following hashtags to increase visibility and facilitate analysis: #MandatoryVaccination, #COVID19vaccines, and #DHPSP. Figure 1 shows the detailed structure of the two polls as they were distributed on Twitter.

Once the polls were launched, the first accounts to see them in their Twitter timelines were DHPSP Twitter followers. Twitter polls are anonymous and do not allow respondents’ characteristics (eg, gender) to be assessed. Therefore, to obtain the characteristics of the audience that were first exposed to the polls, we attempted to analyze the characteristics of @DHPSP’s followers via the online tool Followerwonk [40] on December 1, 2021. In total, the Twitter account @DHPSP had 943 followers at the time of the analysis. Of these, 206 (21.8%) were male, 133 (14.1%) were female, and 604 (64.1%) did not indicate their gender on Twitter. Overall, 137 (14.5%) DHPSP followers had more than 5000 followers on their own, 320 (33.9%) had between 500 and 5000 followers, and 486 (51.5%) had less than 500 followers. The geographical distribution of the @DHPSP follower network can be seen in Figure 2. In addition, the DHPSP network includes 225 people on the mailing list, 306 people on LinkedIn, and 1757 Facebook followers.

**Figure 1.** Structure of the two Twitter polls. DHPSP: Digital Health and Patient Safety Platform.
The text of the polls asked for retweets and discussion (“Retweets and comments/opinions are appreciated”; Figure 1), and with each new retweet, the polls gained an additional audience (consisting of the followers of the retweeting accounts). To gain extra visibility, members and subscribers to the DHPSP platform email list [39] were asked to support the polls by voting, retweeting, and sharing them through various additional networking approaches via emails or direct messages on social media. Various social media accounts of DHPSP members were also used to post hyperlinks to the Twitter polls. In addition, information about the polls was disseminated through DHPSP’s Facebook [41] and LinkedIn accounts [42].

To characterize the user population that retweeted the polls under study, we conducted a hashtag analysis using the Symplur Signals online tool [43]. We analyzed (in terms of the number of retweets, users, locations, and languages) all tweets that contained the unique combination of the hashtags #MandatoryVaccination, #COVID19vaccines, and #DHPSP at the end of the poll period on November 29, 2021. To ensure accuracy and limit interference from other Twitter discussions on this topic, a Twitter search was conducted before the start of the surveys on November 21, 2021, which confirmed that this hashtag combination had never been used before. Symplur Signals was also used for sentiment analysis of all tweets containing this unique combination of hashtags. For additional analysis of the gender and age distribution of direct retweets, the tool Tweepsmap was applied using its “Tweet Reach” feature (quote tweets not included due to the specifics of the used tool).

**Ethical Considerations**

No ethical approval was required for this study as it does not fall within the scope of the Austrian Medical Ethics Act. Individual votes, retweets, and comments of any kind were anonymized using Symplur Signals. All data presented in this manuscript are anonymous. Thus, the data collected do not fall within the scope of the General Data Protection Regulation [44]. As follow-up information, the voting counts are immediately revealed to users as soon as they vote through their Twitter account. The parameters analyzed beyond the survey results, such as the number of followers and retweets, are based on online publicly available data.

**Results**

Both Twitter polls were pinned to the timeline of the DHPSP’s Twitter account (Twitter handle @DHPSP; Table 1) for 7 days, beginning on November 22, 2021. The gender and age distribution of the Twitter accounts that directly retweeted both polls (poll 1, n=178; poll 2, n=189) are depicted in Table 2. Sentiment analysis of all tweets featuring the polls demonstrated 45% (32 primary tweets with a sentiment score range from –0.5894 to –0.062) negative sentiment and 55% (50 primary tweets with a sentiment score range from 0.9338 to 0.7536) positive sentiment of the analyzed tweets (Figure 3).

Poll 1 (“Have you been vaccinated against COVID-19?”) received a total of 2365 votes (199,902 views), whereas poll 2 (“Do you support mandatory vaccination against COVID-19?”) received a total of 2545 votes (200,939 views). Upon analysis of the polls’ retweets that contained the unique combination of the hashtags #MandatoryVaccination, #COVID19vaccines, and #DHPSP, a total of 2073 tweets from 442 users (one retweet: n=272, 61.5%; two retweets: n=100 users, 22.6%; three or more retweets: n=70, 15.8%) were identified. The polls, including all retweets, summed up to a total of 32,594,283 views on Twitter. The top locations of Twitter users retweeting the polls were the United States (n=59, 6.3%), Canada (n=41, 4.5%), and the United Kingdom (n=17, 1.5%). However, most of the users did not indicate their location. A summary of these details is given in Table 3.

Of the Twitter users who responded to poll 1 (“Have you been vaccinated against COVID-19?”), 63.4% (1499/2365) agreed with “Yes, twice or more”; therefore, almost two-thirds of users who answered this question reported to be fully vaccinated. More than one-quarter (621/2365, 26.3%) of Twitter users...
expressed that they will never get vaccinated against COVID-19 (they voted “I never will”). Together, these two groups represent the extremes regarding vaccination and represent 89.6% (2120/2365) of all answers to this question. Of the 2365 respondents, 111 (4.7%) reported that they have not yet been vaccinated but do not rule out the possibility of getting vaccinated (“Not yet.”). The remaining 5.7% (n=134) of Twitter users had been vaccinated but have not yet received a second vaccine dose (“Yes, vaccinated once”).

Poll 2 examined Twitter users’ attitudes toward possible mandatory vaccination (“Do you support mandatory vaccination against COVID-19?”). In this poll, 40.2% (1022/2545) of all respondents indicated (“Yes, definitely”) that they would support mandatory vaccination against COVID-19. In addition, 8.8% (224/2545) indicated that they would support mandatory vaccination in certain areas (eg, for certain professions; “Yes, in some areas”). In contrast to the vaccine supporters, almost half of the respondents (1162/2545, 45.7%) are strictly against mandatory vaccination (“I am clearly against it”). A small percentage of 5.4% (137/2545) of Twitter users stated that they do not yet have an opinion on mandatory vaccination against COVID-19 (“I am not sure”). A detailed summary of the responses to both polls is given in Figure 4.

Table 1. Digital Health and Patient Safety Platform’s Twitter follower characteristics.

<table>
<thead>
<tr>
<th>Gender</th>
<th>Followers (n=943), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>206 (21.8)</td>
</tr>
<tr>
<td>Female</td>
<td>133 (14.1)</td>
</tr>
<tr>
<td>Not stated</td>
<td>604 (64.1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Follower counts</th>
<th>Followers (n=943), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;500</td>
<td>486 (51.5)</td>
</tr>
<tr>
<td>500-5000</td>
<td>320 (33.9)</td>
</tr>
<tr>
<td>&gt;5000</td>
<td>137 (14.5)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Account ages (years)</th>
<th>Followers (n=943), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;1</td>
<td>86 (9.1)</td>
</tr>
<tr>
<td>1-5</td>
<td>325 (34.5)</td>
</tr>
<tr>
<td>&gt;5</td>
<td>532 (56.4)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Languages</th>
<th>Followers (n=943), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>586 (62.1)</td>
</tr>
<tr>
<td>Spanish</td>
<td>46 (4.9)</td>
</tr>
<tr>
<td>Other</td>
<td>301 (31.9)</td>
</tr>
</tbody>
</table>
Table 2. Gender and age distribution of Twitter accounts that retweeted the polls.

<table>
<thead>
<tr>
<th>Poll 1 (n=178)</th>
<th>Twitter accounts, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Distribution by gender poll 1: direct retweets</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>102 (57.3)</td>
</tr>
<tr>
<td>Female</td>
<td>61 (34.4)</td>
</tr>
<tr>
<td>Businesses/groups</td>
<td>15 (8.3)</td>
</tr>
<tr>
<td><strong>Distribution by age poll 1: direct retweets</strong></td>
<td></td>
</tr>
<tr>
<td>10-23 years</td>
<td>20 (11.4)</td>
</tr>
<tr>
<td>24-64 years</td>
<td>142 (80.0)</td>
</tr>
<tr>
<td>≥65 years</td>
<td>16 (8.6)</td>
</tr>
<tr>
<td>**Poll 2 (n=189)</td>
<td>Twitter accounts, n (%)</td>
</tr>
<tr>
<td><strong>Distribution by gender poll 2: direct retweets</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>112 (59.6)</td>
</tr>
<tr>
<td>Female</td>
<td>69 (36.4)</td>
</tr>
<tr>
<td>Businesses/groups</td>
<td>8 (4)</td>
</tr>
<tr>
<td><strong>Distribution by age poll 2: direct retweets</strong></td>
<td></td>
</tr>
<tr>
<td>10-23 years</td>
<td>28 (14.8)</td>
</tr>
<tr>
<td>24-64 years</td>
<td>154 (81.5)</td>
</tr>
<tr>
<td>≥65 years</td>
<td>7 (3.7)</td>
</tr>
</tbody>
</table>
Figure 3. Sentiment analysis of the poll’s retweets containing the unique combination of the following hashtags: #MandatoryVaccination, #COVID19vaccines, and #DHPSP (Digital Health and Patient Safety Platform). The upper panel indicates sentiment over time and the overall sentiment scores (45% negative and 55% positive), and the lower panel displays sentiment word frequencies.

Table 3. Analysis of the poll’s retweets containing the unique combination of the following hashtags: #MandatoryVaccination, #COVID19vaccines, and #DHPSP (Digital Health and Patient Safety Platform).

<table>
<thead>
<tr>
<th>Top locations of Twitter users&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Twitter users (n=943), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>229 (24.3)</td>
</tr>
<tr>
<td>Canada</td>
<td>59 (6.3)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>41 (4.5)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of users that retweeted&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>One retweet</td>
</tr>
<tr>
<td>Two retweets&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Three or more retweets&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Top languages&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
</tr>
<tr>
<td>Other languages</td>
</tr>
</tbody>
</table>

<sup>a</sup>Determined based on data derived just from the users who indicated their location in their account information on Twitter. While interpreting the data, the readers should be aware that 75.7% of the 943 users did not provide location information on their profiles.

<sup>b</sup>The total number of retweets was 2073.

<sup>c</sup>Including “regular” retweets, retweets with comments, and “quote retweets” (whereby a hyperlink to the original tweet is inserted in the newly composed tweet).

<sup>d</sup>The most used languages are indicated. All other tweet languages accounted for less than 0.5% each.
Discussion

Our Twitter polls showed two extremes on the issue of compulsory vaccination against COVID-19. Almost half of the respondents favor compulsory vaccination, at least for certain professional groups. However, this is in contrast to nearly as many people who categorically reject compulsory vaccination, indicating that a proportion of vaccinated people voted against mandating vaccination. In line with recent works building the methodological basis and outlining the possible benefits of Twitter polling to gain quick insights into the public’s attitudes on timely matters [28,29], we aimed to explore the public’s opinion on mandatory COVID-19 vaccination by using Twitter polls. This topic is currently of high interest as recently mandatory COVID-19 vaccination has been scheduled for spring 2022 in Austria and Germany [34,35]. This timely and important Twitter survey reveals that mandatory vaccination against COVID-19 (in at least certain areas) is supported by less than 50%, whereas it is opposed by almost half of the surveyed Twitter users.

We used an established Twitter network (the DHPSP’s Twitter account) to pin our Twitter polls to generate high outreach and a high number of respondents in this study. This work complements our initial Twitter survey on the perceived safety of the available COVID-19 vaccines and participants’ confidence or hesitancy to get vaccinated [29]. In February 2021, 83% of Twitter users participating in polls posted back then stated that they would definitely get vaccinated against COVID-19. About 70% of participants indicated that they received at least their first dose in the current poll. The percentage of participants expressing their reluctance to get vaccinated increased from 8% to 26%. This data is in line with the current vaccination rates in Western European countries (United Kingdom, Germany, Austria, France, Spain, and Italy) and the United States, with 71% to 83% of people being at least partly vaccinated [45], and above the world average of 55% [45]. A direct comparison of these two Twitter polls can be carefully made, considering that the initial Twitter network was the same, even though participating users might substantially differ. Interpretability is further limited by the DHPSP’s follower base consisting mainly of younger educated individuals with scientific backgrounds, mainly due to the selective science-based content that attracted such followers and their interest in science. This concern is in line with several studies associating COVID-19 vaccine hesitancy with lower educational levels [46–49]. Comparability of other studies with our study is not straightforward, as the logic and infrastructure of Twitter surveys make the retrospective characterization of the sample difficult. Available information about Twitter users is limited (eg, in terms of location and language). Despite the composition of the original sample of “younger, educated people,” we reached a total of 26.3% (621/2365) of convinced nonvaxxers in our survey, which is in line with the results reported in other studies, such as the one by Hacquin and colleagues [49]. We explain this phenomenon by the fact that while the original sample was indeed enriched with younger, (better formally) educated individuals, each new retweet immediately adds the followers of each new retweeting account as an audience for the surveys. In this way, we seem to have achieved an equilibrium consistent with opinion patterns among Twitter users, which may explain why the proportion of nonvaxxers in our study was similar to that observed in previous work.

Our findings agree with the previously reported percentage of 26% of participants stating that they will never get vaccinated against COVID-19, with about 5% remaining undecided. In the current literature, COVID-19 vaccine hesitancy is further evident among university students (14%), medical students (23%), and health care workers (28%) [50–52]. A large-scale survey in...
Ireland and the United Kingdom segmented the previously published high percentages of COVID-19 vaccination hesitancy/refusal (eg, 33% in the United States) to 25% to 26% vaccination hesitancy and 6% to 9% resistance [53]. Although we aimed to formulate our poll questions and answers clearly and discriminatively (eg, “I never will”), further interpretation of these results due to missing demographics and other indicators of socioeconomic status, health literacy, and political and religious views was not possible. In addition, the study published by Murphy et al [53] was conducted in Spring 2020, at a time when no COVID-19 vaccines were yet available. Vaccination refusal may not only affect the course of this pandemic but has also been the focus of discussion among the prevention of other vaccine-preventable and potentially deadly diseases such as measles [54].

Our Twitter polls revealed high rates of being vaccinated against COVID-19 at least once, while 40% of participants supported mandatory vaccination for the public. Such concatenating interpretation of these two polls needs to be done cautiously, as the participating populations might substantially differ between both polls. Mandatory vaccination against COVID-19 is currently under rigorous discussion in many European countries and among health and home care workers [33,55,56]. Austria is currently the first western democracy, followed by Germany, to officially announce mandatory vaccination against COVID-19 for the public [34,35]. This would not be the first time mandatory vaccination has been enforced. For example, in England and Imperial Germany, between 1874 and 1975, vaccination against smallpox was compulsory, resulting in substantially reduced mortality rates [57]. However, ethical, medical, and philosophical reasons supporting and opposing mandatory vaccination involve complex socioeconomic and psychological perspectives [58-60] that are out of this paper’s scope and will not be further discussed.

Several studies have assessed the public’s opinion on mandatory COVID-19 vaccination in German, French, Greek, Austrian, American, Pakistani, and Italian individuals. A broad range favored mandatory COVID-19 vaccination from 17% to 74% of survey participants. Five of these studies were conducted before COVID-19 vaccines were available and before the official public announcement of mandatory vaccination against COVID-19 for the public in Austria [37,61-66].

Therefore, this is the first study analyzing the public’s attitude on mandatory COVID-19 vaccination immediately following (3 days) the official public announcement of the Austrian government, which is the first western democracy to mandate vaccination for its entire population [34]. This timely analysis on an international scale provides valuable insights into changes in the public’s attitude and general beliefs toward COVID-19 vaccine mandates that may aid policy makers in strategizing similar paths to Austria.

The strengths of this study lay in the rapid and timely assessment on an international scale with clear and concise information on the public’s attitude. As previously discussed in our prequel study, restrictions of word counts in Twitter polling might serve as a strength for concise and well-formulated surveys, possibly aiding a higher number of respondents in comparison to traditional surveys. On the other hand, it substantially limits the interpretability of results, as no additional information may be retrieved, and the formulation of more complex questions and clarification statements is hampered [29]. For example, it could be that the wording of the second answer of the second poll, “yes, in some areas” I am in favor of compulsory vaccination, may be understood by some respondents as “region,” “district,” or another geographical unit. In the original conception, however, the term “area” was meant rather as “branch” or “profession.” A misunderstanding cannot be ruled out and must be considered when interpreting the results. Distribution of the Twitter polls via a pre-existing network might also influence sample selection and cause bias further challenged by a lack of baseline characteristics of the survey participants. This is potentiated by the “echo chamber effect,” exposing social media users to curated content most likely aligning with their pre-existing beliefs based on their previous social media behavior [67,68]. This also includes the previous observation that individuals exposed to negative opinions on human papillomavirus vaccination were more likely to share these on Twitter, in contrast to those exposed to neutral or positive opinions [69]. An explicit limitation also lies in the extremely limited concatenating interpretation of the different Twitter polls, as the participating user populations might substantially differ between the two polls, and comparability cannot be achieved due to the polls’ anonymity. Thus, a direct transferability of the results to individual countries is impossible or only possible to a limited extent. In addition, poll manipulation by exploiting multiple users due to the polls’ anonymity needs to be kept in mind upon interpreting these results, as already mentioned by Vidal-Alaball et al [28]. We used Symplur Signals for sentiment analysis of all tweets. This automated text-mining tool helped us get an impression of the sentiment. Still, it has to be mentioned that this is not equal to classical qualitative data analysis.

When interpreting the data, it is important to remember that the two surveys involved self-selected users of a popular social media platform who self-reported their COVID-19 vaccination status and their opinion on introducing such mandatory vaccination. Objective data, for example, on vaccination status, could not be collected in this study.

In summary, mandatory vaccination against COVID-19 is supported by less than 50% of Twitter users and opposed by almost half of the Twitter users surveyed in this study. Refusal rates of COVID-19 vaccination are prevalent among 26% of surveyed Twitter users. These findings are reflected by the current vaccination coverage rates and align with the existing literature. Public perceptions and views on health issues are heavily influenced by social media, being specifically susceptible to the “echo chamber effect,” underscoring the importance of using social media surveys to understand the public’s views on health in real time to inform public health messages and communications efforts.
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Abstract

Background: Clinical decision support systems often adopt and operationalize existing clinical practice guidelines leading to higher guideline availability, increased guideline adherence, and data integration. Most of these systems use an internal state-based model of a clinical practice guideline to derive recommendations but do not provide the user with comprehensive insight into the model.

Objective: Here we present a novel approach based on dynamic guideline visualization that incorporates the individual patient’s current treatment context.

Methods: We derived multiple requirements to be fulfilled by such an enhanced guideline visualization. Using business process and model notation as the representation format for computer-interpretable guidelines, a combination of graph-based representation and logical inferences is adopted for guideline processing. A context-specific guideline visualization is inferred using a business rules engine.

Results: We implemented and piloted an algorithmic approach for guideline interpretation and processing. As a result of this interpretation, a context-specific guideline is derived and visualized. Our implementation can be used as a software library but also provides a representational state transfer interface. Spring, Camunda, and Drools served as the main frameworks for implementation. A formative usability evaluation of a demonstrator tool that uses the visualization yielded high acceptance among clinicians.

Conclusions: The novel guideline processing and visualization concept proved to be technically feasible. The approach addresses known problems of guideline-based clinical decision support systems. Further research is necessary to evaluate the applicability of the approach in specific medical use cases.

(JMIR Form Res 2022;6(6):e28013) doi:10.2196/28013
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Introduction

Clinical Practice Guidelines and Computerized Decision Support

Quality of care benefits from the application of clinical practice guidelines (CPGs) [1,2]. Various guideline-based clinical decision support systems (CDSSs) have been designed and implemented in the past [3]. Such CDSSs have been shown to improve adherence to CPGs, thus potentially increase quality of care [4].

Most guideline-based support systems are designed to modify the routine clinical workflow in a way that requires the clinician to interact with the CDSS directly at specific points in time to obtain additional information or other kinds of guidance with respect to the current treatment. These systems usually encompass a model of the underlying clinical pathway of some intervention and locally intervene at specific steps to provide additional information or recommendations.

Even though the respective research spans several decades and encompasses various CDSS implementations of different shapes, CDSSs are only recently becoming a common part of clinical practice. Several reviews addressed potential factors influencing the success or failure of guideline-based CDSS [5-8]. Among others, insufficient understanding of the underlying clinical processes turned out to be a relevant factor. Most CDSSs interact with the user by providing recommendations, reminders, or notifications to be considered at the specific point in time when they are shown. Greenes et al [5] propose that this focus of the interaction of the CDSS with individual decisions and actions should be complemented by a perspective that also considers the entire workflow. We also noticed the need for more attention to the overarching process when participating in the development of a guideline-based CDSS to assist in the treatment of bloodstream infections [9]. In this medical use case, the clinical workflow is executed over a relatively long period of time (up to 10 days). Thus, the impact of point-in-time decisions on the future workflow is of particular importance.

Internally, most systems contain computerized CPG knowledge, but they do not reveal it to the physician as a timewise longitudinal view of a CPGs intended treatment process. Only the current decision is shown and justified. Information about how this decision will influence the future clinical workflows is not presented (nor how past decisions have impacted the clinical workflow until now).

On one hand, the focus on the current decision to be made or the next steps to be taken is prioritized over the long-term perspective. On the other hand, visualizing the entire guideline (often hundreds of pages of condensed information) would understandably lead to an unacceptable cognitive load.

In this article, we present GuideLine Navigator (GuLiNav), an approach that addresses this shortcoming by generating context-specific versions of otherwise static clinical workflow representations. GuLiNav does so by avoiding a strict distinction between the design view of a computer-interpretable guideline (CIG; global representation of the guideline structure) and the view of the guideline during execution (presentation of the actual state/user interaction at a certain point in the patient journey), which is prevalent in most previous approaches.

The context-specific guideline generated by GuLiNav represents a feasible compromise between reducing the clinician’s cognitive load (by reducing the information load presented to a manageable amount) and providing an overview of the global treatment situation (by preserving context-specific relevant information). It is meant to support the autonomy of the clinician by providing guideline-based advice that has been tailored to fit the context-specific circumstances.

State of the Art

Apart from CIG-related research, previous results in the area of presentation of treatment histories and timelines are also related to the system we present. For example, Plaisant et al [10] developed the LifeLines system, which intends to visualize personal histories of individuals and as such can also be used in the medical domain. It starts with an overview of the entire history and facilitates zooming in and out to reveal information on various levels of granularity. This kind of research lays a foundation for adequate digital representation of personal timelines (from a human-computer interaction perspective). More recently, several newer approaches to the visualization of time-oriented clinical data specifically have been developed. The general motivation is to enhance the presentation of raw clinical data by using a knowledge base to apply medical knowledge for deriving patient-specific advice or abstract medical concepts from clinical data (eg, Shahar et al [11], Martins et al [12], and Klimov et al [13] have developed different visualization approaches).

Within the last decades, various proprietary formats for the computerized representation of CPGs have evolved. They can be classified into 3 groups: document models, decision trees/probabilistic models, and task-network models (TNMs) [14]. The most prominent category with respect to its use in the context of clinical decision support are TNMs. Various TNMs were designed, such as the GuideLine Interchange Format, Version 3 (GLIF3), SAGE, GASTON framework, GLARE system, HELEN framework, PROforma formal knowledge representation language, Asbru, and more [15-21].

Even though the specific details vary, the basic idea is that in contrast to unstructured (ie, not machine readable) CPGs published by medical expert boards around the world, computer-interpretable formats facilitate the implementation of CDSSs by providing a structured, interchangeable, and, most importantly, computer-interpretable definition of a clinical guideline. This is achieved by representing the guideline in the form of a sequence of clearly defined tasks, actions, and decisions. During the treatment of a patient, patient-specific data can then be applied to the CIG to create an execution instance of the CIG and provide patient-specific advice.

For example, GLIF3 [15] uses 3 distinct levels to represent a CIG: conceptual, computable, and implementable. The conceptual level is represented as a flowchart (using aUnified Modeling Language UML Class Diagram) and acts as a structured documentation of the computerized guideline. Figure 1 shows the conceptual representation of an (imaginary) CIG.
The computable level has its own syntax and defines the data, actions, and algorithm flow, and at the implementable level, a GLIF-based CIG can be incorporated in a specific health information system.

**Figure 1.** An example computer-interpretable guideline modeled in GuideLine Interchange Format (GLIF) using the GLIF Editor from the Medical Objects Knowledgebase.

As another example, Asbru [21] uses a specialized syntax to specify so-called skeletal plans. Skeletal plans are, in short, temporal plans of procedures and actions captured on different levels of granularity. However, the Asbru syntax itself is defined in Backus-Naur form and thus difficult to read, even for domain experts. Thus, to visualize Asbru-based CIGs, AsbruView [22] was developed. It is a multidimensional representation that uses a traffic metaphor with different tracks representing different plans. The different axis then represents parallel plans or a decomposition of the underlying plan on a different level of detail.

In recent years, the notion that most of these specialized attempts are based on an equivalent foundation and can be, more or less, mapped from one to another, has emerged. This notion has surfaced outside of the medical domain: Russel et al [23] formally defined recurring patterns of workflows (using Petri Nets) and showed that the most prominent workflow systems, process models, and other related technical standard formats (such as SAP Workflow, FileNet, BPMN, UML 2.0 Activity Diagram, event-driven process chains) all express a large subset of the formally defined workflow control patterns and thus are, more or less, equivalent to each other.

Consequently, Mulyar et al [24] analyzed in which degree CIG representation can also be reduced to the same workflow control patterns. Despite the fact that a clinical guideline is inherently different from business workflows in the sense that it focuses on a single entity (the patient), they showed that CIGs also consist of basic workflow control patterns. They especially concluded that business process and model notation (BPMN), a prominent workflow modeling language from the business domain, has an equivalent expressiveness to the more specialized CIG formats.

More recently, guideline-based CDSSs have been developed using BPMN [25], often combined with ARDEN Syntax [26] modules, for the definition of the computerized guideline model. For example, de Bruin et al [27] used a combination of BPMN and ARDEN Syntax to model a clinical guideline for the prevention of transmission of hepatitis B from the mother to the newborn child. As another example, Rodriguez-Loya et al [28] used a combination of BPMN and a rule engine to diagnose chronic obstructive pulmonary disease as part of a workflow.

The computerized guideline representations are mostly intended as technical components to facilitate the implementation of guideline-based CDSSs but have no impact on what the actual end user of the CDSS sees.

Past guideline representation approaches chose between 2 extremes: not taking the treatment context into consideration at all (eg, the guideline document itself or certain static pathways derived from it) or only presenting isolated single point-in-time decisions to the user without providing an overview of the workflow before and after that point in time. The first variant also presents information that is irrelevant with respect to a specific context (information overload) and consequently also leads to a high cognitive load for the user. The second variant does not embed the current options into the larger scope of a treatment (what happened, what could happen in the future) and delegates these considerations to the user themself, who has to memorize this information. As a consequence, this kind of information underload also leads to a high cognitive load for the user. GuLiNav’s contextualized guideline approach compromises between these 2 extremes.

**Methods**

**Guideline Representation and Visualization**

Clinical pathways are complex to define, but when being presented to humans, a schematic description usually suffices since humans are capable of filling in the information gaps using their implicit knowledge. However, the complexity increases significantly when the need for operationalization arises and every detail needs to be specified explicitly (compare, for example, with the qualitative study about lessons learned when implementing clinical decision support by Wright et al [29]). This makes it especially difficult to find a visual representation that is entirely machine readable and still somehow accessible to humans. We have identified 3 aspects for human-readable guideline visualization (see Figure 2) that we will explain in more detail in the further course of this article.
We chose to use BPMN as a visual specification that represents the procedural aspects of the pathway (guideline procedures layer), while the medical criteria can be specified in an arbitrary fashion (eg, hard-coded, ARDEN Syntax...; medical criteria layer). This 2-way split of the guideline representation is a concept further explained and justified in Fortmann and Spreckelsen [30]. Other authors have suggested similar variants of separation between these two aspects (eg, Shahar et al [31] or Hatsek et al [32] suggest similar options on how to structure a computerized guideline). The decision to use BPMN is motivated by the fact that it can be used for the representation of CPGs [23,24,33], and there are also multiple useful tools, frameworks, and other resources freely available to work with it. Examples of these guidelines can be seen in Figure 3 and Figure 4. The examples are adaptations of the guideline used within the Hospital-Wide Electronic Medical Record Evaluated Computerized Decision Support System to Improve Outcomes of Patients With Staphylococcal Bloodstream Infection (HELP) study for the treatment of staphylococcal bloodstream infections [9], which initially motivated this research. Note that the example is simplified to be a fitting example for the rather technical focus of this article. The procedural view (visualized in BPMN) should be dynamized by taking an individual treatment context into consideration.

Figure 3. Context-based guideline visualization—Overview: Given a guideline definition and a treatment context (left), a context-sensitive guideline representation is generated (right).

**Ethics Approval**

The project uses only synthetic, generated data for testing. At no point in time was any real patient data used. The evaluation was done with nonpatients (colleagues from the university hospital). In similar former cases, especially evaluation studies including participants from the university (students, staff), the ethical committee of RWTH Aachen University Hospital was consulted and showed no apprehension about the studies. It declared that its consent was not required (eg, Ethical IDs: 2019: 269/18, 2020: 270/18).
prevention of cognitive overload by shifting away from decision support for point-in-time decisions (to prevent information overload). Instead, we want decision support for perspective decisions that underlines the entire treatment history and points to possible directions for treatment while eliminating irrelevant information (to prevent information overload).

**Show Only What Is Relevant Under the Given Context (Pruning)**

Pathways usually contain forks that, depending on some external information, indicate in which direction the flow will continue. These kinds of if-then-else conditions usually cause entire parts of a pathway to become irrelevant once all information needed to make the decision is available. Obviously, this information can change and reevaluation is necessary whenever we see a change in relevant data. Thus, the unreachable part of the static definition should be conditionally pruned and not shown in the contextualized representation.

**Provide a Temporal Orientation for Different Parts of the Guideline (Temporal Assignment)**

During different points in time during the execution of a clinical pathway, specific tasks are performed in a certain order. Generally, there can be more than one formally correct order and more than one task can be active at the same time. In addition, the same task can be active multiple times (circles). Nonetheless, we can assign a temporal role to each task that describes if the task was already executed (and should not be executed again; PAST) or is a choice that can currently be chosen (PRESENT) or might possibly be executed at a later time (FUTURE). Thus, the temporal role of each task should be visualized (ie, by assigning a color to each temporal role and then coloring each task respectively). Note that the temporal role PAST is only assigned if the task cannot occur again, and the temporal role FUTURE is also assigned to tasks that were already executed if they can potentially be executed again in the future.

**Simplify the Structure for Representation (Topological Sorting)**

Since only relevant parts of the pathway are shown and other branches of the pathway are pruned, the context-sensitive pathway already has a simpler structure. However, the structure should be further simplified to reduce the mental workload necessary for a human to process the visualization. Since the pathway has already been pruned, a list representation would not removing as much information. Thus, the pruned pathway visualization should be further simplified by restructuring it into a list that contains the pathway’s tasks in an intuitive, natural order.

For the third aspect, we needed a deterministic definition of what we consider a natural order. We decided to use the definition of a topological order from graph theory to find such an order. We used the default notation for graphs in theoretical computer science as, for example, used by Gibbons [34]. A topological order in graph theory is an ordering of the vertices of a directed acyclic graph where for every edge between 2 vertices u and v, the vertex u comes before the vertex v in the ordering.

Obviously, the graph often contains circles. To be able to apply a topological sorting algorithm, we internally remove the last edge from each circle. The last edge is the one that is the farthest from the starting vertex. The resulting order of the vertices, which represent procedures in our case, is one in which the procedures could potentially be executed.

**Figure 3** shows a sketch that visualizes how such a context-sensitive visualization should look: given a guideline definition and context information (here: patient data), a pruned list of tasks (with assigned temporal role) can be created. **Figure 4** illustrates the intermediate results after each of the 3 processing steps. To summarize, the context-specific guideline visualization provides support for the currently active tasks (point-in-time decisions) by identifying the currently relevant tasks (PRESENT). However, it also offers a simplified orientation over the entire treatment process by also showing past and (potential) future tasks and embedding the currently active tasks between them (perspective decisions).

Figure 4. Context-based guideline visualization—Processing steps: Intermediate results after each processing step during the generation of a context-sensitive guideline.

System Architecture

One problem with a treatment context is that a change in 1 parameter can turn the entire state of the clinical pathway upside down or even invalidate it (eg, in critical escalation scenarios). Thus, we designed the system in a stateless way. Each time the context changes (even in a minor way), the entire processing is redone. The system uses the knowledge specified in the operationalized guideline to infer a context-specific visualization each time a treatment context is given (see Figure 5). The prerequisite for this approach is that the full patient history is taken into account for each request. In this way, the contextualized guideline is constructed anew each time. Since the system produces a deterministic result, the context-specific
Internal CIG Representation

The CIG is processed by creating an enriched internal graph model. Start events, end events, gateways, and activities are the graph’s vertices. A type property is assigned to each vertex describing which of the BPMN elements this vertex represents. For activities, the respective relevant properties of the treatment context are also stored. Sequence flows (i.e., the transition elements of BPMN) are mapped to edges. For each edge, the original traversal condition from the sequence flow is stored.

CIG Interpretation

Use of a Business Rule Engine for Model Interpretation

The internal CIG model is interpreted using a business rule engine, a software system that executes business rules. These rules are typically structured in a “When PREDICATE then CONSEQUENCE” fashion. Business rule engines are closely related to the concept of logical programming. We created a set of business rules that define how the aforementioned internal CIG model shall be interpreted.

In the following sections, we will outline how these business rules are defined to infer a context-specific guideline representation that fulfills the 3 visualization aspects.

Pruning and Temporal Assignment

Given a CIG and a patient, the system first infers basic facts about the vertices and edges of the CIG. For example, for each vertex the rule system decides, by applying the patient data, if the activity was already performed or not. For each edge, it is decided if the condition is satisfied, unsatisfied, or cannot be decided with the data provided. These basic facts are then added into the rule system as predicates. The rules are then executed, inferring facts from the known predicates consecutively.

Eventually, a temporal role is inferred for each vertex, determined by the CIG’s logic (gateway logic, conditional logic). Finally, the newly created facts are used to generate the contextualized guideline.

At this point, the contextualized guideline is still a graph, but vertices that are unreachable from the start vertex have already been pruned. While the shape of the context-specific guideline representation is conceptually determined by the 3 aspects already explained, the processing is only separated into 2 steps, since the pruning is implicitly performed during temporal assignment.

Topological Sorting

To obtain a linear structure from the graph that can be intuitively understood within the context used, a topological sorting algorithm is applied. The algorithm first removes circles in a way that preserves paths that begin in the starting vertex. Afterward, the algorithm is a modified version of Kahn’s algorithm [35] that keeps vertices close to each other that are close in the original graph.

Results

Software Architecture

We have created a Java package that provides GuLiNav [36]. The app provides an internal Java application programming interface (API) and can be used as a software library within another Java project. Additionally, GuLiNav can run on its own and provides a representational state transfer (REST)-based interface that can be used to provide guideline models and context information to the system and in return provide context-specific guideline representations (see Figure 6).

Figure 5. Schematic visualization illustrating stateless guideline processing by the system.

**Internal CIG Representation**

The CIG is processed by creating an enriched internal graph model. Start events, end events, gateways, and activities are the graph’s vertices. A type property is assigned to each vertex describing which of the BPMN elements this vertex represents. For activities, the respective relevant properties of the treatment context are also stored. Sequence flows (i.e., the transition elements of BPMN) are mapped to edges. For each edge, the original traversal condition from the sequence flow is stored.

**CIG Interpretation**

**Use of a Business Rule Engine for Model Interpretation**

The internal CIG model is interpreted using a business rule engine, a software system that executes business rules. These rules are typically structured in a “When PREDICATE then CONSEQUENCE” fashion. Business rule engines are closely related to the concept of logical programming. We created a set of business rules that define how the aforementioned internal CIG model shall be interpreted.

In the following sections, we will outline how these business rules are defined to infer a context-specific guideline representation that fulfills the 3 visualization aspects.

**Pruning and Temporal Assignment**

Given a CIG and a patient, the system first infers basic facts about the vertices and edges of the CIG. For example, for each vertex the rule system decides, by applying the patient data, if the activity was already performed or not. For each edge, it is decided if the condition is satisfied, unsatisfied, or cannot be decided with the data provided. These basic facts are then added into the rule system as predicates. The rules are then executed, inferring facts from the known predicates consecutively.

Eventually, a temporal role is inferred for each vertex, determined by the CIG’s logic (gateway logic, conditional logic). Finally, the newly created facts are used to generate the contextualized guideline.

At this point, the contextualized guideline is still a graph, but vertices that are unreachable from the start vertex have already been pruned. While the shape of the context-specific guideline representation is conceptually determined by the 3 aspects already explained, the processing is only separated into 2 steps, since the pruning is implicitly performed during temporal assignment.

**Topological Sorting**

To obtain a linear structure from the graph that can be intuitively understood within the context used, a topological sorting algorithm is applied. The algorithm first removes circles in a way that preserves paths that begin in the starting vertex. Afterward, the algorithm is a modified version of Kahn’s algorithm [35] that keeps vertices close to each other that are close in the original graph.

**Results**

**Software Architecture**

We have created a Java package that provides GuLiNav [36]. The app provides an internal Java application programming interface (API) and can be used as a software library within another Java project. Additionally, GuLiNav can run on its own and provides a representational state transfer (REST)-based interface that can be used to provide guideline models and context information to the system and in return provide context-specific guideline representations (see Figure 6).
The inference of a context-specific representation is performed using a business rule engine. Note that the medical knowledge is not encoded using business rules. Rather, the business rules define how a CIG that is modeled using BPMN should be interpreted. An example can be seen in Figure 7. The criteria to be evaluated in each task can become arbitrarily complex and need to be evaluated in an additional layer that could use, for example, ARDEN syntax [26], but can be provided in arbitrary fashion (we, for example, defined a rather minimalistic software module where medical knowledge is encoded in an ARDEN medical logic modules–like fashion). The structure and purpose of the software facilitates software testing.

Figure 7. Exemplary Drools rules that are part of the rule system.

```
rule "ConditionSatisfied"
  when
    $patient: GuidelinePatient()
    $edge: Edge(getCondition() evaluate($patient).isPresent() & getCondition() evaluate($patient).get())
  then
    insert(new ConditionSatisfied($edge));
  end

rule "PotentiallyConditionSatisfied"
  when
    $patient: GuidelinePatient()
    $edge: Edge(getCondition() evaluate($patient).isPresent() == false)
  then
    insert(new PotentiallyConditionSatisfied($edge));
  end
```

Frameworks Used

We used Spring Boot (2.1.8.RELEASE) [37] to create the REST-API. The rule-based inference is performed using the Drools (7.26.0.Final) [38] business rule engine. The BPMN model is read using the model API of the Camunda engine (7.11.0) [39]. Unified expressions are evaluated using the Java Unified Expression Language library (2.2.7) [40], and unit tests were defined using JUnit (4.4) [41]. For a proof of concept, we have also temporarily embedded the Arden2ByteCode compiler by Gietzelt et al [42] into GuLiNav and defined some exemplary ARDEN medical logic modules and used them for the evaluation of medical criteria.

Summary of the Concept and Software Implementation

To provide a summary for the concept and its technical implementation, Figure 8 shows an overarching diagram of different components and concepts used. The central component, GuLiNav, orchestrates the other modules of the system. As a communication point with the external software layers, a REST interface is provided (here: Spring Boot). External programs can use this interface to post new guideline models or request guideline contextualization of a previously posted guideline by posting patient and/or context data. The guideline model interpreter can provide process models of a previously posted guideline by interpreting the corresponding guideline model (here: Camunda BPMN). The medical knowledge engine is responsible for evaluation of the medical criteria layer as described in Fortmann and Spreckelsen [30]. That could be, for example, the aforementioned ARDEN engine, which uses encoded medical knowledge (eg, ARDEN MLMs). Pruning and topological sorting are performed by state-of-the-art graph algorithms directly implemented as part of GuLiNav. Finally, a business rule system (here: Drools) is used to infer the abstract temporal assignment of each of the guideline’s tasks. It uses a rule set that defines how the temporal roles can be inferred from the combined information of the process model, evaluated medical criteria, and patient/context data. GuLiNav then eventually combines all the subsystem’s responses to return a contextualized guideline via the REST interface.
Knowledge Engineering

Knowledge acquisition for GuLiNav is performed by defining the procedural BPMN model first without completely specifying the medical criteria knowledge required in each task. Since BPMN is a widely adopted standard, there are many modeling tools available, and there is no need to define custom editors. We used Camunda BPMN [39] to model the procedural layer of the CIGs. BPMN is also rather easy to understand for nontechnicians. Thus, these procedural models can be discussed in interdisciplinary teams of information technology specialists and clinicians. The medical knowledge layer of the CIG can also be computerized by computer scientists by discussing individual knowledge modules in natural language with clinicians. These are then transcribed into the self-coded java package directly. The clear separation between procedural knowledge and medical criteria knowledge makes it possible to maintain these parts of the CIG separately, which causes the individual parts to remain relatively simple.

Demonstrator User Interface

We created a web-based front end for demonstration purposes. Figure 9 shows a screenshot of the demonstrator. Note that this graphical user interface additionally visualizes an intermediate result (pruned CIG before topological sorting) for debugging and demonstration purposes, which was the original reason for its implementation. This demonstrator can especially be used during interviews with domain experts: changes of the BPMN model can directly be posted to GuLiNav. The impact on the resulting context-specific guideline visualization is then immediately reflected, which enables a direct feedback loop between changes in the procedural model and the resulting context-specific guideline visualization, making it a useful tool for knowledge acquisition.

Figure 8. Overarching diagram describing the relation between concepts and technologies used by the GuideLine Navigator. GuLiNav: GuideLine Navigator; REST: representational state transfer.

Figure 9. Screenshot of the system’s demonstrator front end.
Technical Evaluation

On top of thorough technical testing of GuLiNav using unit tests, we have further validated the inference engine by exploiting the workflow control patterns of Russel et al [23]. Since the semantics of the guideline model are based on those patterns, we could validate the correct behavior of GuLiNav’s inference engine by systematically defining test cases for all supported workflow control patterns. As an example, we present the test case for the synchronization pattern. It is described by Russel et al [23] as “the convergence of 2 or more branches into a single subsequent branch such that the thread of control is passed to the subsequent branch when all input branches have been enabled.” The test case is shown in Table 1, and the pattern itself, modeled in BPMN, is shown in Figure 10. The system processes all possible combinations of patient data for value A and value B and the result is asserted accordingly. Task C does not always have a temporal role because in some cases it is pruned from the contextualized guideline.

Table 1. Test case definition for the synchronization pattern.

<table>
<thead>
<tr>
<th>Test-Pat-ID</th>
<th>VALA</th>
<th>VALB</th>
<th>TR of A</th>
<th>TR of B</th>
<th>TR of C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pat01</td>
<td>true</td>
<td>true</td>
<td>past</td>
<td>past</td>
<td>present</td>
</tr>
<tr>
<td>Pat02</td>
<td>true</td>
<td>___d</td>
<td>past</td>
<td>present</td>
<td>future</td>
</tr>
<tr>
<td>Pat03</td>
<td>true</td>
<td>false</td>
<td>past</td>
<td>past</td>
<td>—</td>
</tr>
<tr>
<td>Pat04</td>
<td>—</td>
<td>true</td>
<td>present</td>
<td>past</td>
<td>future</td>
</tr>
<tr>
<td>Pat05</td>
<td>—</td>
<td>—</td>
<td>present</td>
<td>present</td>
<td>future</td>
</tr>
<tr>
<td>Pat06</td>
<td>—</td>
<td>false</td>
<td>present</td>
<td>past</td>
<td>—</td>
</tr>
<tr>
<td>Pat07</td>
<td>false</td>
<td>true</td>
<td>past</td>
<td>past</td>
<td>—</td>
</tr>
<tr>
<td>Pat08</td>
<td>false</td>
<td>—</td>
<td>past</td>
<td>present</td>
<td>—</td>
</tr>
<tr>
<td>Pat09</td>
<td>false</td>
<td>false</td>
<td>past</td>
<td>past</td>
<td>—</td>
</tr>
</tbody>
</table>

*a Test-Pat-ID: test patient ID.
*b VAL: value for task.
*c TR: temporal role.
*d Not present.

Figure 10. The business process model and notation model used for the test case of the synchronization pattern.
Formative Usability Evaluation

GuLiNav is a framework intended to be used by specific CDSS use cases and as such does not provide a user interface itself. It provides a linear data structure that can be used by the user interface to draw a context-specific guideline just by adding graphical elements. The concrete design in which this guideline representation is shown to the user can thus differ between use cases. We nonetheless executed a formative usability evaluation at this early stage by creating a mobile demonstrator based on the GuLiNav approach, which processes a guideline for the treatment of acute respiratory distress syndrome and presents a context-specific visualization of it to the user. The app was given to 6 clinicians on an iPad and the think-aloud protocol method was used for evaluation [43]. They could manipulate the patient’s data and track the resulting changes in the context-specific guideline visualization. The general feedback toward the mobile app was mixed, and the think-aloud protocol revealed some usability issues. However, the concept of a context-specific guideline visualization in particular was positively received. It was intuitively understood and considered useful by the participants. The complete mobile app was subsequently evaluated using a questionnaire for software ergonomics, but for the context-specific guideline visualization in particular we have, until now, only collected the respective qualitative feedback.

Discussion

Principal Findings

GuLiNav shows the technical feasibility of combining CIGs with context information to infer context-specific guideline visualization which avoids cognitive overload while preserving an overview of the global treatment situation. It follows the 3-layer concept [30], in which the procedural aspects of the guideline are encoded using BPMN while the medical knowledge and criteria can be specified using an arbitrary system (e.g., ARDEN syntax). It is possible to create such a system as a REST-based service that can then be consulted by other systems whenever needed.

Previous CIG approaches mostly focus on machine interpretability of the structured guideline model with the intention of it being used as a technical component of (multiple) guideline-based CDSSs [14]. They are designed to simplify the software implementation of guideline-based CDSSs and are not intended to be part of the respective system’s user interface. The processing and visualization concept presented in this paper, in contrast, focuses on improving the visualization of the guideline itself. By applying context-specific data to a structured guideline format, it provides a context-specific (human readable) representation. It prevents overwhelming cognitive load and restrictive, inflexible workflows at the same time and thus addresses known issues of CIGs [5,6,8].

It should be noted that the simplifications made when contextualizing a guideline remove procedural knowledge from the original guideline. The result is a linear structure where, for example, no distinction is made between sequential and parallel tasks. Clinicians should generally be able to compensate for this information loss with their implicit knowledge (balance between knowledge in the world and knowledge in the head [44]), but further investigations are necessary to provide evidence. The linear guideline structure is well suited to be displayed on mobile devices with limited screen size. We think this is a major advantage for the development of mobile CDSSs.

Limitations

This visualization concept is well defined, and clinicians responded positively to it within a formative usability evaluation. However, more detailed evaluations with regard to how well clinicians understand the context-specific guideline depiction (with training or without training) and how much benefit it provides in clinical practice have yet to be performed.

From a technical viewpoint, this implementation demonstrates GuLiNav’s method of operation, but only the most important workflow control patterns (compare with the workflow control patterns as defined by Russel et al [23]) are currently supported for the guideline procedures layer. The medical criteria layer has been implemented as a simple placeholder and is not yet considered in the resulting context-specific visualization.

Future Work

We intend to use GuLiNav as the back end of (potentially mobile) guideline-based CDSS apps. In the future, the system will be implemented as a generic web service and accessed via a standardized interface. We already began implementing a Fast Healthcare Interoperability Resources (FHIR) interface [45] to provide patient data to the system. The extent to which FHIR’s clinical reasoning module provides the capabilities necessary to potentially also represent the respective static as well as contextualized guidelines in a standardized way has yet to be evaluated.

Even though the 2-way split [30] of the guideline is cleanly separated in the internal implementation of GuLiNav, currently only the procedural layer is presented in the context-specific guideline. This should be addressed in the future, since the guideline knowledge about medical concepts should also be accessible to the end user. One could imagine being able to tap into the items of a context-specific guideline to view the underlying medical concepts. This approach could match well with limited display sizes, which are predominant due to increased use of mobile devices.

Managing the complexity of medical algorithms and guidelines is a core challenge for the successful establishment of guideline-based CDSSs. In addition, existing CDSS-related research projects (such as the study by Hagel et al [9] to use a CDSS for the treatment of bloodstream infections) stressed the need—and critical effort—to obtain regulatory approval as a certified medical device (especially under the Medical Device Regulation). Establishing organizational as well as technical structures to qualify for the respective regulatory approval is inevitably necessary to use the concept in clinical practice. In the future, we plan to use context-specific guideline visualizations within a decision support to be used in clinical practice to evaluate the applicability of the approach in a practical setting.
Conclusions

Long-term effects and impact on the overarching clinical workflow should be given more attention when working with CDSSs [5]. We approached this proposition by developing GuLiNav, a system that prepares context-specific guideline visualizations aiming at reducing cognitive load while preserving orientation. GuLiNav, in its current form, demonstrates the technical feasibility.
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Abstract

Background: Physical activity (PA) is the most well-established lifestyle factor associated with breast cancer (BC) survival. Even women with advanced BC may benefit from moderate PA. However, most BC symptoms and treatment side effects are barriers to PA. Mobile health coaching systems can implement functionalities and features based on behavioral change theories to promote healthier behaviors. However, to increase its acceptability among women with BC, it is essential that these digital persuasive systems are designed considering their contextual characteristics, needs, and preferences.

Objective: This study aimed to examine the potential acceptability and feasibility of a mobile-based intervention to promote PA in patients with BC; assess usability and other aspects of the user experience; and identify key considerations and aspects for future improvements, which may help increase and sustain acceptability and engagement.

Methods: A mixed methods case series evaluation of usability and acceptability was conducted in this study. The study comprised 3 sessions: initial, home, and final sessions. Two standardized scales were used: the Satisfaction with Life Scale and the International Physical Activity Questionnaire–Short Form. Participants were asked to use the app at home for approximately 2 weeks. App use and PA data were collected from the app and stored on a secure server during this period. In the final session, the participants filled in 2 app evaluation scales and took part in a short individual interview. They also completed the System Usability Scale and the user version of the Mobile App Rating Scale. Participants were provided with a waist pocket, wired in-ear headphones, and a smartphone. They also received printed instructions. A content analysis of the qualitative data collected in the interviews was conducted iteratively, ensuring that no critical information was overlooked.

Results: The International Physical Activity Questionnaire–Short Form found that all participants (n=4) were moderately active; however, half of them did not reach the recommended levels in the guidelines. System Usability Scale scores were all >70 out of 100 (72.5, 77.5, 95, and 80), whereas the overall user version of the Mobile App Rating Scale scores were 4, 4.3, 4.4, and 3.6 out of 5. The app was perceived to be nice, user-friendly, straightforward, and easy to understand. Recognition of achievements, the possibility of checking activity history, and the rescheduling option were positively highlighted. Technical difficulties with system data collection, particularly with the miscount of steps, could make users feel frustrated. The participants suggested improvements and indicated that the app has the potential to work well for survivors of BC.

Conclusions: Early results presented in this study point to the potential of this tool concept to provide a friendly and satisfying coaching experience to users, which may help improve PA adherence in survivors of BC.

(JMIR Form Res 2022;6(6):e32354) doi:10.2196/32354
KEYWORDS
breast cancer; BC; mobile app; physical activity; mHealth; acceptability; user experience; mobile phone

Introduction

Background
Breast cancer (BC) is the most prevalent diagnosed cancer in women worldwide [1] and the second leading cause of death in women [2,3]. Although BC affects a large and growing population of women worldwide [2,3], the survival rates are fortunately on a steady rise mainly because of advancements in screening and treatment [4]. BC is associated with a reduced quality of life (QoL) because of its symptoms and treatment side effects [5]. BC symptoms encompass both physical and psychological impairments. Physical symptoms and sequelae include loss of power and function in limbs, lymphedema, muscle wasting, loss of bone density, chronic fatigue, pain, weight gain, and loss of appetite, whereas psychological symptoms include depression, anxiety associated with uncertainty, poor body image, loss of intimacy in relationships, reduced self-esteem, and cognitive dysfunction [6,7]. Scientific evidence has demonstrated that physical activity (PA) is the most well-established lifestyle factor associated with BC survival [8]. PA provides vital benefits to patients with BC and survivors of BC, including prevention of cancer recurrence; decreased side effects from treatment; and improvements in fitness, body size, and QoL [8,9]. Even women with advanced BC may benefit from moderate PA [10]. However, most of the aforementioned symptoms and treatment side effects are barriers to PA, which may present actual or perceived risks of injury or discomfort during physical exertion [11]. In addition, women with BC frequently report other barriers to PA such as lack of time and information [12]. In such circumstances, participation in and adherence to PA is low among survivors of BC [13]. Some studies have reported estimates of <10% of survivors of BC, which meet the PA guidelines and recommendations [14]. Overcoming these barriers to PA adherence among women with BC, who meet the current recommendations, is a complex challenge that requires innovative and engaging strategies. There is growing evidence regarding coaching interventions that effectively engage women with BC in PA [15]. These interventions are based on behavioral change theories (BCTs) such as the social cognitive theory [16], transtheoretical model [17], and self-determination theory [18]. Often, the implementation of these techniques is negatively affected by a lack of engagement of the users with the technology used for the delivery of the interventions. In that regard, feasibility studies such as the one described in this paper can provide insights into potential barriers to digital behavioral interventions.

Information and communication technologies enable cost-effective alternatives to help people reach PA recommendations through digital BCT-based interventions. In particular, advancements in mobile health (mHealth) technologies have increased interest in the research and development of mobile PA coaching systems and interventions [19]. Digital health transformation is also increasing this interest, especially in the current global situation because of the COVID-19 pandemic in which patients are encouraged to take a proactive approach to the self-management of their health and QoL. Mobile devices present unique capabilities that enable data collection in real-life scenarios [20,21], just-in-time behavioral information provision [22], and remote communication with health care professionals. These capabilities allow remote assessment, tracking, and monitoring in real-time and real-life environments, which form the basis of momentary ecological interventions [23]. As a result, these mHealth systems may potentially empower patients, promote behavior changes toward a healthier lifestyle, facilitate self-monitoring of symptoms and behaviors [24], provide real-time tailored support and motivation [21], improve their educational level [25], and allow patients the feeling of being in contact with their health care team [26].

mHealth coaching systems take advantage of these capabilities to implement functionalities and features based on BCTs to promote healthier behaviors. Among these systems, digital PA coaching interventions are well-received by women with BC, as suggested in the increasing body of scientific evidence [12,27]. However, to increase its acceptability among women with BC, it is essential that these digital persuasive systems are designed considering their contextual characteristics, needs, and preferences [28]. Each woman experiences her cancer journey in a particular and dynamic way, receiving different treatments and experiencing diverse symptoms such as fatigue or pain, which affect her emotional state, reduce her physical and cognitive capacities, and demand personalized social support. This unique experience requires that digital PA coaching systems consider not only their needs at the group level but also tailored to each individual [11,27]. Previous studies aimed at investigating the specific requirements of women with BC for digital PA coaching interventions have highlighted the importance of personalization in adapting these interventions to the specific individual’s conditions [12,27,29]. Lack of engagement and low perceived personal relevance of digital health systems are commonly associated with high levels of user abandonment [30]. In this sense, personalization can contribute to captivating and holding a person’s interest [31], resulting in an increased long-term engagement and adherence to these systems. In addition, personalization is associated with an increase in the effectiveness of BCT-based systems [32]. There is a lack of knowledge regarding the technology acceptance of real-time behavioral feedback using mHealth technologies in survivors of BC.

Objective
This study presents the results of a small-scale evaluation of the acceptability of a personalized PA coaching mobile app for survivors of BC in the real world. The mobile app aimed to guide BC survivors on a plan to increase their PA, including behavioral and motivational aspects. The mobile solution also captured PA levels using a smartphone accelerometer. The objectives of this study were to (1) examine the potential acceptability or feasibility of the intervention; (2) assess usability and other aspects of the user experience; and (3) identify key considerations and aspects for future improvements.
which may help increase and sustain acceptability and engagement.

**Methods**

**Study Design**

A mixed methods case series evaluation of usability and acceptability was conducted in this study. The use of a mixed methods design was chosen to capture both quantitative feedback about the mobile solution engagement and qualitative feedback about the user experience. This approach is well suited for understanding areas of improvement before designing larger studies. This study draws from the theoretical framework of acceptability (TFA) developed by Sekhon et al [32]. The TFA states that acceptability is influenced by 7 dimensions: affective attitude, burden, ethicality, intervention coherence, opportunity costs, perceived effectiveness, and self-efficacy. There are examples of the use of TFA in health technologies [33,34]. The objective of this study was to understand each participant’s perspective using both quantitative data (use of the solution) and qualitative data (interviews). A total of 4 women with BC participated in the study. The original plan was to recruit more participants; however, because of the COVID-19 pandemic, recruitment had to be halted.

The study comprised 3 sessions: initial, home, and final. In the initial session, a researcher provided participants with all the materials and instructions, installed the app on the smartphone, and explained the use of the system to the participants. In addition, data on participant characteristics were collected using questionnaires that covered demographics, technology use, and interests. In addition, 2 standardized scales were used: the Satisfaction with Life Scale [35] and the International Physical Activity Questionnaire–Short Form [36]. Satisfaction with Life Scale was used to capture health or life satisfaction as a potential mediator of overall engagement with the mobile solution.

Participants were then asked to use the app at home for a period of approximately 2 weeks in the home session, with data being collected from the app. App use and PA data were collected from the app and stored on a secure server during this period. The mobile solution was used to collect information on the PA and engagement of the users during this period. A period of 2 weeks was considered sufficient to capture the technology acceptance of the users. The 2 weeks were defined as sufficient time to identify major aspects related to acceptance of the solution, which was adapted to minimize disruptions in the clinical setting.

Finally, in the final session, participants returned materials to the research team that deleted any data stored on the smartphone and were asked to fill in 2 app evaluation scales and participate in a short individual interview. The participants completed the System Usability Scale [37] to assess the usability of the system. In addition, participants filled in the user version of the Mobile App Rating Scale [38] to assess the quality of the app. During the interviews, the interviewer provided trigger questions to the participants and took field notes. Questions used in the interviews were defined based on the TFA [32] and were built to cover various aspects of the participants’ user experience [39] associated with the different dimensions of acceptability and usability. The interviews were audio recorded, transcribed, and anonymized. The initial and final sessions took place in a private room at the Beacon Hospital headquarters, where only the session facilitator and the participant were present, and lasted 35 to 60 minutes. The data were collected from February to the beginning of March 2020.

**System and Materials**

The proposed system aimed to function as a mobile personal PA coach for survivors of BC and focused on optimizing walking activities to help them reach and maintain the levels of PA recommended in the guidelines. A user-centered design approach was followed to ensure that the end user needs were met. Relevant theories and evidence for successful PA interventions were used as the basis for the system design process. A detailed description of the design process is published in the studies by Monteiro-Guerra et al [12,40]. Screenshots of the developed mobile app are shown in Figure 1. The main features considered for the developed system prototype were as follows:

- A walking regimen
- Real-time activity monitoring and feedback
- Real-time guided sessions (with instructions to control session intensity)
- Adapative training
- Personalized and encouraging communication
- Interface simulating an app-based coach
- Activity scheduling tool and reminders
- Activity history
- Weekly summary reports

The participants were provided with a waist pocket (Kalenji, Decathlon), wired in-ear headphones (Ear Pollution Bolt, iFrogz), and an Android smartphone (P Smart, Huawei). The smartphone was provided to ensure a similar user experience across participants. They also received printed instructions. The waist pocket was flexible and adjustable in size. The participants were instructed to wear the waist pocket and carry the smartphone while completing their activities. In addition, participants were asked to wear headphones to optimize the audio feedback delivery, providing a more private experience, especially when activities were performed in public places.
Recruitment
The study was conducted in collaboration with the Beacon Hospital (Ireland). Participants were recruited by the specialized oncology team based on information collected from the Beacon Hospital patient database and were eligible to participate if they (1) were patients of oncology with a history of BC who had finished primary curative treatment (surgery, radiotherapy, and chemotherapy), (2) owned and used a mobile phone or smartphone, (3) were able to speak and read English, (4) had no known impairments or comorbidities, and (5) had no restrictions on PA. The recruitment process was performed in 2 rounds. First, an email, including the participant information leaflet, was sent to potential participants; subsequently, eligible participants were contacted by a phone call. Participants were required to provide informed consent before participation.

Ethics Approval
This study was approved by the Research Ethics Committee of Beacon Hospital in Ireland (reference number: BEA0111) and received ethics exemption from the University College Dublin Human Research Ethics.

Data Analysis
Participants’ PA levels were calculated based on their baseline session results, their mean number of steps per day, and the total number of sessions completed. Compliance with the training program was inferred considering three aspects: (1) the number of sessions completed of those proposed in the weekly plan, (2) the compliance with walking paces set in programmed sessions (equation 1), and (3) the number of nonsession days with the step goal achieved:
Here, \( R \) is the rate of compliance with the session format and \( N_s \) is the total number of sessions completed.

Data from the standardized scales were analyzed based on their standard procedures. The International Physical Activity Questionnaire–Short Form results were also used to estimate the adherence of participants to PA guidelines [23].

A content analysis of the qualitative data collected in the interviews was conducted iteratively, ensuring that no critical information was overlooked. The findings of the interviews were discussed among the authors across these iterations. Several categories were defined using the app evaluation scales and interview data to outline the findings: (1) perceived impact or benefit, (2) positive feelings about system features and aesthetics, (3) usefulness, (4) intervention feasibility and appropriateness, (5) usability, and (6) suggested improvements. On the basis of the TFA constructs and usability aspects, relevant categories and subcategories were compiled, highlighting both the individual and common perspectives across the 4 participants. NVivo (version 12; QSR International) software was used for content analysis. Key illustrative quotes were selected to highlight the perspective of each participant.

### Results

#### Participant Characteristics

Participant characteristics, including contextual details that may have influenced their experience with the system and intervention, are presented in Table 1. The age of the participants ranged from 35 to 61 years. Of the 4 participants, 3 (75%) were highly educated, and all 4 (100%) were at least somewhat skilled and interested in technology. Time since diagnosis ranged from approximately 1 to 3 years, and 50% (2/4) of participants reported having some cancer-related physical limitations. Approximately 50% (2/4) of participants worked in an office, whereas the other 50% (2/4) were housewives. All participants were moderately active; however, 50% (2/4) did not reach the recommended levels in the guidelines. Of the 4 participants, 1 (25%) was single and reported being slightly dissatisfied with her life.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>61</td>
<td>43</td>
<td>35</td>
<td>54</td>
</tr>
<tr>
<td>Marital status</td>
<td>Married</td>
<td>Single</td>
<td>Married</td>
<td>Married</td>
</tr>
<tr>
<td>Education</td>
<td>Primary school</td>
<td>Postgraduate</td>
<td>Graduate</td>
<td>High school</td>
</tr>
<tr>
<td><strong>Condition-related characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Date of diagnosis</td>
<td>February 2019</td>
<td>June 2018</td>
<td>October 2017</td>
<td>March 2018</td>
</tr>
<tr>
<td>Physical burdens</td>
<td>Fatigue and muscular pain</td>
<td>None reported</td>
<td>None reported</td>
<td>Lymphedema and joint pain</td>
</tr>
<tr>
<td><strong>PA</strong>&lt;sup&gt;a&lt;/sup&gt; level</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>IPAQ-SF&lt;sup&gt;b&lt;/sup&gt; score</td>
<td>Not adherent</td>
<td>Adherent</td>
<td>Not adherent</td>
<td>Adherent</td>
</tr>
<tr>
<td>Sitting time (hours)</td>
<td>4</td>
<td>12</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td><strong>Technology use, interest, and skill</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWLS&lt;sup&gt;d&lt;/sup&gt; result</td>
<td>Highly satisfied</td>
<td>Slightly dissatisfied</td>
<td>Highly satisfied</td>
<td>Satisfied</td>
</tr>
<tr>
<td>Smartphone use</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Interest in mobile technologies</td>
<td>Somewhat interested</td>
<td>Somewhat interested</td>
<td>Interested</td>
<td>Somewhat interested</td>
</tr>
<tr>
<td>Self-reported skill with technology</td>
<td>Somewhat skilled</td>
<td>Skilled</td>
<td>Skilled</td>
<td>Somewhat skilled</td>
</tr>
<tr>
<td>“I like to experiment with new technology”&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Somewhat agree</td>
<td>Somewhat disagree</td>
<td>Agree</td>
<td>Somewhat agree</td>
</tr>
</tbody>
</table>

<sup>a</sup>PA: physical activity.

<sup>b</sup>IPAQ-SF: International Physical Activity Questionnaire–Short Form.

<sup>c</sup>Adherence to >150 minutes per week=moderate activity or >75 minutes per week=vigorous activity, as inferred from the IPAQ-SF answers.

<sup>d</sup>SWLS: Satisfaction With Life Scale.

<sup>e</sup>Custom Likert scale made for the study.
Acceptability
The participants mentioned that the app was nice, user-friendly, straightforward, and easy to understand. They found the app useful and had a positive perception that it presented a training schedule to remind them that they had a target to achieve:

- I liked the system. I think it’s very well laid out. [P1]
- It’s a lovely, easy app to use. [P1]
- It was straightforward to use. [P2]
- I thought it was a really nice, user-friendly app; it is very straightforward, I think it is easy to understand. [P3]
- I really like the app itself... [P3]

Compliance
Training data on the initial level, intervention length, and compliance with the physical exercise program are shown in Table 2. One of the participants (P1) reported that she would have followed the plan if it were not for bad weather and an ankle injury that she had experienced during the study period. Cold weather was also mentioned by P2. Regarding the training plan, some participants pointed out that some sessions were longer than the time they had available and that their current exercise habits were higher than what the app proposed:

- On the first session of the week, [which is] 45 minutes, I would go, “Jesus, I only actually have time for 25 minute[s],” but you make the time for the 45 minutes and you feel good after it. [P3]

Table 2. Intervention data overview.

<table>
<thead>
<tr>
<th>Training aspect</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention length (weeks)</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2.5</td>
</tr>
<tr>
<td>Total number of planned sessions, N</td>
<td>8</td>
<td>7</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>Total number of completed sessions, n (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>5 (63)</td>
<td>7 (100)</td>
<td>7 (78)</td>
<td>7 (88)</td>
</tr>
<tr>
<td>Daily step count, mean (SD)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>8251.7 (2742.9)</td>
<td>6838.3 (2335.9)</td>
<td>6377.4 (1942.3)</td>
<td>6292.4 (3575.8)</td>
</tr>
<tr>
<td>Training compliance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With guided sessions (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>62.5</td>
<td>100</td>
<td>77.8</td>
<td>87.5</td>
</tr>
<tr>
<td>With step daily goal (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>66.7</td>
<td>28.6</td>
<td>70</td>
<td>60</td>
</tr>
<tr>
<td>Compliance with session format, mean (SD)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>97.7 (1.5)</td>
<td>98.6 (1.0)</td>
<td>95.0 (4.2)</td>
<td>87.8 (9.4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Includes sessions where the full data set was not recorded; however, participants reported having completed the session.
<sup>b</sup>Results calculated from sessions in which data were properly collected and stored for the duration of the session.

Usability
The results of the scores for the System Usability Scale and the user version of the Mobile Application Rating Scale are presented in Table 3. Participants mentioned that the technical difficulties with the system data collection, particularly with the miscount of steps, could make them feel frustrated. The system was somewhat cumbersome to use, given the need to use an extra phone for the study and the difficulty in carrying the phone while wearing the headphones:

- If it was on my iPhone, I probably wouldn’t think twice about using it. [P4]
- No, just bringing the (extra) phone with me. That’s all. [P4]
- I put it in my pocket—it was grand. I always have zip pockets anyway. It was just in my pocket. [P4]

Table 3. System Usability Scale (SUS) scores out of 100 and the mean user version of the Mobile App Rating Scale (uMARS) scores out of 5.

<table>
<thead>
<tr>
<th>App evaluation scales or aspects</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUS</td>
<td>72.5</td>
<td>77.5</td>
<td>95</td>
<td>80</td>
</tr>
<tr>
<td>uMARS, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engagement</td>
<td>4 (0.7)</td>
<td>4 (0.7)</td>
<td>3.8 (1.3)</td>
<td>2.6 (1.1)</td>
</tr>
<tr>
<td>Functionality</td>
<td>3.8 (1.5)</td>
<td>4.5 (0.6)</td>
<td>4.75 (0.5)</td>
<td>4 (0.8)</td>
</tr>
<tr>
<td>Aesthetics</td>
<td>4.7 (0.5)</td>
<td>4.3 (0.6)</td>
<td>4.7 (0.6)</td>
<td>3.7 (0.6)</td>
</tr>
<tr>
<td>Information</td>
<td>3.8 (0.5)</td>
<td>4.5 (0.6)</td>
<td>4.5 (0.6)</td>
<td>4.3 (1.0)</td>
</tr>
<tr>
<td>Overall quality</td>
<td>4.0 (0.4)</td>
<td>4.3 (0.2)</td>
<td>4.4 (0.4)</td>
<td>3.6 (0.7)</td>
</tr>
<tr>
<td>App subjective quality</td>
<td>4.3 (1.0)</td>
<td>3.8 (0.5)</td>
<td>4.0 (0.8)</td>
<td>3.3 (1.7)</td>
</tr>
<tr>
<td>Perceived impact</td>
<td>4.7 (0.5)</td>
<td>3.0 (0.9)</td>
<td>4.0 (0.6)</td>
<td>3.5 (0.8)</td>
</tr>
</tbody>
</table>
About the functionalities of the app, the participants highlighted the recognition of achievements and the possibility to check their activity history and found that the rescheduling option was excellent. The system made them more aware and conscious of being active and stimulated them to be more active. Moreover, participants felt that they were not on their own. Guided sessions’ cues to slow down and speed up and the progress in time through the session was important to encourage them to keep going, creating a feeling of satisfaction when they followed what the plan proposed:

I enjoyed it and I loved the fact that I could reschedule, because I could work it around the days and the times that suited me. The reschedule and the retiming I found excellent. [P1]

I liked when she told you to speed up or slow down. [P2]

I liked that she spoke to you and said, “We are now moving into this.” [P2]

You’d know—she’d say, “Five minutes more” or whatever—and that was good. I can imagine that’s very encouraging. If I was running and she had been saying those things to me, I would have been encouraged to keep going. She’d say, “Only a few more minutes, or you’re going faster than you need to.” Yes. [P2]

Rescheduling functionality was perceived to be very useful. Participants also had very positive perceptions toward being able to check their activity progress during the day and their past activity history, which they also found useful.

Finally, when questioned about battery consumption during the sessions, the participants stated that they did not perceive that it drained the battery.

Potential Improvements

Participants also suggested several improvements that they believed would make the system fit their preferences more effectively. These involved the inclusion of other health aspects, such as sleep and diet, in a diary to compare with the PA progress; combining the guided exercise with music, the possibility to pair the system with a wearable, receiving feedback on the sessions, and checking the number of steps taken; and that the pausing function should be easier, avoiding taking the phone out and pausing it at the traffic lights.

Participants also suggested that it would be nice to have more options to customize the training plan and sessions, with long-term goals (eg, to do a 5 km run), being able to customize the session distance or duration, or adding more sessions in a week and having the option to customize the voice of the coach. They also mentioned the idea of relating the pace zones with the heart rate to allow the user to customize the training plan and have a cooldown period in the guided sessions.

Regarding the history functionality, suggested improvements included having detailed information of all the sessions in the week, including information on the session format from future sessions in the week (eg, information on duration), allowing the checking of activity counts from previous days on the MyActivity screen, integrating the option to manually add activities for previous days, and considering how to share their data with the health care professional.

Finally, participants also said that all functionalities and guided sessions made them think that a lot of work had been put into the app and that they believed it was safe and was going to support them, which created a feeling of trust:

[About the guided sessions] I liked how often she came back in, because when your phone is in your pocket, sometimes it is like, “Oh God, is it still working, or has my phone shut down the app, and is it still tracking me?” but she comes in so often that it is reassuring—you don’t have to keep taking your phone out to make sure that it is working. [P3]

I really liked that it asked you how you felt at the end of it. I really like at the start the way it asks you how you are feeling and if there is [any] bad weather and stuff like that—I think that was really good. You feel safe while you are using it—you feel like it is going to be accurate. You feel like it is supporting you. [P3]

It just feels like you have thought of everything with this, so you feel like you are in safe hands...It is nice to have the voice in the ears to motivate you. [P3]

I think there was one day I was very tired. I suffer a bit from insomnia anyway...I was very tired when I finished. Whether it was my imagination...the session seemed to adapt to that. [P4]

Potential Benefits

Participants indicated that the app had the potential to work well for survivors of BC as an incentive, not just because of the walks but also as it allows the users to check their progress, which they believed was motivating. It could be beneficial at different stages during the treatment, particularly in those who have never done any exercise before or who are trying to get back into it after treatment:

I think it would be quite high [the potential benefit], I really do. I would imagine [...] at least 60/65 percent [engaged], if not higher, [for it to] benefit. [P1]

[...] for the first eight weeks at least after your radiotherapy [means] you’re tired, you’re raw, and you’re scared. I think getting out with the app and getting walking at that point would be good, both physically and mentally. [P1]

I think it could make an absolute brilliant overall meaningful exercise and moving forward positively. [P1]

I think it would work really well, yes. [P2]

Because it is the incentive that they have, it isn’t just about going for a walk—it’s going for a walk, but you can track your progress, which I think is quite motivating to say, [...] Yes, just different stages during treatment I think could be very beneficial, yes, or particularly patients where they haven’t done any exercise and now, they’re trying to get back into it.
It is motivating, it is encouraging to say that it’s there. [P2]

I think it would really help people. When you finish treatment, you don’t know where to go, you don’t know what to do, [or] what is safe to do—you question everything. I think to have something like this on your phone just for you, [to] set yourself your targets, get out, and do it—I think it would be so beneficial for so many people. [P3]

I think that the target of three a week is really good because you know that is what you have to do. I think the step tracker is so great for people who don’t have a smart watch. Giving you information like that can only be beneficial to your health. [P3]

Discussion

Principal Findings

This study evaluated the potential acceptability and several aspects of user experience of mobile-based interventions for survivors of BC. A mixed methods case series study design was used to provide a deeper understanding of the individual experiences of participants. The findings cover aspects associated with the feasibility of the PA intervention, affective attitude toward the system, coherence and usability, system burden, perceived impact and quality, and potential effectiveness.

Overall, the participants found the system friendly and easy to use and showed a very positive attitude toward its various system features and aesthetics. Participants’ scores on the usability and quality scales were good and seemed consistent. They perceived that the system was encouraging, increased their consciousness of their PA, and pushed them to go out more, which induced positive feelings. Furthermore, the participants had positive opinions toward the guided sessions, looking at their activity progress and history and being recognized for their achievements. All participants found it feasible and fairly easy to integrate into their daily lives and had very positive perspectives on having defined goals and being able to reschedule sessions.

This study reinforced the advantages of following user-centered design approaches and involving users at different design stages of the product. The findings from this study will inform the development of the next iteration of the system to maximize usability and the potential acceptability across a wider range of survivors of BC, which may improve the future success of the system [41]. We believe that the results of this preliminary evaluation point to the potential of the tool proposed in this thesis to support PA in survivors of BC. In this study, several challenges related to user-centered design emerged. The study has to be conducted in a way to minimize clinical disruptions, and consequently, the time for follow-up (eg, flexible duration of the intervention) was decided to minimize the burden on patients and clinicians (eg, not setting up study visits that are not aligned with the clinical visits). We also decided to provide smartphones to minimize issues with some patients using older phones with limited capacity and performance. This might also pose a challenge in the sense that some users might not have been familiarized with the provided smartphones. Overall, this preliminary feasibility study should always balance the need to be as close as possible to the real world and the potential minimization of bias in the study.

Potential Acceptability and Feasibility

Step count monitoring leads to short- and long-term step count increases [42], and in our study, participants mentioned being conscious of the step goals but not following them every day, which is reflected in lower compliance with that aspect of training in all participants. This can also be because of the need to use an extra phone for the study, which seemed to be slightly challenging, as they needed some time to get used to the different operating system and sometimes left it at home. Nevertheless, the strategy for using the extra phone was to obtain more accurate feedback on the system measurements. The code provides a basic step tracking tool implementation using the Android accelerometer signal and a basic peak detection algorithm [43] to detect when the user takes a step.

The participants seemed to agree on the feasibility of the training plan and the format of the sessions, with the different phases at a certain pace. In addition, they liked having a plan and clear targets and did not seem to feel it was overprescriptive. Participants liked the format of the sessions and that it was different for each session, and they found it positive that the sessions pushed them physically. The app adapted to the session’s difficulty when patients reported feeling tired, which was perceived positively and reinforced the importance of the adaptive training functionality.

These aspects highlight the importance of involving health professionals in the design process of digital tools [44]. However, the participants had some suggestions for improvement regarding the PA plan. They argued that it would be preferable if the sessions ended with a cooling down phase. Although there are many proposed benefits of an active cooldown compared with a passive cooldown, only a few of these benefits are supported by research. However, most individuals perceived an active cooldown to be more beneficial than a passive cooldown [45], and it is important to consider it in future exercise session design. Other customizations of the PA plan, such as adding more sessions, must also be discussed individually. Nevertheless, there are specific prescription guidelines [46] that are a good practice to be followed to enhance patient safety.

Participants mentioned the challenge of keeping with the plan when it was cold or rainy. In particular, unfit adults tend not to participate in PA when the weather is unpleasant [47]. This highlights the importance of exploring ways in which the system considers and adapts to the users’ context (eg, location and weather).

System usability is a critical aspect associated with intervention coherence and influences self-efficacy, which are 2 important aspects of acceptability [48]. A major usability issue revealed in the study was the poor accessibility of the weekly summary report, which was somewhat hidden in the history tab and, therefore, limited the participants’ use of this feature. Despite these issues, the participants were confident in using the system...
on their own and highlighted the importance of the initial demonstration in the first study session and of trying out the app for a while independently. The participants gave some scores close to the maximum of 5 in aesthetics and functionality, and there were some mixed scores among the 4 participants for entertainment, target group, customization, and quantity of information. Related works suggest that these aspects may be associated with system engagement [49].

From the interview data, participants seemed to agree that the app was very positive, user-friendly, useful, easy to use, and motivating. All the functionalities were perceived as very useful by at least one of the participants. The main component of the system, the guided sessions, had very positive opinions from all the participants. Commenting on the coach’s communication during the session, participants suggested that having the voice with the cues about pace, progress, and encouragement while doing an activity was lovely. There is already solid scientific literature demonstrating the potential of digital health interventions, particularly when combining PA monitors, tailored motivational messaging, and web-based coaching, in increasing PA and having the potential to improve health outcomes [50].

The participants also reported that they felt good when they completed the sessions. Scientific research indicates that exercise is associated with positive mood changes, even when physiological benefits are not found [51]. This before and after exercise mood and fatigue feedback seems to be very important to possibly routine the adjustment of durations and intensities, which increasingly facilitates positive postexercise feelings and better maintenance of exercise [52].

With regard to personal data sharing, participants mentioned being open to sharing their personal data in exchange for a more personalized approach, which is in line with previous literature [12]. This attitude may be associated with a feeling of trust in the app, given that this was a scientific research study using an evidence-based app and validated by a health care professional (eg, oncologist and specialist nurse).

**Future Considerations and Improvements**

Participants identified some technical inconsistencies and provided helpful suggestions on how the mobile solution improved, which may influence the acceptability and feasibility of the system and demonstrates the importance of system evaluation with users at an early stage [53,54].

To our knowledge, there are few mobile app–based PA interventions, specifically designed for survivors of BC, that have been submitted for some type of evaluation [11,55-58]. Similarly, their findings point to the potential interest of these individuals toward a PA app, and among the successful and useful features were the balanced exercise program, visual support, viewing personal progress, activity reminders, and acknowledgment of activity achievements. However, in accordance with our findings, participants in that study perceived the exercises as being too easy to perform overall and wanted to feel more challenged. In addition, they wanted further adaptability from the app, for example, in learning from their daily routine to adjust communication. In this sense, Marcu et al [11] suggested the potential for adaptability and customization of features to increase system effectiveness. This is in line with our findings and supports the continued improvement of the system proposed in this thesis and further exploration of modules for personalized communication and adaptive PA prescription.

Overall, this study shows some promising results regarding the concept proposed for a PA coaching system for survivors of BC. Considering the aspects discussed here, an improved version of this system may have the potential to be accepted and engage these individuals, which may ultimately lead to an increase in PA adherence. Future work is required to assess and optimize the reliability of the monitoring and activity prescription systems, improve the motivational and personalization functionalities used, and assess the feasibility of the system in the long term. Only after these stages should the final step—the efficacy evaluation of the system in a rigorous trial—be considered.

**Limitations**

A limitation of this study is the small number of participants and also the short duration of the intervention, considering that survivors of BC do require support for long periods. This work is an early evaluation to gather preliminary insights from end users’ perspectives on the concept and inform future app versions and intervention improvements. Future studies should test the acceptability and feasibility of the intervention with a higher number of participants and for longer periods before conducting more controlled trials.

The study protocol did not address the collection of data regarding recruitment (eg, the number of patients who received and opened the email with the invitation and the response rate of invitation by phone calls). This information may be highly relevant for the designing of larger studies.

All 4 participants had high levels of education and digital literacy and had at least some experience using mobile apps. In addition, all were from the same private hospital, which may be associated with an affluent socioeconomic background, better care, high education, and high awareness of the importance of self-management (eg, PA). Furthermore, the participants were moderately active and between 1 and 3 years after the main treatment. Therefore, the sample may not be representative of the wider population. Future work should consider a larger and more diverse sample of participants considering, for example, digital literacy, PA awareness and levels, the type of care, and the number of years since treatment.

Overall, PA is important for patients with BC; however, it also includes the use of resistance exercise, which was not included in this digital intervention. Future work and research in this area should also include resistance exercises, and we should consider that the sample of patients that participated in this study might not be generalizable to the general population. Our participants were moderately active and highly educated, and future research should explore how transferable the results can be to other cohorts of patients.
Conclusions
The participants of this study showed high usability and satisfaction. Further research should look into larger and more diverse cohorts and may have the potential to be acceptable and feasible for survivors of BC, particularly those in the early stages of survivorship. However, functional improvements and additional coaching content (eg, other activity types) should be considered in future iterations of the concept to be appropriate for a wider population of survivors of BC. Furthermore, more work is needed to expand system customization and automatic personalization to provide content adjusted to their individual needs and preferences at each stage in their survivorship journey. Overall, the early results presented in this study point to the potential of this tool concept to provide a friendly and satisfying coaching experience to the users, which may help improve PA adherence in survivors of BC. Therefore, this study supports future work on improving and evaluating the proposed system. Following the resolution of the technical issues experienced in this study, future evaluations of the system are needed to assess system acceptability and feasibility with a larger and more varied sample and for more prolonged periods to evaluate the system's potential for engagement and assess the influence of motivational and personalization strategies in sustaining system adherence.
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Abstract

Background: Pregnant patients with overweight or obesity are at high risk for perinatal complications. Excess gestational weight gain (GWG) further exacerbates this risk. Mobile health (mHealth) lifestyle interventions that leverage technology to facilitate self-monitoring and provide just-in-time feedback may motivate behavior change to reduce excess GWG, reduce intervention costs, and increase scalability by improving access.

Objective: This study aimed to test the acceptability and feasibility of a pilot mHealth lifestyle intervention for pregnant patients with overweight or obesity to promote moderate intensity physical activity (PA), encourage guideline-concordant GWG, and inform the design of a larger pragmatic cluster randomized controlled trial.

Methods: We conducted a mixed methods acceptability and feasibility randomized controlled trial among pregnant patients with a prepregnancy BMI of 25 to 40 kg/m². Patients with singletons at 8 to 15 weeks of gestation who were aged ≥21 years and had Wi-Fi access were recruited via email from 2 clinics within Kaiser Permanente Northern California and randomized to receive usual prenatal care or an mHealth lifestyle intervention. Participants in the intervention arm received wireless scales, access to an intervention website, activity trackers to receive automated feedback on weight gain and activity goals, and monthly calls from a lifestyle coach. Surveys and focus groups with intervention participants assessed intervention satisfaction and ways to improve the intervention. PA outcomes were self-assessed using the Pregnancy Physical Activity Questionnaire, and GWG was assessed using electronic health record data for both arms.

Results: Overall, 33 patients were randomly assigned to the intervention arm, and 35 patients were randomly assigned to the usual care arm. All participants in the intervention arm weighed themselves at least once a week, compared with 20% (7/35) of the participants in the usual care arm. Participants in the intervention arm wore the activity tracker 6.4 days per week and weighed themselves 5.3 times per week, and 88% (29/33) of them rated the program “good to excellent.” Focus groups found that participants desired more nutrition-related support to help them manage GWG and would have preferred an app instead of a website. Participants in the intervention arm had a 23.46 metabolic equivalent of task hours greater change in total PA per week and a 247.2-minute greater change in moderate intensity PA per week in unadjusted models, but these effects were attenuated in adjusted models (change in total PA: 15.55 metabolic equivalent of task hours per week; change in moderate intensity PA: 199.6 minutes per week). We found no difference in total GWG (mean difference 1.14 kg) compared with usual care.
Conclusions: The pilot mHealth lifestyle intervention was feasible, highly acceptable, and promoted self-monitoring. Refined interventions are needed to effectively affect PA and GWG among pregnant patients with overweight or obesity.

Trial Registration: ClinicalTrials.gov NCT03936283; https://clinicaltrials.gov/ct2/show/NCT03936283

(JMIR Form Res 2022;6(6):e33929) doi:10.2196/33929

KEYWORDS: mobile health; gestational weight gain; obesity; physical activity; mobile phone

Introduction

Background

Pregnant patients with overweight or obesity (BMI ≥25 kg/m²) are at high risk for perinatal complications, including gestational diabetes, pre-eclampsia, excess fetal growth, birth injuries, and cesarean section [1,2]. Excess gestational weight gain (GWG) further exacerbates the elevated risk of perinatal complications in pregnant patients with overweight or obesity. More than half of pregnant patients with overweight or obesity exceed the recommended amount of GWG [3,4].

Pregnancy is a unique window in which patients are often motivated to make healthy changes, which presents an unparalleled opportunity to intervene in health behaviors. Intensive behavioral interventions requiring in-person counseling with multiple clinic visits may not be feasible for many patients. Technology such as mobile health (mHealth) interventions can deliver automated, standardized information that eliminates social barriers [5-7], while potentially reducing intervention costs [8-12] and improving quality [10,13-15].

Usual prenatal care includes regular weight measurements at prenatal care visits; however, during early pregnancy, these visits are infrequent, and patients may gain more weight between visits than that suggested by the Institute of Medicine (IOM) GWG guidelines. This makes it critical to assess the impact of promoting self-weighing between visits and sharing this information with the patients’ clinical care team to better evaluate and support guideline-concordant weight gain.

Research has shown that physical activity (PA) alone can reduce GWG [16-19]. For example, a meta-analysis of 12 intervention trials assessing the association between PA during pregnancy and GWG found a significantly lower average GWG in the intervention group than in the control group [19]. Current guidelines recommend pregnant patients get ≥25 minutes per day of moderate intensity PA, most days of the week [20], but this goal is rarely achieved [21]. Therefore, interventions to improve PA, especially among pregnant patients with overweight and obesity are needed. Commercially available technologies such as activity trackers (shown to increase PA in nonpregnant adults [22]) and wireless scales enable real-time self-monitoring, goal setting, and tailored feedback on goals. Tailored feedback has been successful in reinforcing motivation for behavior change, especially when delivered in relation to goal attainment [23-25]. Using technology to facilitate behavior change has the advantage of providing a resource that patients can use conveniently without disrupting their busy lives. In addition, self-monitoring of weight with wireless scales can transmit weight data directly to health coaches and clinicians, allowing for objective measurement of daily weight, increase adherence compared with paper monitoring [26], and promote weight loss in adults with overweight BMI when used in conjunction with additional behavior change techniques [27]. Although wireless scales and activity trackers may facilitate self-monitoring, provide just-in-time feedback, and motivate change, few studies have both quantitatively and qualitatively evaluated the feasibility, acceptability, and efficacy of technology-based mHealth lifestyle interventions in pregnant patients with overweight or obesity.

Objectives

This pilot acceptability and feasibility randomized controlled trial was developed to inform the design of a larger pragmatic cluster randomized controlled trial. The objective of this mixed methods study was to test the acceptability and feasibility of a pilot mHealth lifestyle intervention for pregnant patients with overweight or obesity to promote self-monitoring of weight and PA and encourage guideline-concordant GWG. As such, the primary aim was to investigate whether it was feasible to implement the intervention with the target population. The study also assessed the perceived usefulness of the intervention to determine whether it was acceptable to the study participants. Finally, the pilot acceptability and feasibility randomized controlled trial explored the preliminary efficacy findings (ie, PA and GWG) using adjusted intention-to-treat analyses.

Methods

Study Design

Study of a Randomized Intervention Designed to Increase Exercise in Pregnancy (STRIDE) is a 2-arm, parallel group pilot randomized controlled trial (ClinicalTrials.gov identifier: NCT03936283) conducted between May 2017 and May 2018. We used a mixed methods study design to assess the acceptability and feasibility of the STRIDE mHealth lifestyle intervention in a sample of pregnant patients with overweight or obesity from 2 Kaiser Permanente Northern California (KPNC) medical clinics. Participants were randomized to receive usual care (n=35) or usual care plus an mHealth lifestyle intervention (n=33). Participants completed a web-based survey at 10 and 33 weeks of gestation. To better understand the perspectives of intervention participants, participants in the intervention arm completed a program evaluation survey (n=33) and participated in 3 focus groups (n=14).

Ethics Approval

STRIDE was approved by the KPNC Institutional Review Board (approval number 1278778).
**Eligibility**

Pregnant patients who were at <12 gestational weeks and received care at KPNC medical centers were first identified in the electronic health record (EHR). Eligibility criteria were as follows: (1) aged ≥21 years; (2) prepregnancy BMI between 25 and 40 kg/m$^2$ (based on weight measured in the clinical setting within 12 months before the last menstrual period, or if unavailable, the first weight measured within the first 10 weeks of pregnancy); and (3) a singleton pregnancy. Eligibility was further assessed through a tiered process beginning with approval from medical providers to contact each patient and EHR review. Medical exclusion criteria that may affect outcome assessment, evaluated by the EHR review and interview during a recruitment screening call, included multiple gestation, pregnancy loss, high-risk pregnancy (ie, drug or alcohol abuse, chronic health problems, or pregnancy complications), thyroid disease diagnosed in the last 30 days, and use of glucose-lowering medications or corticosteroids. Exclusion criteria that may interfere with full participation in the trial were assessed starting at the recruitment call and included plans to move out of the area or change health plan membership during pregnancy, no reliable access to a smartphone and Wi-Fi at home, inability to communicate in English, and unwillingness to be randomized.

**Randomization, Recruitment, and Masking**

Patients were randomly assigned to the mHealth lifestyle intervention arm or the usual care control arm upon completion of a consent form and survey 1 (Figure 1). The adaptive randomization procedure ensured that equivalent numbers of patients were assigned to each study arm and that the 2 study arms remained balanced overall and at each level of key characteristics: age (21-29.9, 30-34.9, and ≥35 years), prepregnancy BMI (25.0-29.9, 30.0-34.9, and 35.0-39.9 kg/m$^2$), and race and ethnicity (Asian or Pacific Islander, Black, Hispanic, White, and multiethnic or other or unknown). Study participants were recruited via email by the study staff with a follow-up phone call 1 week later. The biostatistician, clinicians, and research assistants (LN and Socorro Dalton) who sent out study-related emails and surveys and investigators were masked to study arm assignment.

**Figure 1.** Flowchart of the Study of a Randomized Intervention Designed to Increase Exercise in Pregnancy (STRIDE).
Usual Care
Participants were randomized to the usual care arm and received standard KPNC prenatal medical care. This includes an initial prenatal visit at 7 to 10 weeks of gestation and a newsletter containing the IOM GWG guidelines and advice on healthy eating. Participants with routine pregnancies received an additional 7 prenatal visits between 16 weeks of gestation and delivery. Medical staff weighed the patients at each visit per the standard care.

Intervention
In addition to the aforementioned usual care, participants randomized to the intervention arm received a multicomponent mHealth lifestyle intervention. The intervention targeted behavior changes for PA and weight management to help patients gain within the IOM recommended range for GWG according to their prepregnancy BMI category (7-11.5 kg for women with overweight and 5-9 kg for women with obesity [28]). Our mHealth pilot intervention was adapted from the Gestational Weight Gain and Optimal Wellness (GLOW) trial, a theory-based behavioral intervention that adapted the National Diabetes Prevention Program [29], and was delivered primarily by telehealth, for pregnant patients with overweight or obesity with the goal of reducing excess GWG [30]. The GLOW intervention consisted of 2 in-person and 11 telephone sessions on behavioral strategies to improve weight management, PA, diet, and stress management in addition to usual antenatal care. Compared with usual care only, the GLOW intervention substantially reduced the proportion of participants exceeding the IOM guidelines for weekly rate of GWG and reduced total caloric intake, proportion of calories from saturated fat, sedentary behaviors, serum leptin concentration, and markers of insulin resistance among intervention participants [30]. This pilot mHealth intervention aimed to build upon the GLOW trial and incorporate its successful components into a mobile modality.

Conceptual Framework for the Intervention
We followed a tailored, trimester-specific approach to behavior change using constructs from social cognitive theory by Bandura [31-33] and the transtheoretical model [34], which have been the basis of adherence to healthy diet and PA in past research [30,35-37]. Key components included in the mHealth tool were as follows: (1) self-monitoring: weight self-monitoring enhances weight management [38,39] and (2) goal setting: participants were encouraged to set sequential, realistic, and short-term PA goals.

Behaviors Targeted by the Intervention
PA Goals
Participants in the intervention arm were asked to set PA goals and gradually increase their activity to ultimately reach 150 minutes of moderate to vigorous activity per week, in accordance with the current American College of Obstetricians and Gynecologists recommendations [20]. Participants were provided with a Withings Activité Pop PA tracker that was worn on the wrist and tracked daily steps and minutes of moderate to vigorous intensity PA (MVPA) based on a 3-axis accelerometer optoelectronics sensor with intensity based on a metabolic coefficient ≥3. Withings activity trackers are among the most accurate for measuring steps and MVPA [40,41], with the lowest rate of false positive steps [42]. The participants were encouraged to wear their tracker daily.

Self-weighing
Participants were provided with a Withings Body digital scale that transmits weights via Wi-Fi or Bluetooth and has a margin of error on weight <200 g against a gold standard scale [43]. The participants were encouraged to weigh themselves daily at home.

Healthy Eating
Patients who desired a tool to track their diet were referred to popular free mHealth apps and websites such as MyFitnessPal and Choose MyPlate.

Intervention Components
The components of the intervention were as follows:

1. Goal setting and check-in calls—a one-time baseline visit conducted by a research assistant was held at the participant’s residence. During this visit, participants were oriented to the intervention and its tools and were asked to set a baseline goal for how many minutes of MVPA they would complete during the following 7 days. Participants were given print materials including a guidebook with 5 core sessions on the following topics: (1) Welcome to the STRIDE Program, (2) Getting Started with Physical Activity, (3) Getting Started with Healthy Eating, (4) Exercise Your Options, and (5) Talk Back Negative Thoughts. A lifestyle coach, a registered dietitian nutritionist with training in motivational interviewing, performed a check-in call 1 week later to help participants evaluate progress toward their goal and set a new activity goal for the following week. Subsequently, check-in calls were conducted monthly until the end of the pregnancy.

2. Web-based, mHealth website—the mHealth website was developed by the study team and engineers at the technology partner Ejeta, Inc. After the website was developed, it was beta tested with 5 pregnant patients to assess usability and understanding of the website’s components. The mHealth website was accessible via iPhone or Android smartphone or desktop through a unique log-in credential for each study participant. Real-time data from the activity tracker and scale were transmitted to the mHealth website. The website included a graph of participants’ GWG in relation to IOM guidelines and minutes of MVPA in relation to their goals (Figure 2) and pregnancy-related resources to help participants manage their GWG. A clinician portal enabled lifestyle coaches to view the participants’ self-monitoring data to tailor calls.

3. Messages with personalized feedback—participants received messages via email or SMS text message based on their preferences. Message content included reminders for self-weighing and self-monitoring PA; milestones at each trimester; and progress, goals, and milestones for PA (see samples in Textbox 1). Goal-achieved messages were sent whenever a participant reached a goal. Adherence reminder messages were sent the day the participant did not have
weight or activity data (separate messages for weight vs activity). Motivational messages were sent once a week to encourage participants to reach their weekly activity goal. Activity milestone (personal best weekly, personal best daily, doubled activity and meeting goal, and activity in a row) messages were sent at the end of the day on Sunday if any milestones were achieved.

Figure 2. Representative screenshot of the Study of a Randomized Intervention Designed to Increase Exercise in Pregnancy (STRIDE) mobile health website.

Textbox 1. Types of messages sent to Study of a Randomized Intervention Designed to Increase Exercise in Pregnancy (STRIDE) intervention arm participants.

Activity goal progress

- “You had 129 minutes of moderate activity from (Monday, 5/8) to (Friday, 5/12). You need 21 more moderate minutes to reach your goal by Sunday. Let’s do this!”

Activity goal reached

- “Congrats on reaching your weekly activity goal! You’ve already been active for 150 minutes this week.”

Activity milestones

- Personal best (daily)
  - “You have a new personal best 62 minutes of moderate activity on (Friday, 5/12). Congrats!”
- Doubled daily activity goal
  - “Wow. You got over double your activity goal of 30 moderate minutes with 68 minutes on (Thursday, 5/11). You rock! Keep up the good work!”
- Met daily activity goal >3 days in a row
  - “You met your daily activity goal for 3 days in a row from (Monday, 5/8) to (Wednesday, 5/10). There’s no stopping you now! Power on!”

Survey Overview

Study surveys were sent via email and were administered on the web. Survey 1 was administered at baseline and survey 2 was administered at 33 to 36 gestational age (GA) weeks. The surveys covered the self-assessed domains of pregnancy history, sleep, current PA, social support, quality of life, advice from their obstetrician or gynecologist, and demographic information. For intervention participants, survey 2 also included intervention evaluation questions. Survey participants received a US $30 Amazon gift card after completing both survey 1 and survey 2.
Intervention Evaluation Outcomes

To assess the acceptability and feasibility of this pilot intervention, we analyzed adherence to self-monitoring (eg, wireless scale and wearable tracker) data and conducted surveys and focus groups with intervention participants to explore their satisfaction and experiences with the intervention. In the survey, participants ranked each intervention component on a 4-point Likert scale from very helpful to not at all helpful. Participants also rated the intervention as a whole on a 4-point Likert scale from fair to excellent and responded to whether they would recommend the program to other pregnant women on a 3-point Likert scale from probably not to definitely yes. In the focus groups, moderator guide questions examined suggestions for intervention improvement, impediments to regular use of intervention components, and overall intervention likes and dislikes. Focus groups were moderated by a registered dietitian and lifestyle coach and were conducted via WebEx. The focus group participants received a US $50 Amazon gift card for their participation.

We set a feasibility cutoff for self-monitoring (eg, self-weighing and wearing a wearable tracker) at ≥5 days per week as feasible for the participants. We set an acceptability cutoff for the perceived usefulness of the intervention at ≥80% helpful or very helpful responses for intervention component responses and good or very good or excellent for overall intervention responses to survey questions as acceptable for participants. We analyzed the focus group data to better understand what worked well for participants and to obtain information on how to improve the intervention for the larger pragmatic trial.

Exploratory Outcomes

Although this pilot study was not powered for clinical outcomes, in addition to examining intervention acceptability and feasibility, we also assessed the intervention efficacy for various exploratory outcomes. The primary exploratory outcome was PA, measured both as total activity and in metabolic equivalent of task (MET) for that activity. MET is a measure of the intensity of PA. MET hours per week (total, moderate, or vigorous sports or exercise or moderate sports or exercise) and in activity minutes per week (moderate sports exercise). PA was self-assessed using the Pregnancy Physical Activity Questionnaire (PPAQ) [44] in both intervention arms. The PPAQ is an accurate and reliable measure of PA during pregnancy [44]. Participants reported the time spent in various PAs in the 2 months before completing the study. PAs were assessed in 5 domains: household or caregiving (13 activities), occupational (5 activities), sports and exercise (12 activities), transportation (3 activities), and inactivity or sedentary behavior (3 activities). For every activity, the participants selected 1 of 6 categorical responses for the time spent in that activity. Categorical responses included none, <0.5 hours per day, 0.5 to almost 1 hour per day, 1 to almost 2 hours per day, 2 to almost 3 hours per day, and ≥3 hours per day. Energy expended for each activity was calculated by multiplying the midpoint of the duration category reported spent in the activity by the corresponding MET for that activity. MET values for walking and light to moderate intensity household tasks were based on field-based measurements of pregnant women [45]. MET values for all other activities were based on the Compendium of Physical Activities [46]. Total duration and energy expenditure was calculated overall (including light, moderate, and vigorous PA) and separately for each intensity of PA (sedentary: <1.5 METs; light: 1.5 to <3 METs; moderate: 3 to 6 METs; vigorous: >6 METs). PA duration and energy expenditure overall and by intensity categories were the outcomes of interest. All patient weights were clinically assessed during the prenatal visits. Total GWG was defined as the last measured weight within 3 weeks before delivery minus the first measured weight after conception and up to 13 weeks of GA. The rate of total GWG was defined as the total GWG divided by the difference in GA weeks between the first and last measured weights during pregnancy. We also assessed the following perinatal outcomes as potential adverse events by using EHR data: gestational diabetes mellitus, preterm birth, large-for-GA, small-for-GA, and cesarean section.

Analysis

All quantitative statistical analyses were conducted with SAS (version 9.4; SAS Institute Inc) and performed according to randomized group assignment (intention to treat), which included all participants for whom PA survey data or pregnancy weight measured after randomization were available. Multiple linear regression was used to estimate the point estimates and CIs of the overall difference between the usual care and intervention groups in change in activity in MET hours per week, change in activity in minutes per week, and GWG. All analyses were adjusted for the variables used in the adaptive randomization procedure and prepregnancy weight for GWG outcomes and baseline PA for PA outcomes. Therefore, our adjusted model for change in PA was adjusted for PA at baseline survey, age, parity, prepregnancy BMI, race or ethnicity, and difference in GA weeks between the baseline survey and the second survey. The adjusted model for GWG was adjusted for age, parity, prepregnancy BMI, race or ethnicity, and difference in GA weeks between the last and first measured weight during pregnancy.

To analyze the intervention evaluation data, we summarized the responses to the survey questions using frequencies. The focus groups were audio recorded and transcribed. We conducted directed content analysis [47] to analyze the focus group data. A coding guide was developed a priori based on the study’s conceptual framework, intervention components, and interview guide. The focus group transcripts were read to derive additional codes by highlighting words from the text that appeared to capture key thoughts or concepts. Labels for codes were developed that reflected more than one key thought. The final coding guide included codes reflecting topics from the conceptual framework and interview guide, intervention components, and inductively identified de novo topics. Codes were applied to the entire data set. Matrices were used to visually represent the data and to facilitate analysis by organizing and reducing the data.

Results

Overview

Among the 340 pregnant patients screened for eligibility, 46 (13.5%) were excluded owing to ineligibility and 204 (60%)
declined or were unable to be reached. Among the 90 eligible patients, 75 (83%) consented to randomization. Following randomization, 89% (33/37) of the intervention participants and 92% (35/38) of the usual care participants completed all study surveys (n=35), and 89% (33/37) of the intervention participants and 84% (32/38) of the usual care participants had a weight measurement at the end of pregnancy (Figure 1). Reasons for loss to follow-up included pregnancy loss, change to insurance, and maximum contact attempts exceeded. The 2 study arms had similar baseline characteristics (Table 1). On average, participants in the intervention condition had a high adherence to self-monitoring: they wore the tracker 6 days per week and weighed themselves 5 times per week. In addition, in late pregnancy, 100% (33/33) of women in the intervention arm reported weighing themselves at least once a week compared with 20% (7/35) of women in the usual care arm. The intervention participants had an average of 112 mean minutes (SD 30 minutes) of moderate activity per week based on wearable tracker data across the entire intervention (Figure 3). On average, the mean minutes of moderate activity per week increased early in the intervention to a maximum of 157 minutes at 15 weeks of gestation and decreased during the third trimester to a minimum of 35 minutes at 39 weeks of gestation.

Table 1. Baseline characteristics by treatment condition: the Study of a Randomized Intervention Designed to Increase Exercise in Pregnancy (STRIDE) randomized controlled trial.

<table>
<thead>
<tr>
<th></th>
<th>Intervention (N=33)</th>
<th>Usual care (N=35)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>34.8 (4.2)</td>
<td>33.2 (3.7)</td>
<td>.11</td>
</tr>
<tr>
<td>Prepregnancy BMI (kg/m²), mean (SD)</td>
<td>28.9 (2.5)</td>
<td>28.9 (2.6)</td>
<td>.94</td>
</tr>
<tr>
<td>25.0 to 29.9, n (%)</td>
<td>24 (73)</td>
<td>26 (74)</td>
<td>.88</td>
</tr>
<tr>
<td>30.0 to 40.0, n (%)</td>
<td>9 (27)</td>
<td>9 (26)</td>
<td></td>
</tr>
<tr>
<td>Race-ethnicity, n (%)</td>
<td></td>
<td></td>
<td>.82</td>
</tr>
<tr>
<td>Asian</td>
<td>5 (15)</td>
<td>5 (14)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>18 (55)</td>
<td>22 (63)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>3 (9)</td>
<td>4 (11)</td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>1 (3)</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td>Multiracial or other</td>
<td>6 (18)</td>
<td>3 (9)</td>
<td></td>
</tr>
<tr>
<td>Parity, n (%)</td>
<td></td>
<td></td>
<td>.47</td>
</tr>
<tr>
<td>0</td>
<td>20 (61)</td>
<td>17 (49)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>12 (36)</td>
<td>15 (43)</td>
<td></td>
</tr>
<tr>
<td>&gt;2</td>
<td>1 (3)</td>
<td>3 (9)</td>
<td></td>
</tr>
<tr>
<td>Household income per year (US $), n (%)</td>
<td>4 (12)</td>
<td>7 (20)</td>
<td>.42</td>
</tr>
<tr>
<td>&lt;100,000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100,000 to 199,999</td>
<td>16 (49)</td>
<td>19 (54)</td>
<td></td>
</tr>
<tr>
<td>≥200,000</td>
<td>13 (39)</td>
<td>9 (26)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td>.61</td>
</tr>
<tr>
<td>High school or some college</td>
<td>3 (9)</td>
<td>6 (17)</td>
<td></td>
</tr>
<tr>
<td>College graduate (4-year course)</td>
<td>12 (36)</td>
<td>11 (31)</td>
<td></td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>18 (55)</td>
<td>18 (51)</td>
<td></td>
</tr>
<tr>
<td>Gestational week at survey 1, mean (SD)</td>
<td>11.0 (1.8)</td>
<td>10.7 (1.3)</td>
<td>.36</td>
</tr>
<tr>
<td>Gestational week at survey 2, mean (SD)</td>
<td>33.6 (1.0)</td>
<td>33.2 (0.4)</td>
<td>.04</td>
</tr>
</tbody>
</table>
**Intervention Acceptability**

We conducted an evaluation survey and 3 focus groups to better understand participants’ experiences with the intervention. A total of 33 participants in the intervention arm completed the evaluation survey (89% response rate). Overall, the mHealth lifestyle intervention was rated highly, with 88% (29/33) of the participants rating the intervention as excellent, very good, or good, and 85% (28/33) of the participants reporting that they would recommend the intervention to other pregnant patients.

A total of 22 participants agreed to be contacted for focus groups and were invited to participate in the qualitative study via email. A total of 14 participants enrolled in the 3 focus groups (64% response rate). The focus groups lasted for 40 to 50 minutes. **Table 2** lists the ratings of each intervention component and the illustrative quotes related to the component. The digital scale was rated most highly (32/33, 97% of the participants rated it as very or moderately helpful) among all the intervention components followed by the coach calls (26/33, 79% of the participants rated it as very or moderately helpful), PA tracker, and text messages (24/33, 73% of the participants rated it as very or moderately helpful), with the mHealth website rated lowest (19/33, 58% of the participants rated it as very or moderately helpful).

**Table 2.** Program evaluation and acceptability results.

<table>
<thead>
<tr>
<th>Intervention component</th>
<th>Survey results (n=33); “On the basis of your experience, how helpful was (were)…” (very or moderately helpful), n (%)</th>
<th>Qualitative results (n=14); illustrative quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical activity tracker</td>
<td>24 (73)</td>
<td>“I wore the activity tracker every day and I thought it was really helpful in monitoring my activity.”</td>
</tr>
<tr>
<td>Mobile health website</td>
<td>19 (58)</td>
<td>“I think also the visualization of the [website] was just helpful to get a sense of just how, I guess statistically how my body was changing.”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“I also felt like the website, the STRIDE website, it didn’t—wasn’t—it didn’t feel particularly mobile-friendly, and I looked at it on my phone.”</td>
</tr>
<tr>
<td>Coach calls</td>
<td>26 (79)</td>
<td>“I thought the lifestyle coach was great, also, [...] She was awesome, very concrete, and actually gave me usable advice versus just preaching.”</td>
</tr>
<tr>
<td>Digital scale</td>
<td>32 (97)</td>
<td>“I liked the scale, the wireless scale, and having that linked to my phone so that I had kind of that instant feedback.”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“I liked that there was always [something] to keep me accountable, the scale to keep me accountable, you know”</td>
</tr>
<tr>
<td>Text messages</td>
<td>24 (73)</td>
<td>“I enjoyed the congratulatory texts; they just made you feel good. The reminders were nice, especially if it was a little bit more to go, then it would give me that extra spur to take a look or something like that.”</td>
</tr>
</tbody>
</table>
Overall, the intervention was well received, and focus group participants reported that the mHealth lifestyle intervention helped them in 2 main ways. First, it promoted accountability. Second, the intervention motivated them and provided tangible support toward their PA goals. Similarly, the most highly rated intervention components (ie, digital scale, coach calls, PA tracker, and text messages) were cited as the most useful mechanisms for both accountability and motivation. The mHealth website was viewed more as a place to see all activities tracked in one place but less as a mechanism toward promoting accountability or motivation toward goals. Participants reported enjoying the mHealth lifestyle intervention program and believed that it led to more PA and less GWG. For example, participants said the following:

*I think just the act of daily weighing and just paying attention to steps, especially I knew I was going to be going to the gym and working out for pregnancy, but the counting of the steps and the daily weigh-ins really quantified and made me pay attention to what I was doing. And I definitely walked around more and took the stairs and other stuff than I would have otherwise. My first pregnancy, I gained a lot more weight than with this one, and I credit a lot of it due to the STRIDE study, just being mindful and encouraged to be healthier and more active, I gained much less, significantly. So I was really grateful to be a part of it and I’m really glad I got to do it.*

These quotes highlight the value of STRIDE to participants and how the tools provided by the intervention facilitated self-monitoring and improved health behaviors, including PA.

The focus group participants also mentioned potential improvements for the STRIDE intervention. Many participants felt that more nutrition information would have helped them achieve their GWG goals better. Ultimately, the study recommended, but did not require, popular free mHealth apps and websites such as MyFitnessPal and Choose MyPlate. Although there was mixed feedback on the use of these additional tools, many participants wanted more guidance on nutrition that was tailored to their actual dietary habits. For example, participants said the following:

*I felt like the nutrition piece was nice to have as part of the overall study but wasn’t really integral in what we were doing, even though [...] that actually is a big factor in your weight, generally speaking. [...] Like, I think just more support in that area, but I don’t know that that support had to be necessarily talking to someone more than once a month. But I felt like it was an aftermath of the study, because it wasn’t even built into the program that you would track your eating.*

I think where it fell down for me was a little bit around the nutrition, and because we weren’t really tracking that as part of the study, it felt like it was nice to have. So that—the orientation for the individual was more around the, like, eating piece. But we weren’t really tracking that, like.

Participants also wanted the mobile website to be a smartphone app. Many participants stated that they primarily used their mobile phones to access websites. Therefore, having an app or a more mobile-friendly website would facilitate website use.

**Exploratory Analyses**

Although this pilot study was not powered for clinical outcomes, in exploratory analyses, we found that participants in the intervention had greater change in total activity per week compared with that in usual care (Table 3). Participants in the intervention arm had a 23.46 MET hours greater change in self-reported total PA per week (95% CI 1.13 to 45.8) and a 247.2-minute greater change in moderate intensity PA per week (95% CI 36.2 to 530.6) in unadjusted models, but this effect was attenuated in adjusted models (change in total PA: 15.55 MET hours per week, 95% CI \(-6.32\) to 37.42; change in moderate intensity PA: 199.6 minutes per week, 95% CI \(-43.7\) to 442.9). We found no difference between arms in total GWG (mean difference 1.14 kg, 95% CI \(-0.71\) to 3.00) or rate of GWG (mean difference 0.03 kg, 95% CI \(-0.02\) to 0.09). In addition, we did not find, and were not powered to find, any significant differences between intervention and usual care study arms in any adverse perinatal outcomes (data not shown).
Table 3. Change in physical activity and gestational weight gain (GWG) by treatment condition.

<table>
<thead>
<tr>
<th>Activity in metabolic equivalent of task hours per week</th>
<th>Intervention (N=33), mean (SD)</th>
<th>Usual care (N=35), mean difference (95% CI)</th>
<th>Unadjusted model, mean difference (95% CI)</th>
<th>Adjusted model(^a), mean difference (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total activity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8- to 15-week gestation</td>
<td>105.3 (62.7)</td>
<td>135.8 (100.2)</td>
<td>23.46 (1.13 to 45.80)</td>
<td>15.55 (−6.32 to 37.42)</td>
</tr>
<tr>
<td>33- to 36-week gestation</td>
<td>108.9 (62.0)</td>
<td>115.9 (81.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change</td>
<td>3.6 (36.8)</td>
<td>−19.9 (53.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Moderate activity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8- to 15-week gestation</td>
<td>49.0 (35.6)</td>
<td>65.7 (62.5)</td>
<td>13.56 (−2.19 to 29.30)</td>
<td>11.00 (−3.15 to 25.15)</td>
</tr>
<tr>
<td>33- to 36-week gestation</td>
<td>52.7 (33.8)</td>
<td>55.9 (51.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change</td>
<td>3.7 (23.4)</td>
<td>−9.8 (39.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Vigorous activity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8- to 15-week gestation</td>
<td>3.1 (4.8)</td>
<td>4.1 (6.1)</td>
<td>0.25 (−2.10 to 2.60)</td>
<td>0.25 (−2.10 to 2.60)</td>
</tr>
<tr>
<td>33- to 36-week gestation</td>
<td>1.0 (1.5)</td>
<td>1.7 (3.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change</td>
<td>−2.1 (4.7)</td>
<td>−2.4 (4.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sports and exercise</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8- to 15-week gestation</td>
<td>15.0 (14.8)</td>
<td>17.3 (21.4)</td>
<td>2.96 (−3.20 to 9.12)</td>
<td>2.46 (−2.23 to 7.16)</td>
</tr>
<tr>
<td>33- to 36-week gestation</td>
<td>12.6 (11.2)</td>
<td>12.0 (4.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change</td>
<td>−2.4 (12.6)</td>
<td>−5.3 (12.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Moderate sports and exercise</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8- to 15-week gestation</td>
<td>12.0 (12.2)</td>
<td>13.2 (17.3)</td>
<td>2.71 (−2.06 to 7.47)</td>
<td>2.30 (−1.68 to 6.28)</td>
</tr>
<tr>
<td>33- to 36-week gestation</td>
<td>11.7 (11.0)</td>
<td>10.3 (12.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change</td>
<td>−0.3 (10.1)</td>
<td>−3.0 (9.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Activity in minutes per week</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Moderate activity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8- to 15-week gestation</td>
<td>818.5 (631.2)</td>
<td>1113.4 (1121.6)</td>
<td>247.2 (−36.2 to 530.6)</td>
<td>199.6 (−43.7 to 442.9)</td>
</tr>
<tr>
<td>33- to 36-week gestation</td>
<td>888.3 (596.2)</td>
<td>936.1 (872.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change</td>
<td>69.9 (393.9)</td>
<td>−177.4 (716.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sports and exercise</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8- to 15-week gestation</td>
<td>194.2 (173.8)</td>
<td>222.8 (267.9)</td>
<td>43.67 (−31.5 to 118.9)</td>
<td>35.98 (−23.3 to 95.23)</td>
</tr>
<tr>
<td>33- to 36-week gestation</td>
<td>183.8 (148.1)</td>
<td>168.7 (179.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change</td>
<td>−10.4 (152.0)</td>
<td>−54.1 (156.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GWG</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total GWG (kg(^b))</td>
<td>12.7 (3.8)</td>
<td>12.1 (4.1)</td>
<td>0.61 (−1.35 to 2.57)</td>
<td>1.14 (−0.71 to 3.00)</td>
</tr>
<tr>
<td>Rate of total GWG (kg/week)</td>
<td>0.4 (0.1)</td>
<td>0.4 (0.1)</td>
<td>0.01 (−0.05 to 0.07)</td>
<td>0.03 (−0.02 to 0.09)</td>
</tr>
</tbody>
</table>

\(^a\)Adjusted model for change in physical activity adjusted for physical activity at baseline survey, age, parity, prepregnancy BMI, race or ethnicity, and difference in gestational age (GA) weeks between baseline survey and the second survey. Adjusted model for GWG adjusted for age, parity, prepregnancy BMI, race or ethnicity, and difference in GA weeks between the last and first measured weight during pregnancy.

\(^b\)Total GWG was defined as the last measured weight within 3 weeks before delivery minus the first measured weight after conception and up to 13 weeks of GA. Rate of total GWG was defined as total GWG divided by difference in GA weeks between the first and last measured weight during pregnancy.
Discussion

Principal Findings
In this mixed methods acceptability and feasibility randomized controlled pilot trial, we found that an mHealth intervention for pregnant patients with overweight or obesity was feasible and acceptable for participants and successfully promoted weight and PA self-monitoring. There was a high level of adherence to self-monitoring of weight and PA among participants in the intervention arm and, overall, the participants rated the program highly. Focus groups found that participants desired more support related to nutrition and a more mobile-friendly app instead of an mHealth website. In exploratory analyses, we found that the mHealth lifestyle intervention increased minutes of PA per week compared with usual care, but there was no difference in GWG. mHealth interventions with more nutrition support are likely needed to effectively affect GWG. It is important to note that although there are modifiable lifestyle factors (eg, nutrition and PA) that contribute to obesity, it is recognized as a complex, chronic disease driven by biological, genetic, environmental, and socioeconomic factors. Therefore, despite engagement with effective lifestyle interventions, pregnancy weight gain may differ among individuals because of a variety of factors outside of the scope of interventions, which may result in null intervention findings.

Comparison With Prior Work
The findings of this study contribute to a small but growing body of literature with mixed results on mHealth interventions to improve PA in pregnant patients with overweight or obesity. Various pilot studies assessing the use of PA trackers (eg, Fitbit) to increase PA among pregnant patients have found no or small overall increases in steps [48-50]. However, Ainscough et al [51] found that an mHealth intervention, delivered via a smartphone app and grounded in behavior change techniques, increased motivation to engage in exercise, self-reported total PA (MET minutes per week), and moderate intensity PA (minutes per week) compared with the control group [51]. This suggests that mHealth interventions to increase PA among pregnant patients may be more effective when using behavior change theories and techniques. Our findings also point to the need for more research to better understand how to maximize the effectiveness of mHealth interventions in this population.

Our study also provides some additional exploratory evidence on the effects of mHealth lifestyle interventions on GWG. Multiple effective components (ie, daily self-monitoring of weight, PA, nutrition, goal setting, feedback, reinforcement, and problem solving) are likely needed to improve outcomes in pregnant patients with overweight or obesity. The lack of nutrition focus and food self-monitoring in our intervention could have contributed to null GWG findings. In a systematic review and meta-analysis of 11 exclusively digital interventions to encourage PA, appropriate weight gain during pregnancy, and healthy eating among pregnant patients, researchers found no overall benefit of exclusively digital interventions on GWG. However, effective individual interventions had twice as many behavior change techniques from feedback and monitoring domains and goals and planning domains than ineffective interventions. Moreover, higher user engagement with key behavior change techniques had a positive association with greater intervention effectiveness. Overall, effective interventions used both more behavior change techniques and interactivity in the form of personalized feedback, prompts to remind participants to use behavior change techniques and messages of encouragement, similar to our intervention [52]. Another systematic review and meta-analysis of 21 randomized controlled trials assessing the effects of technology-supported interventions on GWG found that these interventions had small effects on GWG, energy intake, eating behaviors, and PA. However, technology-supported interventions that included tracking tools, daily monitoring using devices, and face-to-face sessions were associated with slightly larger effects, particularly for PA [53].

Taken together, our findings demonstrate opportunities to (1) leverage technology to facilitate adherence to self-monitoring via automated, real-time transmission of weight and PA self-monitoring data, including real-time feedback on GWG in relation to the IOM guidelines and (2) incorporate tailored feedback from health care professionals (a lifestyle coach).

Limitations
Our study had several limitations. First, this was a small randomized controlled pilot trial to assess the acceptability and feasibility of the intervention. Therefore, our study was not powered to detect clinical outcomes. Second, we relied on self-reported measures of PA, although PPAQ is a validated self-report tool for assessing PA during pregnancy. Third, pregnant patients randomized to the usual care arm had higher levels of baseline PA than those randomized to the intervention arm; however, we adjusted for baseline differences in our analysis. Fourth, this study used BMI measurements, which on their own, have limitations. However, these were the data available in the EHRs, and BMI is still widely used clinically because of its ease of measurement. Finally, the participants were not masked to the study group, which could have led to biased reports in the intervention arm.

Conclusions
Our study demonstrated that the use of mHealth technology to deliver a theory-based lifestyle intervention is acceptable for pregnant patients with overweight or obesity. One goal of this pilot trial was to inform the design of a larger randomized controlled trial. To this end, the study team is currently implementing a pragmatic cluster randomized clinical trial that expands the pilot intervention based on participant feedback to incorporate additional nutrition support via nutrition self-monitoring and implements an app-based version of the pilot mHealth website to support better use. More effective interventions with broader reach are needed to help pregnant patients with overweight or obesity increase their PA and meet the IOM guidelines for GWG.
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Abstract

Background: Depression is a common psychiatric condition with an estimated lifetime prevalence for major depression of 16.6% in the US adult population and is effectively treated through psychotherapy. The widespread availability of the internet and personal devices such as smartphones are changing the landscape of delivery of psychotherapy; however, little is known about whether and for whom this type of therapy is beneficial, and whether having synchronous video-based sessions provides additional benefits to clients above and beyond messaging-based therapy.

Objective: This study examined the outcomes associated with the use of a digital platform (Talkspace) for technology-mediated psychotherapy. We examined the duration of client engagement in therapy and client depression score trajectories over 16 weeks. We explored the association of client characteristics, therapist characteristics, and service plan type with time-to-disengagement and trajectories of change in depression scores.

Methods: This naturalistic observational study assessed data collected routinely by the platform between January 2016 and January 2018 and examined psychotherapy outcomes among a large representative sample of adult clients with clinically significant depression. Treatment disengagement was defined as a lack of client-initiated communication for more than 4 weeks. Clients completed the Patient Health Questionnaire-8 item (PHQ-8) at intake and every 3 weeks via an in-app survey. Cox regression analysis was used to examine the time until and predictors of disengagement. Changes in depression scores and predictors of change over time were examined using mixed-effects regression.

Results: The study included 5890 clients and 1271 therapists. Client scores on the PHQ-8 declined over time, with the average client improving from a score of 15 to below the clinical cutoff of 10 by week 6. At the same time point, 37% of clients had disengaged from the therapy. When combined into a final Cox regression model, those who were more likely to disengage were clients aged 18 to 25 years versus those aged ≥50 years (odds ratio [OR] 0.82, 95% CI 0.74-0.9; \( P < .001 \)), had higher education (OR 1.14, 95% CI 1.06-1.22; \( P < .001 \)), had been in therapy before (OR 1.09, 95% CI 1.02-1.17; \( P = .01 \)), and were living with a partner but unmarried versus single (OR 1.14, 95% CI 1.02-1.27; \( P = .02 \)). Having a therapist with >10 years of experience was related to lower odds of disengagement (OR 0.87, 95% CI 0.8-0.94; \( P = .01 \)). When combined into a final regression model predicting improvement in depression scores over time, clients showing more improvement were those with an associate’s degree or higher (linear estimate=−0.07, \( P = .002 \)) and higher intake PHQ-8 scores (estimate=3.73, \( P < .001 \)). There were no differences based on the plan type.
Conclusions: Our findings add to the growing literature showing the benefits of technology-mediated psychotherapy over a relatively brief period (16 weeks).

(JMIR Form Res 2022;6(6):e36521) doi:10.2196/36521
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Introduction

Background

Depression is a common psychiatric condition with an estimated lifetime prevalence of major depression of 16.6% and a previous year prevalence of a major depressive episode of 7.8% to 8.6% among the US adult population [1,2]. Psychotherapy is an effective treatment for depression [3] and is often preferred to medication [4]; however, clients face numerous challenges in obtaining what has traditionally been face-to-face in-person treatment, such as the need to travel to a therapist’s office and potential stigma associated with accessing this care [5]. The widespread availability of the internet and personal devices such as smartphones is changing the landscape of delivery of psychotherapy, allowing consumers to access care more flexibly and without the need to go to a clinic [6]. These opportunities continue to grow in the wake of the COVID-19 pandemic, and the resultant increase in web-based health care is initiated in response to social distancing policies [7].

Numerous technology platforms are now available that allow clients to flexibly communicate with a therapist via text messages, voice, or videoconferencing software; this is known as technology-mediated psychotherapy [6]. A common distinction made regarding technology-mediated psychotherapy is whether it is conducted in an asynchronous or synchronous fashion. Asynchronous refers to communication sent and received by therapists and clients at different times, such as a therapist sending a client an email with a homework assignment and then sending feedback on the assignment once completed. Synchronous refers to communication sent and received by therapists and clients at the same time, such as telephone conversations or a web-based chat session.

Prior Work

Over the past 20 years, numerous clinical trials of technology-mediated synchronous and asynchronous psychotherapy have been conducted, most of which have evaluated structured cognitive-behavioral approaches. Findings from meta-analyses based on trials conducted in English of psychotherapy for depression by videoconference or telephone (synchronous) indicate that these forms of therapy are similarly effective to face-to-face in-person treatment and with similar (~80%), if not better, completion rates [8-10]. These meta-analyses reflect diverse samples recruited from a variety of settings (eg, veterans, primary care, HIV clinics, outpatient psychotherapy clinics, and community samples).

Fewer studies on the effectiveness of text- or chat-based therapy (whether synchronous or asynchronous) have been conducted, and the findings have been mixed. One clinical trial evaluating asynchronous cognitive behavior therapy (CBT)–oriented psychotherapy for depression among adults in Sweden assessed the benefit of an 8-week email-based therapy, indicating that email therapy was associated with pre-post benefit but no difference in treatment outcomes as compared with a guided 8-week self-help web-based program or waitlist-control at 6 months [11]. The rates of client completion of the intervention were similarly high between the groups (96% completed the email-based therapy and 93% completed the self-help). Another trial using a web-based platform for chat or text-based psychotherapy found that adult primary care patients in the United Kingdom assigned to a web-based CBT-oriented therapy for 16 weeks experienced greater improvement in depression symptoms than a waitlist or usual primary care comparison group over 8 months [12]. Analyses were based on an intent-to-treat sample, of which a large proportion (48%) did not complete the therapy as intended, according to the therapist’s report.

Few studies on technology-mediated psychotherapy have examined how client demographics moderate outcomes or therapy completion. A secondary exploratory analysis of the United Kingdom chat or text-based CBT trial [12] examined moderators of treatment outcome at the 4-month follow-up and found that depression outcomes were better for patients with higher baseline depression severity [13]. In addition, being separated, divorced, or widowed as opposed to being single or married was associated with greater treatment outcomes for those in the CBT condition; age and education level were not significant moderators. Findings from a meta-analysis of a broader array of technology-mediated psychological interventions targeting various mental health diagnoses suggest that client age may be a relevant moderator of outcome; in particular, adults aged 19 to 39 years may experience greater benefits than older or younger clients [14].

Little is known about the effects of technology-mediated psychotherapy delivered routinely, for whom this approach may be beneficial, or whether there is differential effectiveness based on asynchronous versus synchronous delivery. In addition, to date, no studies have compared asynchronous and synchronous technology-mediated psychotherapy. This study aims to fill these gaps by studying outcomes associated with the use of a digital platform (Talkspace) that facilitates technology-mediated psychotherapy either asynchronously or synchronously among adult clients experiencing depression symptoms. Specifically, the platform is a desktop computer and mobile smartphone app that allows 24/7 communication via a secure interactive text chat and voice or video messages with a licensed psychotherapist for a fee [15]. Clients may pay for a plan with optional synchronous 1-hour sessions conducted through chat, telephone, or videoconferencing that can be either 1 or 4 times per month. Several observational studies with selected samples of Talkspace
users suggest that the use of the asynchronous text-based psychotherapy plan is associated with improvement in depression symptoms over 12 to 16 weeks of treatment; however, none of these studies examined predictors of these outcomes and for whom the therapy may be most beneficial [15-18].

Objective

This naturalistic observational study harnesses data collected routinely by the platform and examines psychotherapy outcomes among a large representative sample of clients with clinically significant depression. We examined how long clients remained in therapy before disengaging from the application after their initial enrollment as well as client trajectories of depression scores over 16 weeks after enrollment. In addition, we explored the association between client characteristics, therapist characteristics, and the type of service plan with time-to-disengagement and trajectories of change in depression scores.

Methods

Design and Procedure

This study included longitudinal and observational research with clients who signed up for Talkspace between January 2016 and January 2018 and their therapists using data collected routinely as part of the service. Clients accessed the service through an internet search and either paid out-of-pocket or submitted costs to a private insurance plan for out-of-network reimbursement. The signup process includes a brief intake with a consultation therapist who helps the client select their desired plan (eg, messaging only, monthly video, or weekly video plans) and records the client’s therapist preferences, presenting complaints, and demographics. This information is used by the service to identify and offer the client a choice among 3 therapists that most closely match the client’s preferences, are licensed in the client’s state of residence, and have a successful history of treating conditions the client is reporting. After therapist selection, the client is offered a baseline symptom assessment and can then message their therapist as often as they like. Therapists respond to client messages within 24 hours, gather information for a diagnosis, explain the frame of the medium, and conduct informed consent procedures, after which therapy proceeds 5 days a week.

Therapists encounter the platform through internet searches, professional organizations, and peer contacts. All prospective therapists completed an application process to verify the state licensure, training and degree type, professional insurance, background checks, and confirmation of meeting the National Certification of Quality Assurance standards. Following verification, therapists completed an orientation to the platform, received Health Insurance Portability and Accountability Act, privacy, and security training on the proper use of technological media for delivering care, and took on a small number of training cases with supervision for 30 days before beginning their practice on the platform. Engagement and outcome metrics were monitored after the training phase for quality assurance along with a random peer-review process by other therapists on the platform. The service does not prescribe a specific approach to therapy, and while most therapists (61%) report practicing from a cognitive-behavioral orientation, therapists from many traditions are represented on the platform.

Participants

The participants in this study were clients of the Talkspace service. Inclusion criteria was age 18 years and older, with clinically significant depression as indicated by having a primary diagnosis of depression or a depression-related disorder, and a score of 10 or greater on the 8-item version of the Patient Health Questionnaire (PHQ-8) administered at intake for the service. In addition, given the requirements of the service, participants were English language literate, had internet access, and were able to use mobile or desktop applications for the service. Exclusion criteria for the use of the service were indications during the intake with the consultation therapist, or at any point when working with the treating therapist, of any schizophrenia spectrum and psychotic disorder, or any diagnosis with psychotic features, or any condition requiring hospitalization, or suicidal thoughts or behavior sufficient to be marked a Yes on any of questions 3 through 6 on the Columbia Suicide Severity Rating Scale Lifetime-Recent Screen [19] that would require a more intensive level of care than can be offered through an outpatient service.

Measures and Variables

Client Characteristics and Demographics

As part of signing up for the Talkspace service, clients provide their age range (19-25, 26-35, 36-49, 50+ years), gender (female, male, gender queer, transgender male, transgender female, gender variant, other), education level (high school, bachelor’s degree or higher), whether they had ever been in therapy before, and their marital status (single, married, living with a partner, divorced, separated, and widowed).

Depression-Related Diagnosis

Clients were assigned a psychiatric diagnosis according to the 5th edition of the Diagnostic and Statistical Manual of Mental Disorders by their matched therapist, which may be assessed through a mix of diagnostic interviewing, often by video, and delivery of standardized symptom assessments. Clients were included in the study if they had a primary diagnosis of a depression-related disorder (eg, major depressive disorder, adjustment disorder with depressed mood, dysthymic disorder, or other mood disorders).

Therapist Characteristics

Therapists provide information about demographics and professional experiences when they apply to join a service network. Therapists can select female, male, gender queer, transgender male, transgender female, gender variant, or other gender. Therapists indicate years of postlicensure experience as psychotherapists (coded as <5 years, 5-10 years, and >10 years) and areas of expertise (for this study, dichotomously coded as whether therapists indicated expertise in treating depression).
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**Psychotherapy Disengagement**

Disengagement from psychotherapy was defined for this study by a lack of client-initiated communication via any means using the Talkspace application (eg, text, voice messages, and videoconferencing sessions) for more than 4 weeks after initial enrollment. These data are drawn from administrative records on exchanges with therapists and are passively collected by the application.

**Depression Symptoms**

Clients were asked to complete the PHQ-8 [20] at intake and every 3 weeks via an in-app survey. There was an allowance for completing these with a 1-week buffer before or after the deadline. The PHQ-8 includes 8 items that assess the severity of depression symptoms according to the Diagnostic Statistical Manual, Fourth Edition, criteria, with the exception of suicidality or preoccupation with death. Items were rated on a scale from 0 (not at all) to 3 (nearly every day) and summed to obtain a total score. Higher scores indicate greater severity, and a cutoff score of 10 or higher indicates clinically significant depression. A 5-point difference in scores indicates a clinically meaningful change in depression symptoms [21].

**Plan Type**

Platform clients could opt to purchase one of three service plans: (1) unlimited text, voice, or video messages; (2) unlimited text, voice, or video messages plus once per month 1-hour videoconferencing session; or (3) unlimited text, voice, or video messages plus 4 times per month 1-hour videoconferencing sessions. How often and to what extent clients and therapists communicate varies and is dependent upon the frequency with which clients send messages to their therapist. Therapists are expected to respond to client communications within 24 hours and generally respond within 12 hours, except for therapist days off or other times mutually agreed upon by the therapist and client.

**Plan of Analysis**

Using R, we examined descriptive statistics for client and therapist characteristics, depression symptoms at intake or baseline, and service plan type that clients were enrolled in. We examined the missingness of study variables at each point of time as described in the description of our results. For the prediction analysis, we collapsed several categorical variables when the sample size within some of the variable categories was low, which made theoretical sense to do so. We collapsed education into high school education versus associate’s degree or higher. As only 30 participants were widowed, we collapsed this group into the missing category. We conducted 2 sets of mixed effects regression analyses to examine, (1) trajectories of disengagement over 52 weeks and predictors of disengagement and (2) trajectories of depression scores over 16 weeks and predictors of change in depression over time.

**Predicting Psychotherapy Disengagement Over 52 Weeks After Intake**

We examined how long clients were in therapy before disengaging over the course of 52 weeks, following their intake with the platform. Furthermore, a duration of 52 weeks was selected based on visual inspection of the data, showing that most participants had stopped communicating with their therapist for more than 4 weeks by that time. Using R, we conducted mixed-effects Cox regression analyses predicting time until disengagement, with random terms for clinician and client to account for nesting of time within client and client within therapist. Model building followed appropriate procedures for our combined confirmatory and exploratory analyses; predictors were first tested individually to conduct a priori confirmatory hypothesis testing, and those that were significant at \( P < .05 \) were included in a final, combined exploratory model to examine the overall model structure. Significance was tested using the log-rank test for individual variable models. For categorical variables, simple contrast comparisons were used in which each category was compared against the reference category, as described in the results. To estimate the goodness-of-fit, we computed the proportion of the variance accounted for using Nagelkerke \( R^2 \) for each model. We also computed the concordance statistic, which provides the fraction of concordant pairs between the model-predicted and actual data and is equal to the receiver operating characteristic curve. A concordance statistic of 0.50 means that the model is no better than random chance, while a statistic of 1.0 would mean there is a perfect concordance between predicted and actual data. Analyses of the relationship between missing data status on demographic and descriptive variables and time until engagement were conducted separately using Cox regression analyses; cases with missing data were excluded from the primary analyses.

**Predicting Depression Symptoms Over 16 Weeks After Intake**

We examined depression symptoms based on PHQ-8 scores over the course of 16 weeks following the client’s service intake. In addition, a duration of 16 weeks was selected based on visual inspection of the data showing that most of the change in scores occurred during the first 16 weeks and missing data were substantial at that point, which is likely primarily owing to high rates of client disengagement from therapy by 16 weeks. Using R, mixed-effects regressions with random terms for therapist and client were computed to adjust standard errors owing to nesting of time within client and client within therapist. The covariance matrix was specified to be unstructured. As described below, the rates of missing data were high for the dependent variable owing to ending treatment or incomplete measures. Missing data were determined to be not missing at random, based on the empirical analyses described below and theoretical reasons. It is highly likely that those who did not complete measures were due to unmeasured reasons, such as treatment attitudes, motivation, and emotional distress or wellness. Therefore, full information maximum likelihood estimation was used for model testing and parameter estimation (to maximize all available data), and variables associated with missing outcome data were included in the final models to statistically adjust for missingness to the greatest extent possible. Findings may only be inferred to the population of clients who completed measures while receiving treatment. Model building followed standard procedures [22]. Model fit was tested by computing the Akaiake information criterion, Bayesian information criterion,
and 2-Log Likelihood deviance statistics. The models tested linear, quadratic, and cubic time trends for changes in the PHQ-8 scores over time. The best-fitting models included the linear and quadratic time trends. Then, each potential predictor, including client and therapist characteristics, was entered into individual models, and interaction terms for linear and quadratic time were tested using model fit deviance statistics, with each more complex model tested against simpler models, and all available data were used for each computation. All variables and interaction terms from models that were statistically significant at \( P < .05 \) were then entered into a final omnibus model. We ran two types of \( R^2 \) for each model: the conditional \( R^2 \) provides the total proportion of variance accounted for, including fixed and random terms, while the marginal \( R^2 \) provides the proportion of variance accounted for by fixed terms only.

**Ethics Approval**

As part of the terms of service agreement, clients agreed that their anonymized data may be used for research purposes. Considering the data were completely anonymized, this study was exempted from institutional review board approval by the institutional review board of the University of Washington.

**Results**

**Sample Characteristics**

The study included 5890 clients and 1271 therapists (Table 1). The participants were primarily female (4504/5890, 76.5%), 26 to 35 years of age (3061/5890, 52%), had a bachelor’s degree (3706/5890, 62.9%), were single (3122/5890, 52.8%), and had been in therapy before (4004/5890, 68%). The average PHQ-8 score was 15.2 (SD 3.9). The therapists were primarily female (1114/1271, 87.6%), with more than 5 years of experience (1017/1271, 80%), and close to half endorsed having depression-specific expertise (591/1271, 46.5%). Clients predominantly signed up for a messaging-only Talkspace plan (5389/1271, 91.5%). There were no missing data for client disengagement from therapy; however, we observed modest amounts of missing data for other client and therapist variables (ranging from 0.3% to 13.6%, see Table 1). Missing data analyses found that missing data on the following variables were not significantly associated with the length of time until disengagement: client’s gender, client’s first time in therapy, or therapist’s years of experience. Client age and education were significantly associated, such that those who had missing data on these variables were more likely to disengage (age odds ratio [OR] 1.46, 95% CI 1.15-1.89, \( P = .002 \); education OR 1.10, 95% CI 1.02-1.19, \( P = .013 \)).
Table 1. Client and therapist characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Client: total, n (%)</td>
<td>5890 (100)</td>
</tr>
<tr>
<td>Client age (years), n (%)</td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>1328 (22.5)</td>
</tr>
<tr>
<td>26-35</td>
<td>3061 (52)</td>
</tr>
<tr>
<td>36-49</td>
<td>1182 (20.1)</td>
</tr>
<tr>
<td>&gt;50</td>
<td>250 (4.2)</td>
</tr>
<tr>
<td>Missing</td>
<td>69 (1.2)</td>
</tr>
<tr>
<td>Client gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>4505 (76.5)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (0.1)</td>
</tr>
<tr>
<td>Queer</td>
<td>9 (0.2)</td>
</tr>
<tr>
<td>Variant</td>
<td>5 (0.1)</td>
</tr>
<tr>
<td>Male</td>
<td>1317 (22.4)</td>
</tr>
<tr>
<td>Transgender female</td>
<td>3 (0.1)</td>
</tr>
<tr>
<td>Transgender male</td>
<td>7 (0.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>39 (0.7)</td>
</tr>
<tr>
<td>Client education, n (%)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>1327 (22.5)</td>
</tr>
<tr>
<td>Some college</td>
<td>14 (0.2)</td>
</tr>
<tr>
<td>Associate’s degree</td>
<td>6 (0.1)</td>
</tr>
<tr>
<td>Bachelor’s degree or higher</td>
<td>3706 (62.9)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>21 (0.4)</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>5 (0.1)</td>
</tr>
<tr>
<td>Professional degree</td>
<td>8 (0.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>803 (13.6)</td>
</tr>
<tr>
<td>Client marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>328 (5.6)</td>
</tr>
<tr>
<td>Living with a partner</td>
<td>497 (8.4)</td>
</tr>
<tr>
<td>Married</td>
<td>1663 (28.2)</td>
</tr>
<tr>
<td>Separated</td>
<td>142 (2.4)</td>
</tr>
<tr>
<td>Single</td>
<td>3112 (52.8)</td>
</tr>
<tr>
<td>Widowed</td>
<td>30 (0.5)</td>
</tr>
<tr>
<td>Missing</td>
<td>118 (2.0)</td>
</tr>
<tr>
<td>Client first time in therapy</td>
<td></td>
</tr>
<tr>
<td>No, n (%)</td>
<td>4004 (68)</td>
</tr>
<tr>
<td>Yes, n (%)</td>
<td>1346 (22.9)</td>
</tr>
<tr>
<td>Missing, n (%)</td>
<td>540 (9.2)</td>
</tr>
<tr>
<td>Baseline PHQ-8°, mean (SD)</td>
<td>15.2 (3.9)</td>
</tr>
<tr>
<td>Talkspace plan type</td>
<td></td>
</tr>
<tr>
<td>Text only, n (%)</td>
<td>5389 (91.5)</td>
</tr>
<tr>
<td>1-month video, n (%)</td>
<td>411 (7)</td>
</tr>
<tr>
<td>4-month video, n (%)</td>
<td>90 (1.5)</td>
</tr>
</tbody>
</table>
Predicting Psychotherapy Disengagement Over 52 Weeks Post Intake

By week 6, 37% of the clients had disengaged from therapy. Half of the sample disengaged from therapy by week 9 and by week 52, nearly all clients had disengaged (n=5441, 92.4%; Figure 1). Table 2 displays the single-variable predictor models for all the variables that were significantly associated with disengagement. When combined into a final Cox regression model, significant variables included client age, education, whether the client had been in therapy before, marital status, and years of experience as a therapist (Table 3). Compared with those aged 18 to 25 years, those aged 36 to 49 years had 18.9% lower odds of disengaging at any point in time (OR 0.82, 95% CI 0.74-0.9; \( P < .001 \); Figure 2) and those aged >50 years had 30.1% lower odds of disengaging (OR 0.70, 95% CI 0.59-0.83; \( P < .001 \)). Those with higher education had 13.5% greater odds of disengaging than those with lower education (OR 1.14, 95% CI 1.06-1.22; \( P < .001 \)), and those who were in therapy for the first time had 8.9% greater odds of disengaging (OR 1.09, 95% CI 1.02-1.17; \( P = .01 \)). Participants who were living with a partner had 13.9% greater odds of disengaging as compared with those who were single (OR 1.14, 95% CI 1.02-1.27; \( P = .02 \)); there were no significant differences between those who were single and those who were married, separated, or divorced. Finally, clients with therapists who had more than 10 years of experience had 13.2% lower odds of disengaging (OR 0.87, 95% CI 0.8-0.94; \( P = .01 \)). Although significant in the single-variable predictor model, there were no significant differences in the likelihood of disengagement for clients based on the therapist endorsement of depression-specific expertise in the combined Cox regression model. Plan type, intake PHQ-8 score, client gender, and therapist gender were not included in the final model, as these variables were not significant in the single-variable predictor models. Model fit statistics revealed a very low proportion of variance accounted for and concordance across all models (Tables 3 and 4). The proportion of variance accounted for in the final model was only 1.8%, and the concordance statistic of 0.54 indicated that the model predicted the length of time until disengagement only slightly better than chance.

Figure 1. Time until disengagement.
Table 2. Significant single-variable predictor Cox regression models testing time until treatment disengagement.

<table>
<thead>
<tr>
<th></th>
<th>Median (weeks)</th>
<th>ORb (95% CI)</th>
<th>P value</th>
<th>Log rank</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>8</td>
<td>Ref</td>
<td>Ref</td>
<td>33.78</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>26-35</td>
<td>9</td>
<td>0.93 (0.87-0.99)</td>
<td>.035</td>
<td></td>
<td></td>
</tr>
<tr>
<td>36-49</td>
<td>10</td>
<td>0.83 (0.77-0.91)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;50</td>
<td>11</td>
<td>0.71 (0.61-0.82)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>9</td>
<td>Ref</td>
<td>Ref</td>
<td>17.24</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Associate’s degree or higher</td>
<td>8</td>
<td>1.15 (1.08-1.22)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>First time in treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>9</td>
<td>Ref</td>
<td>Ref</td>
<td>11.37</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>8</td>
<td>1.12 (1.05-1.19)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>9</td>
<td>Ref</td>
<td>Ref</td>
<td>15.31</td>
<td>.004</td>
</tr>
<tr>
<td>Living with partner</td>
<td>8</td>
<td>1.18 (1.07-1.3)</td>
<td>.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>9</td>
<td>0.96 (0.91-1.03)</td>
<td>.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Separated</td>
<td>10</td>
<td>0.98 (0.82-1.17)</td>
<td>.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>9</td>
<td>0.95 (0.84-1.06)</td>
<td>.37</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Therapist experience</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5 years</td>
<td>8</td>
<td>Ref</td>
<td>Ref</td>
<td>16.45</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>5-10 years</td>
<td>9</td>
<td>0.93 (0.86-1)</td>
<td>.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;10 years</td>
<td>9</td>
<td>0.86 (0.8-0.93)</td>
<td>.002</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Therapist with depression-specific expertise</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not endorsed</td>
<td>8</td>
<td>Ref</td>
<td>Ref</td>
<td>7.97</td>
<td>.004</td>
</tr>
<tr>
<td>Endorsed</td>
<td>9</td>
<td>0.92 (0.88-0.98)</td>
<td>.03</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aClient n=5890, therapist n=1271. Variables that were tested and were not significant included plan type, intake PHQ-8 score, client gender, and therapist gender. Widowed data were collapsed with missing marital status data. Disengagement from treatment was defined as >4 weeks without any client-initiated communication to the therapist, such as texting, video exchanges, images, or audio clips. The modeling included up to 52 weeks of therapy.

bOR: odds ratio.

Table 3. Model fit statistics for individual and final combined nested Cox regression model predicting time until treatment disengagement.

<table>
<thead>
<tr>
<th></th>
<th>Nagelkerke R²</th>
<th>Concordance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Individual models</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.0065</td>
<td>0.52</td>
</tr>
<tr>
<td>Education</td>
<td>0.0036</td>
<td>0.52</td>
</tr>
<tr>
<td>First time in therapy</td>
<td>0.0022</td>
<td>0.51</td>
</tr>
<tr>
<td>Marital status</td>
<td>0.0028</td>
<td>0.51</td>
</tr>
<tr>
<td>Therapist experience</td>
<td>0.0030</td>
<td>0.51</td>
</tr>
<tr>
<td>Therapist with depression-specific expertise</td>
<td>0.0015</td>
<td>0.51</td>
</tr>
<tr>
<td>Final model</td>
<td>0.018</td>
<td>0.54</td>
</tr>
</tbody>
</table>

Disengagement from treatment was defined as >4 weeks without any client-initiated communication to the therapist, such as texting, video exchanges, images, or audio clips. The modeling included up to 52 weeks of therapy.
Table 4. Final combined nested Cox regression model predicting time until treatment disengagement\(^a\).

<table>
<thead>
<tr>
<th>Age (years; ref=18-25)</th>
<th>Coefficient</th>
<th>OR(^b) (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>26-35</td>
<td>−0.05</td>
<td>0.96 (0.88-1.03)</td>
<td>.27</td>
</tr>
<tr>
<td>36-49</td>
<td>−0.20</td>
<td>0.82 (0.74-0.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;50</td>
<td>−0.36</td>
<td>0.70 (0.59-0.83)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Education (ref=high school)</th>
<th>Coefficient</th>
<th>OR(^b) (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Associate’s or bachelor’s degree or higher</td>
<td>0.13</td>
<td>1.14 (1.06-1.22)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>First time in treatment</td>
<td>0.09</td>
<td>1.09 (1.02-1.17)</td>
<td>.011</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Marital status (ref=single)</th>
<th>Coefficient</th>
<th>OR(^b) (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Living with a partner</td>
<td>0.13</td>
<td>1.14 (1.02-1.27)</td>
<td>.019</td>
</tr>
<tr>
<td>Married</td>
<td>0.03</td>
<td>1.03 (0.95-1.1)</td>
<td>.48</td>
</tr>
<tr>
<td>Separated</td>
<td>0.006</td>
<td>1.01 (0.82-1.23)</td>
<td>.95</td>
</tr>
<tr>
<td>Divorced</td>
<td>0.04</td>
<td>1.04 (0.91-1.2)</td>
<td>.55</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Therapist experience (years; ref=&lt;5)</th>
<th>Coefficient</th>
<th>OR(^b) (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-10</td>
<td>−0.09</td>
<td>0.92 (0.84-0.99)</td>
<td>.06</td>
</tr>
<tr>
<td>&gt;10</td>
<td>−0.14</td>
<td>0.87 (0.8-0.94)</td>
<td>.01</td>
</tr>
<tr>
<td>Therapist with depression-specific expertise</td>
<td>−0.06</td>
<td>0.94 (0.89-1)</td>
<td>.14</td>
</tr>
</tbody>
</table>

\(^a\)Disengagement from treatment was defined as >4 weeks without any client-initiated communication to the therapist, such as texting, video exchanges, images, or audio clips. The modeling included up to 52 weeks of therapy. Predictor variables that were significant in simpler models were also included.

\(^b\)OR: odds ratio.

Predicting Depression Symptoms Over 16 Weeks Post Intake

There were high levels of missingness in the PHQ-8 over the 16 weeks after the intake observation period. Of the 5890 clients, 3447 (58.5%) completed a 3-week survey, 1978 (33.6%) completed a 6-week survey, 1165 (19.8%) completed a 9-week survey, 724 (12.3%) completed a 12-week survey, and 506 (8.6%) completed a 15-week survey. When comparing those with at least one follow-up time point to those without, there were no differences in the rates of missing data on the basis of age, education level, history of therapy, gender, or PHQ-8 score.
Those who did not have any follow-up PHQ-8 were more likely to be divorced (8.1% with follow-up data vs 9.6% missing all follow-up) or living with a partner (8.1% vs 9.6%), less likely to be married (30.2% vs 27.1%), more likely to have a video plan (7.9% vs 9.4%), and less likely to have a messaging-only plan (90.6% vs 92.1%).

The best-fitting model for change over time in the PHQ-8 is shown in Figure 3, illustrating a curvilinear change in PHQ-8 scores during the first 16 weeks of treatment (quadratic $-2LL_{2}$ deviance=41,432, deviance=399, $P<.001$), therefore all subsequent models included linear and quadratic change variables. The model-derived average PHQ-8 score at intake was 14.94 (SE 0.08), with a linear slope decreasing an average of −1.25 points (SE 0.03) between the first and second week and flattening by an additional 0.06 points (SE 0.002) for each subsequent week. Client scores on the PHQ-8 declined over time, dropping below the clinical cut-off from a score of 15 to 10 by week 6.

Table 5 displays models using single variables to predict change over time and found that client education level and age significantly predicted intake PHQ-8 score and linear change over time (education level linear – $2LL_{2}$ deviance=25, $P<.001$; age linear $2LL_{2}$ deviance=9, $P=.002$). Clients’ PHQ-8 score at intake, and whether it was their first time in therapy, significantly predicted linear and quadratic change over time in the PHQ-8 score (first PHQ-8 score linear $-2LL_{2}$ deviance=1991, $P<.001$, quadratic $-2LL_{1}$ deviance=99, $P<.001$; first time in therapy linear $-2LL_{2}$ deviance=12, $P<.001$, quadratic $-2LL_{1}$ deviance=9, $P<.001$). Variables that were not significantly associated with PHQ-8 scores over time included plan type, client gender, therapist gender, therapist years of experience, and therapist endorsing depression-specific expertise. Model fit statistics are displayed in Table 6, demonstrating that, unsurprisingly, the model incorporating intake PHQ-8 score accounted for the largest amount of variance in the model.

The final model explained 51.1% of the variance in PHQ-8 score change. This model included predictor variables that had significant relationships with the intercept and linear or quadratic change in PHQ-8 scores over time, on the basis of single variable modeling (see Table 7). Significant predictors were as follows: those with an associate’s degree or higher improved more quickly based on their sharper linear slope (linear estimate=−0.07, $P=.002$). Higher intake PHQ-8 scores, displayed as a median split in Figure 4, were associated with a larger PHQ-8 intercept (estimate=3.73, $P<.001$), faster linear improvement (estimate=−0.50, $P<.001$) and faster flattening (quadratic estimate=0.03, $P<.001$). There were no differences in the PHQ-8 intercept on whether it was the client’s first time in therapy; however, first-time clients had faster linear improvement (linear estimate=−0.37, $P=.001$) and faster flattening (quadratic estimate=0.03, $P<.001$). Age was not significant after controlling for other variables.

Figure 3. Model estimated change on the Patient Health Questionnaire-8 item (PHQ-8) over 16 weeks with SE shading.
Table 5. Significant single-variable mixed effects models predicting Patient Health Questionnaire-8 item (PHQ-8) score change<sup>a</sup>.

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Education (ref=high school)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>15.66</td>
<td>0.13</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Week</td>
<td>−1.22</td>
<td>0.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Week&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.06</td>
<td>0.002</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Associate’s or bachelor’s degree or higher</td>
<td>−0.90</td>
<td>0.15</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Associate’s degree or higher × week</td>
<td>−0.02</td>
<td>0.02</td>
<td>0.34</td>
</tr>
<tr>
<td><strong>Age (ref=18-25 years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>15.26</td>
<td>0.13</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Week</td>
<td>−1.24</td>
<td>0.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Week&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.06</td>
<td>0.002</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>26-35</td>
<td>−0.49</td>
<td>0.14</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>36-49</td>
<td>−0.14</td>
<td>0.17</td>
<td>0.41</td>
</tr>
<tr>
<td>&gt;50</td>
<td>−0.42</td>
<td>0.29</td>
<td>0.14</td>
</tr>
<tr>
<td>26-35 × week</td>
<td>−0.01</td>
<td>0.03</td>
<td>0.67</td>
</tr>
<tr>
<td>36-49 × week</td>
<td>0.005</td>
<td>0.03</td>
<td>0.87</td>
</tr>
<tr>
<td>&gt;50 × week</td>
<td>0.05</td>
<td>0.05</td>
<td>0.27</td>
</tr>
<tr>
<td><strong>Intake PHQ-8 score</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>15.07</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Week</td>
<td>−1.28</td>
<td>0.02</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Week&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.07</td>
<td>0.002</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PHQ-8</td>
<td>3.75</td>
<td>0.05</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PHQ-8 × week</td>
<td>−0.49</td>
<td>0.02</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PHQ-8 × week&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.03</td>
<td>0.002</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>First time in therapy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>15.04</td>
<td>0.09</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Week</td>
<td>−1.17</td>
<td>0.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Week&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.06</td>
<td>0.003</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>First time in therapy</td>
<td>−0.20</td>
<td>0.15</td>
<td>0.17</td>
</tr>
<tr>
<td>First time in therapy × week</td>
<td>−0.30</td>
<td>0.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>First time in therapy × week&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.02</td>
<td>0.005</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Variables that were tested and were not significant on the basis of model fit statistics included client gender, marital status, plan type, therapist gender, therapist years of experience, and therapist endorsing depression-specific expertise.
Table 6. Model fit statistics predicting Patient Health Questionnaire-8 item (PHQ-8) score change.

<table>
<thead>
<tr>
<th>Model</th>
<th>AIC 66,153.2</th>
<th>BIC 66,204.5</th>
<th>−2LL 33,069.6</th>
<th>df 7</th>
<th>Conditional R^2 0.279</th>
<th>Marginal R^2 0.180</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education</td>
<td>66,082.0</td>
<td>66,162.7</td>
<td>−33,030</td>
<td>11</td>
<td>0.271</td>
<td>0.179</td>
</tr>
<tr>
<td>Age</td>
<td>62,024.4</td>
<td>62,083.0</td>
<td>−31,004.2</td>
<td>8</td>
<td>0.510</td>
<td>0.460</td>
</tr>
<tr>
<td>Intake PHQ-8 score</td>
<td>62,877.0</td>
<td>62,935.3</td>
<td>−31,430.5</td>
<td>8</td>
<td>0.278</td>
<td>0.182</td>
</tr>
<tr>
<td>First time in therapy</td>
<td>64,112.8</td>
<td>64,252.3</td>
<td>−32,037.4</td>
<td>19</td>
<td>0.511</td>
<td>0.455</td>
</tr>
</tbody>
</table>

^AIC: Akaike Information Criterion.
^BIC: Bayesian Information Criterion.
^c−2LL: −2 Log Likelihood.

Table 7. Final combined mixed effects model predicting Patient Health Questionnaire (PHQ-8) score change.

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>15.36</td>
<td>0.14</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Week</td>
<td>−1.10</td>
<td>0.04</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Week^2</td>
<td>0.06</td>
<td>0.002</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Associate’s or bachelor’s degree or higher (ref=high school)</td>
<td>−0.18</td>
<td>0.12</td>
<td>.120</td>
</tr>
<tr>
<td>Associate’s degree or higher × week (ref=high school)</td>
<td>−0.07</td>
<td>0.02</td>
<td>.002</td>
</tr>
<tr>
<td>Age (years, ref=18-25)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26-35</td>
<td>−0.16</td>
<td>0.13</td>
<td>.20</td>
</tr>
<tr>
<td>36-49</td>
<td>−0.10</td>
<td>0.16</td>
<td>.52</td>
</tr>
<tr>
<td>&gt;50</td>
<td>−0.41</td>
<td>0.26</td>
<td>.12</td>
</tr>
<tr>
<td>Age (years, ref=18-25) × week</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26-35</td>
<td>−0.03</td>
<td>0.02</td>
<td>.15</td>
</tr>
<tr>
<td>36-49</td>
<td>−0.01</td>
<td>0.03</td>
<td>.76</td>
</tr>
<tr>
<td>&gt;50</td>
<td>0.04</td>
<td>0.04</td>
<td>.32</td>
</tr>
<tr>
<td>Intake PHQ-8 score</td>
<td>3.73</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intake PHQ-8 score × week</td>
<td>−0.50</td>
<td>0.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intake PHQ-8 score × week^2</td>
<td>0.03</td>
<td>0.002</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>First time in therapy</td>
<td>−0.07</td>
<td>0.13</td>
<td>.58</td>
</tr>
<tr>
<td>First time in therapy × week</td>
<td>−0.30</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>First time in therapy × week^2</td>
<td>0.03</td>
<td>0.005</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

^aPredictor and predictor × time interaction variables that were significant in simpler models were included. The intake PHQ-8 scores were grand mean-centered.
Discussion

Principal Findings

This is the first population-based study of treatment engagement, subsequent outcomes, and predictors of outcomes in the routine delivery of technology-mediated psychotherapy focused on adult clients experiencing clinically significant levels of depression. Our findings indicate that technology-mediated psychotherapy may be helpful in reducing symptoms of depression. On average, client scores on the PHQ-8 declined over time, dropping below the clinical cut-off from a score of 15 to 10 by week 6. At the same time point, 37% of clients had disengaged from the therapy. There were no differences in the length of treatment engagement or speed of improvement based on whether clients opted for a plan that included synchronous video chat (either once or 4 times per month) in addition to the asynchronous messaging plan.

Findings from our analyses predicting symptom change and disengagement suggest that the degree to which the therapy was helpful did not depend on the client or therapist characteristics included in the study; however, how quickly clients decided to end the therapy did, though this effect was very small. One exception was education level. Completing formal education beyond high school was related to a sharper decrease in PHQ-8 scores and a shorter length of time before disengagement, which may be interpreted as clients with higher education being a group that is particularly likely to benefit quickly from technology-mediated psychotherapy and, therefore, end it sooner. Consistent with this premise, there is some evidence that individuals with more years of formal education are less likely to end therapy prematurely [23]. Clients who were in therapy for the first time were also more likely to improve faster. While this might be associated with less severe depressive symptoms, this result was true even after controlling for baseline depression scores. It may be that those repeatedly seeking treatment have symptoms that are more chronic, even if they are of equal severity to those seeking treatment for the first time.

The fact that specific age categories and gender were not significantly associated with depressive symptom change is consistent with a study examining moderators of outcomes among primary care patients in the United Kingdom randomized to chat-based CBT therapy versus usual care [13]. However, in contrast to our findings, educational attainment did not moderate the relationship between therapy and outcomes in the primary care sample. This is also consistent with a recent meta-regression study examining moderators of outcomes from randomized trials of face-to-face in-person psychotherapy versus a control group among adults with depressive symptoms, in which the authors found no difference between older and younger adults and between men and women [24]. The authors note that there were insufficient studies available for the analysis with a low risk of bias to examine education level as a moderator.

Unfortunately, we did not have data on client race and ethnicity; however, in the meta-regression study mentioned [24], studies focusing on diverse samples did not have better or worse effect sizes than the other studies. This is similar to findings from a previous meta-analysis using a similar methodology, looking at randomized controlled trials in which race and ethnicity data were reported [25]. The authors examined whether the proportion of adults identified as a racial or ethnic minority in the sample was associated with treatment effect size across 56 trials and found no relation. Although psychotherapy appears to be effective across racial and ethnic groups [26], access to and barriers to engagement in psychotherapy are characterized by racial or ethnic disparities [27]. For instance, a large meta-analysis of randomized controlled trials of face-to-face in-person psychotherapy for depression among adults found that studies with a higher proportion of participants identifying with a racial or ethnic minority group had higher rates of early therapy termination, as defined by research teams [28].
In a nationally representative US-based study, people identified as Black or African American, Latinx, and Asian Americans were less likely to engage in mental health outpatient care and indicated financial costs to be a major barrier to accessing services [29]. Other barriers may be related to beliefs that therapy is not likely to be effective, stigma and shame about needing care and being seen accessing it, language barriers, and cultural practices that may not resonate with a Western medical model [27,30-32]. Technology-mediated psychotherapy holds promise for alleviating some of these barriers to psychotherapy, particularly in reducing the need to find a local therapist and attend in-person sessions that may require transportation and additional time to travel to appointments. Although technology-mediated therapy may increase a sense of privacy and confidentiality as clients do not have to present to a clinic or office for care where others may see them, there may be additional barriers to ensuring privacy that have to do with concern over security breaches [33]. Although technology and internet access are expanding rapidly, there are still substantial disparities in access to stable and consistent internet and internet-capable smartphones and computers [34]. Future research can examine the role of race, ethnicity, and the intersection of access to technology-mediated psychotherapy in both outcomes and therapeutic engagement.

Our findings also indicate that the length of engagement in services is weakly associated with the variables included in this study. More research should examine the determinants of engagement and work to operationalize them using feasible methods so that clinical care providers can target their efforts to prevent premature disengagement. While the association is weak, our findings indicate that being younger, in therapy for the first time, unmarried but living with their partner (as compared with single), and being with a therapist with less experience predicted a shorter length of time to disengagement from the therapy. Previous research indicates that younger clients are more likely to prematurely end therapy [23], and that less experienced therapists tend to have higher premature termination rates [23] and more difficulty engaging and retaining clients in therapy [35]. Marital status did not appear to be related to psychotherapy or mental health service disengagement in previous face-to-face psychotherapy studies [23,28,36]. However, a study of chat-based CBT with primary care patients observed that those patients grouped into a category of separated, divorced, or widowed had greater benefit from the therapy than those who were married or living as married and those who were single. The authors determined that the effect seemed to be largely owing to the separated, divorced, or widowed group remaining more symptomatic when waitlisted and obtaining usual care. Understanding the role of marital status in therapeutic gains is complicated by examination of this variable. Owing to the small sample size, categories that seem conceptually similar on the surface may collapse in analyses but may actually represent very distinct groups empirically [37]. For instance, being unmarried and living with a partner may hold a unique meaning for the millennial generation, which comprises a large proportion of our sample who are known to delay marriage [38], and combining these clients with married clients, as was done in the Button et al [13] study, could obscure findings that would emerge if examined separately, as was done in our analysis. Qualitative research may help elucidate the significance of living with a partner, which may be related to a more rapid disengagement from therapy.

Additional research is needed to understand why client sociodemographic factors may influence perceptions of therapy and decisions to end the therapy. However, it is important to note that not all therapeutic disengagement outcomes are negative. In fact, people are known to vary in how quickly their symptoms respond to psychotherapy, and there is evidence to suggest that people leave therapy when they feel they have a good enough level of change [39-41]. A previous study of Talkspace clients suggested that this is often the case. Specifically, in a study of clients experiencing depression or anxiety, one-third of those leaving therapy before 12 weeks of enrollment reported reasons for leaving, with 53% indicating satisfaction with reaching therapeutic goals as the reason [18]. Therefore, engagement in technology-mediated psychotherapy may require shorter engagement times than in-person session-based therapy, potentially because of the ability of clients to access therapists as needed, rather than the typical once a week or every other week schedule.

This study examined disengagement from the initial enrollment in therapy; however, it is possible that clients re-engaged, and there may be observable patterns of disengagement and re-engagement over time among the clientele. In addition, the concept of disengagement does not shed light on the nature of a client’s engagement in therapy. Therapeutic engagement can be defined as all efforts made by clients during the course of treatment (both within and between sessions) toward the achievement of changes (treatment outcomes) [35]. Once a client has disengaged, it is clear that they no longer participate in the therapy; however, if the client is still in therapy, the degree to which they are genuinely engaged in the process with the therapist can vary substantially and is an important variable in treatment outcomes. In an earlier Talkspace study with depressed or anxious clients, greater amounts of communication between clients in therapists based on word counts across text, audio, and video messaging were related to symptom improvement [18]. Research on face-to-face in-person CBT in which the timing of sessions varied suggests that having more frequent sessions in closer proximity to each other versus longer courses of therapy is related to improved outcomes [42]. A benefit of technology-mediated psychotherapy, such as what the Talkspace platform offers, is that clients have more potential to increase the intensity of their therapy and perhaps more quickly benefit from it. Interestingly, it may not be necessary for clients to meet with their therapist in a more traditional synchronous manner, such as having a face-to-face web-based video-based session, to receive an adequate degree of therapeutic intensity through technology-mediated therapy. In this study, we did not observe a relationship between the type of plan clients opted into and changes in depression scores over time, although some plan types included 1 or 4 synchronous video sessions per month in addition to text and audio or video messaging. In fact, the predominant type of plan clients opted for when they enrolled in the Talkspace platform was asynchronous messaging only.
(n=5389, 91.5%), although we do not know whether clients opted out of the other plans owing to cost, preference, or both.

Limitations and Considerations

A key consideration for our findings is the nature of clients enrolled in technology-mediated psychotherapy. The most common client characteristics were being of the millennial generation [38], college educated, single, identifying as female, and having experience with therapy. In addition, as the messaging-only plan was by far the most frequently chosen (91.5%), the study reflects clients willing or preferring to engage in primarily text messaging–based therapy, which may or may not be asynchronous. Men are similarly underrepresented in face-to-face in-person therapy [43] and represent a population that may need additional effort to reach and engage in technology-mediated psychotherapy. The population in our study may represent what could be considered early adopters of the innovation of text-based psychotherapy, which is also consistent with the premise that members of the millennial generation are more generally engaged with internet technology and more comfortable using it in myriad ways [44]. In addition, data were collected before the COVID-19 pandemic, when engaging in technology-mediated health care was novel for most people. Considering social distancing policies to control the spread of COVID-19, technology-mediated health care proliferated, and the business of web-based therapy grew tremendously as the general demand for psychotherapy simultaneously increased [7,45]. The postpandemic population may be different from the population included in our study. In fact, a recent study published with postpandemic Talkspace clients suggests that anxiety is a much more common experience and comorbidity among clients since the pandemic started [46].

Our findings for depressive symptom change do not generalize well past the first 6 weeks of therapy, given that missing data on the PHQ-8 increases substantially after 6 weeks. A known contributing factor to missing data on the PHQ-8 is that clients stop taking the measure after disengaging from the therapy. Our estimates of later time points were based on the trajectory that was observed at the time the clients stopped taking the PHQ-8. Given that it is common for people with greater improvement in earlier phases of therapy to end therapy earlier than those whose symptoms do not remit as quickly [47], it is possible that the overall improvement in depression symptoms is an overestimation of what we would observe if clients continued taking PHQ-8 assessments. There are high rates of missing data, aside from that, which can be attributed to therapy disengagement. Therefore, these results may only be generalized to people who are receiving therapy and who complete the PHQ-8 assessments. In addition, given that we observed that higher intake PHQ-8 scores were predictive of symptom improvement, a likely caveat for our findings is that there is some regression to the mean, a statistical artifact of more extreme-scoring individuals to score more closely to the average on the next assessment. In randomized controlled trials, where regression to the mean is accounted for, it is more common to actually see higher initial depression scores as related to less symptom improvement [48-50]. Like all regression models, our curvilinear time modeling provides an overall average estimate of symptom trajectories and is not able to demonstrate what are likely nonlinear relationships with symptoms and time that would be observed if examined at the individual client level [51]. However, we can say that, on average, we see a trend for clients to do better symptomatically than when they enrolled.

We conducted a naturalistic study using routinely collected data from the Talkspace platform. Therefore, there were limitations in the amount and nature of the data available. First, we did not account for other conditions that clients may be seeking therapy for, or conditions that may moderate therapeutic outcomes. For instance, the presence of a personality disorder is related to premature termination of therapy [23] and is known to impede symptom improvement [52]. The PHQ-8 does not capture suicidal thinking, so we do not have estimates of suicide risk using the item from the PHQ-9 that asks about thoughts that you would be better off dead, or of hurting yourself, which is known to be predictive of suicidal behavior and a common question asked as part of routine suicide risk screening procedures [53]. In addition, we do not know what type of therapy is provided by licensed clinicians; however, therapy from various theoretical orientations is known to be effective for depression [54]. The availability of textual data allows for an ample exploration of what is happening in routine psychotherapy in this context. Future research can use the rich data made available through text messages and transcripts made from audio or video interactions to examine the degree to which evidence-based interventions and practices are part of the therapy and how this might be related to disengagement, engagement, and symptom outcomes.

Conclusions

Technology-mediated psychotherapy is becoming an increasingly popular alternative to in-person psychotherapy. Our findings add to the growing literature showing the benefits of technology-mediated psychotherapy in general and messaging-based therapy in particular. In addition, benefits were observed over a relatively brief period, with a reduction in symptoms observed within 16 weeks of therapy. Some populations may require additional efforts to remain engaged once they enroll, such as in younger adults. Future research is needed to examine how well technology-mediated psychotherapy addresses disparities in access to therapy and opportunities to enhance reach and ensure the effectiveness of this treatment modality across the full spectrum of adults experiencing depression.
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Abstract

Background: There is growing evidence supporting the use of mobile health (mHealth) interventions in low- and middle-income countries to address resource limitations in the delivery of health information and services to vulnerable populations. In parallel, there is an increasing emphasis on the use of implementation science tools and frameworks for the early identification of implementation barriers and to improve the acceptability, appropriateness, and adoption of mHealth interventions in resource-limited settings. However, there are limited examples of the application of implementation science tools and frameworks to the formative phase of mHealth design for resource-limited settings despite the potential benefits of this work for enhancing subsequent implementation, scale-up, and sustainability.

Objective: We presented a case study on the use of an implementation science framework in mHealth design. In particular, we illustrated the usability of the Consolidated Framework for Implementation Research (CFIR) for organizing and interpreting formative research findings during the design of the mobile Inspección Visual con Ácido Acético (mIVAA) system in Lima, Peru.

Methods: We collected formative data from prospective users of the mIVAA intervention using multiple research methodologies, including structured observations, surveys, group and individual interviews, and discussions with local stakeholders at the partnering organization in Peru. These activities enabled the documentation of clinical workflows, perceived barriers to and facilitators of mIVAA, overarching barriers to cervical cancer screening in community-based settings, and related local policies and guidelines in health care. Using a convergent mixed methods analytic approach and the CFIR as an organizing framework, we mapped formative research findings to identify key implementation barriers and inform iterations of the mIVAA system design.

Results: In the setting of our case study, most implementation barriers were identified in the CFIR domains of intervention characteristics and inner setting. All but one barrier were addressed before mIVAA deployment by modifying the system design and adding supportive resources. Solutions involved improvements to infrastructure, including cellular data plans to avoid disruption from internet failure; improved process and flow, including an updated software interface; and better user role definition for image capture to be consistent with local health care laws.
Conclusions: The CFIR can serve as a comprehensive framework for organizing formative research data and identifying key implementation barriers during mHealth intervention design. In our case study of the mIVAA system in Peru, formative research contributing to the CFIR domains of intervention characteristics and inner setting elicited the most key barriers to implementation. The early identification of barriers enabled design iterations before system deployment. Future efforts to develop mHealth interventions for low- and middle-income countries may benefit from using the approach presented in this case study as well as prioritizing the CFIR domains of intervention characteristics and inner setting.
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Introduction

Background

With the increasing number of mobile phone and data subscribers worldwide, mobile health (mHealth; ie, the use of mobile technologies for delivering health services and information) has become a global phenomenon [1,2]. In many low- and middle-income countries (LMICs), mHealth interventions have been successfully used to mitigate health system challenges, including human resource, infrastructure, and information constraints [2-4]. Despite the multitude of mHealth interventions that have been piloted in LMICs, few have ultimately been brought to scale or had lasting sustainability [5]. The reasons for this leaky pilot-to-scale pipeline are varied, but a key reason may be the failure to identify and address implementation barriers, especially during the early stages of mHealth intervention development [6,7].

Strategies to support the effective translation of evidence-based interventions to real-world settings fall within the purview of implementation science [8]. Implementation science tools and frameworks can guide the exploration of implementation factors, facilitate the contextualization of those factors, identify evaluation metrics and benchmarks, and provide clues to enable intervention scale-up and sustainability [9]. In recognition of the benefits of implementation science in the context of scaling mHealth interventions, the World Health Organization and others have published several guiding documents that incorporate implementation science principles and methodologies in mHealth intervention design, evaluation, and reporting [3,10,11]. These guiding documents emphasize best practices such as early stakeholder engagement; needs assessment; contextual adaptation of intervention components; interoperability with extant systems; and assessment of process outcomes such as intervention acceptability, fidelity, and adoption to explain intervention effectiveness or a lack thereof. However, in the current research paradigm, the assessment of implementation factors typically occurs concurrently with or after the evaluation of mHealth intervention effectiveness (eg, using hybrid effectiveness-implementation study designs) [12]. As a result, there are limited illustrations of how implementation science tools and frameworks may be used to pre-empt barriers, inform mHealth intervention design, and increase the chances of successful implementation and scale-up [13].

The formative phase of mHealth intervention design provides a novel opportunity to assess any unique technical or practical considerations that may influence implementation. These considerations may include acceptability of mHealth interventions in an LMIC setting, mobile phone literacy of end users, and the cultural appropriateness of intervention components. In addition, data may be needed on the feasibility of stand-alone mHealth interventions or the organizational paradigm shifts that are needed to support integration of mHealth into the health system, clinical workflows, and existing data collection and management mechanisms [14]. Hence, conducting formative research to thoroughly understand the implementation environment, barriers, and facilitators is critical for informing mHealth implementation, scale-up, and sustainability. Despite this need, existing implementation science tools and frameworks are rarely applied to the formative phase of mHealth design.

In this paper, we describe the formative research phase for an mHealth intervention—namely, the mobile Inspección Visual con Ácido Acético (mIVAA) system for cervical cancer screening—as a case study on the use of implementation science frameworks to identify implementation barriers and inform intervention design. We present the utility of the Consolidated Framework for Implementation Research (CFIR) as a convergent framework to organize formative research findings and highlight key implementation barriers. We further motivate the use of such an approach to elucidate and mitigate potential stumbling blocks for the success of mHealth implementation, which can be addressed before investment in pilot studies.

The Problem and Proposed Digital Health Intervention

In Peru, cervical cancer is a significant contributor to mortality and morbidity among women of reproductive age. The incidence of cervical cancer in Peru is nearly twice the global rate (23.2 compared with 13.1 per 100,000 women) [15,16]. Evidence-based strategies such as early screening and preventative treatment can reduce morbidity and mortality from the disease [17]. Effective screening tests such as the Papanicolaou smear and, more recently, human papillomavirus DNA testing have successfully reduced the incidence of and mortality from cervical cancer in the United States and other high-income countries [18-20]. However, many of these strategies require resources (eg, laboratories) or personnel for implementation, and their widespread use in community-based prevention programs may be limited in LMIC settings. Thus, the World Health Organization recommends visual inspection with acetic acid (VIA) in situations where the capacity for human papillomavirus testing is lacking [17]. In VIA, health
workers examine the cervix with the naked eye for aceto-whitening, which is a sign of precancerous lesions.

La Liga Peruana Contra el Cáncer (La Liga) is a nonprofit organization based in Lima, Peru. La Liga routinely organizes free large-scale screening campaigns using both Papanicolaou smears and VIA with community outreach mobile units that travel around the Lima metropolitan area to low-income neighborhoods. However, the slow turnaround of Papanicolaou smear results and lack of patient access to reliable means of transportation mean that approximately 77% of screened-positive women in community settings are lost to subsequent clinic-based follow-up. In consultation with key decision makers at La Liga, the use of teleconsultation with a mobile phone–based software platform combined with visual counseling using a patient’s cervical images was identified as a potential strategy to reduce this loss to follow-up. We hypothesized that this strategy may decrease loss to follow-up by using images of patients’ own anatomy to reinforce the need for clinic-based follow-up among women with suspected cancer or precancer and by increasing access to early preliminary diagnosis through expert feedback when available. Hence, La Liga partnered with Duke University and a Peruvian partner, Medical Innovation and Technology, for the design of the mIVAA system. The mIVAA system is a mobile phone–based telemedicine platform that permits the documentation of magnified cervical images for remote and asynchronous expert colposcopist feedback. Imaging of the cervix can be achieved with the built-in mobile phone camera or through a USB-connected digital colposcopy device such as a pocket colposcope [21,22]. Formative research was conducted to inform the design and implementation of the mIVAA system in La Liga’s community outreach units with the goal of identifying and mitigating implementation barriers to the maximum extent possible during the intervention development and pilot.

Theoretical Framework
The CFIR is a framework of implementation factors often used to assess readiness for implementation and comprises 5 overarching domains: intervention characteristics, inner setting, outer setting, characteristics of individuals, and process [23]. CFIR constructs have been shown to map well to common implementation challenges in the use of digital technologies [13,24]. The CFIR has been used to evaluate the implementation of mHealth interventions in low-resource contexts, including for longitudinal assessment of 2-way SMS interventions on HIV therapy adherence and an app tracking communicable disease transmission in Uganda [25,26]. However, in both of these studies, the CFIR was used after the rollout of the mHealth intervention. The CFIR can be applied earlier in the development of interventions; however, there are limited examples of the use of this framework to guide mHealth intervention development in formative research.

We selected the CFIR for our case study as it is a well-studied and widely used framework for implementation research. Furthermore, it contains a comprehensive list of implementation factors that can be evaluated by researchers, including those with a limited background in implementation science. Finally, it also permits the description of factors related to both the general implementation context and intervention-specific factors.

Our findings demonstrate the utility of the CFIR for organizing implementation factors emerging during the formative phase of mHealth design as well as for guiding mHealth intervention development and implementation.

Research Aims
The goal of this case study was to describe the use of the CFIR to categorize facilitators of and barriers to implementation identified during the design of the mIVAA system for cervical cancer screening in Lima, Peru. The secondary aim was to use the CFIR to inform solutions to the identified barriers before the pilot implementation of the mIVAA system.

Methods

Reporting
This study is reported in accordance with the consensus standards for the reporting of case studies (Table S1 in Multimedia Appendix 1) [27].

Study Setting
This study was conducted in partnership with La Liga in Lima, Peru. The mIVAA system was designed to be used in La Liga’s community outreach units, which are staffed by a midwife (obstetra) and nurse technician (técnica). The mIVAA system comprises a digital imaging device and a telemedicine platform. The system can be used by midwives to acquire cervical images of patients in community settings and share them with expert colposcopists based in La Liga’s brick-and-mortar clinics for feedback to inform triage options. Midwives concurrently perform Papanicolaou smears; however, the mIVAA system augments the naked-eye visual examination and allows for documentation via imaging.

Study Design, Systems, and Frameworks
From April 2019 to October 2019, we conducted formative research using mixed methods to gather data on prospective implementation factors that could affect the design of the mIVAA system for cervical cancer screening. We selected the CFIR post hoc as an analytic framework for organizing the study findings for the aforementioned reasons.

Participants
The participants consisted of health care providers and staff who were involved in the cervical cancer screening workflow at La Liga, including midwives and nurse technicians at La Liga’s 5 mobile community outreach units, colposcopists at the La Liga brick-and-mortar clinics, staff involved in patient follow-up and appointment scheduling, and La Liga administrators with decision-making authority. All eligible participants who were approached consented to take part in the study.

The same staff members who were observed in their workflow were approached for subsequent interviews, and all staff members were invited to participate in a group discussion and survey. The participants were involved in all parts of data
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collection as each type of data collection had a specific purpose. The observations allowed the study team to inspect the workflow in detail; the interviews solicited individuals’ thoughts on the mIVAA system and implementation context; the survey elicited general attitudes and readiness for implementation at La Liga; and, finally, the group discussions allowed for the synthesis of findings, feedback on proposed solutions, and elicitation of any residual barriers.

Ethics Approval
This study was approved by the Institutional Review Boards of the Duke University Health System (protocol Pro00102194) and by the University of San Martín De Porres (092-2019) in Peru. All participants provided informed consent before taking part in the study and were informed of the risks and benefits of participation as well as their right to stop participating at any time.

Data Collection
We used qualitative and quantitative methods to collect data, as described in the following sections.

Qualitative Data
Observations
Observations (n=18) of routine mobile unit and clinic workflows were conducted and recorded using a semistructured guide that emphasized documenting workflow, data collection systems, and opportunities for the integration of an mHealth telecolposcopy system with existing workflows and systems.

Individual Interviews and Group Discussions
Qualitative data were collected from midwives and nurse technicians (9/20, 45%) who staffed the mobile community outreach units and conducted cervical cancer screening, colposcopists (4/20, 20%) who performed diagnostic work at the La Liga brick-and-mortar clinics, staff who assisted with patient follow-up (2/20, 10%), and clinic-based administrators (5/20, 25%). Interview guides focused on the workflow of cancer screening appointments at mobile units, factors that might facilitate or inhibit the effective implementation of mHealth-supported telecolposcopy, and additional advice on incorporating telecolposcopy screening into usual clinical activities.

Written observation guides were translated from Spanish into English by bilingual study staff. Audio-recorded interviews and group discussions were first transcribed in Spanish and then translated into English by bilingual study staff. Additional bilingual study staff then read through the translated transcripts for grammar and logical flow while comparing the translations with the original Spanish.

Quantitative Data
We administered a cross-sectional survey to 22 participants, including midwives, nurse technicians, colposcopists, and administrative staff members. The survey included open-ended questions on the barriers to and facilitators of women receiving screening and treatment for cervical cancer, as well as the 15-item Evidence-based Practice Attitude Scale (EBPAS) examining attitudes toward the treatments, interventions, and systems related to cervical cancer [28]. The detailed methods and results of this survey have been reported previously [29].

Other Data
We also drew on internal organization documents and reports shared by our study partner, unpublished data from conversations with La Liga leadership, La Liga organizational materials such as descriptions of the organization mission and structure, and Peruvian telehealth legislation.

Data Analysis
Qualitative Data Analysis
Qualitative data analysis occurred in 2 stages.

Rapid Analysis
We used rapid analysis techniques that included a systems perspective, triangulation of data, additional data collection and input from study participants (who, as noted previously, were clinic providers and staff), and an iterative process that included decision-making with study participants [30]. In the first step of the rapid analysis, members of the study team (LV, CM, and KDMV) reviewed observation notes and interview transcripts as they were collected and developed actionable outputs, including workflow diagrams, mIVAA system mock-ups, and questions for gathering feedback from study participants. Using consensus discussions with JJ and other key decision makers at La Liga, the study team arrived at potential system features that were illustrated in the mock-ups. In the second step of the rapid analysis, the study team presented the outputs to the study participants during group discussions to elicit feedback and any residual concerns or barriers related to mIVAA implementation. This feedback was used during subsequent discussions to refine the system design, and additional potential solutions were brainstormed with the study team members at La Liga and Medical Innovation and Technology to determine a course of action for system development and implementation. The rapid analysis approach was necessary to facilitate progress toward system development and pilot evaluation within the time frame of the study funding [31].

Content Analysis
To confirm and further elaborate on the findings from the rapid analysis approach, we conducted formal content analysis on all qualitative data, including the observation notes, individual interviews, and group discussion transcripts, in parallel to system development and pilot implementation [32]. At this stage, the CFIR framework was chosen as the organizing structure for all data. A member of the research team, HWR, conducted an initial data-driven content analysis looking for mentions of potential barriers to the implementation of mHealth interventions. She documented each potential barrier, any proposed solution, and all representative quotes for each barrier. In addition, she categorized each barrier under the relevant CFIR construct using a table in Microsoft Word. The barriers and CFIR categorization were subsequently reviewed with 2 other study team members, LV and RJP-B, and each potential barrier was discussed until consensus was reached for categorization under a CFIR construct. In addition, RJP-B evaluated the quotations, and a single representative quote was selected for each barrier. These
findings were triangulated with the quantitative data as described in the following sections.

**Quantitative Data Analysis**

Summary statistics for the responses to the EBPAS were tabulated to quantify the implementation climate at La Liga and provider or staff willingness to adopt new strategies and interventions related to cervical cancer. We previously reported these findings on the EBPAS as well as other survey domains related to provider perceptions of patient-side barriers to screening and follow-up that are not included in this paper. Further details on the statistical methodology are described there [29].

**Convergent Mixed Methods Analysis (Triangulation)**

We used both qualitative and quantitative data from our formative work to assess each construct within the CFIR domains (Figure 1). The process domain constructs will be assessed in greater detail in a subsequent pilot implementation study (see Table S2 in Multimedia Appendix 1 for a full list of domains, descriptions, and data sources). Before interpretation, we mapped qualitative and quantitative data to each CFIR construct, including facilitators of implementation as well as descriptive data on the implementation context (Table S2 in Multimedia Appendix 1). In addition, we evaluated each barrier we identified through our content analysis and mapped it to its corresponding construct in the CFIR framework (see the asterisks in Figure 1). We triangulated the findings across data sources and tallied the number of barriers identified under each construct to identify the most salient constructs for successful pilot implementation of the mIVAA system. Data interpretation is presented in a narrative format in the Results and Discussion sections of this manuscript.

**Figure 1.** Data sources and integration of study findings using the Consolidated Framework for Implementation Research as a convergent database. *Constructs within which we identified barriers to implementation. EBPAS: Evidence-based Practice Attitude Scale.

---

**Results**

**Facilitators of Implementation**

Facilitators of implementation mapped broadly across the CFIR domains (Table S2 in Multimedia Appendix 1). These included many characteristics of our implementation setting—urban Peru—and our partner organization—La Liga—as well as the attitudes and perceptions of the individual La Liga staff members who would be implementing the mIVAA system. We found a receptive political environment within which La Liga was well situated to navigate local and national partnerships (outer setting). In addition, our survey data among La Liga staff showed a high willingness to accept new technologies related to cervical cancer (characteristics of individuals) [29]. However, overall, we chose to focus on barriers to implementation as these were critical to address before moving forward with the implementation of the mIVAA system.

**Barriers to Implementation**

Potential barriers to implementation in our study mapped to 4 of the 5 CFIR domains; namely, intervention characteristics, outer setting, inner setting, and characteristics of individuals (Table 1). Most identified barriers fell within the domain of intervention characteristics, including the constructs of adaptability (eg, internet connectivity), complexity (eg, role definition), and cost (eg, compensation for colposcopists’ time). In addition, there were 5 potential barriers related to the domain of inner setting, with most of these related to how colposcopists would receive and process images captured with the mIVAA system and the resulting referrals. Other potential barriers included pragmatic considerations such as availability of electricity in mobile units to power digital devices and the
potential impact of vibrations in the mobile units on image quality, process concerns such as time to clean and sterilize the USB-connected imaging devices between patients, scheduling an increased number of follow-up appointments in La Liga’s electronic health record system, and financial implications of the reduced number of patients able to be screened each day with the mIVAA system.

We identified 4 potential barriers to implementation that were not specific to the mIVAA system (Table S3 in Multimedia Appendix 1). These included time to sterilize speculums between clinic days (compatibility), the cost and distance of follow-up colposcopy for patients (patient needs and resources), incorrect patient phone numbers in the electronic health record system (patient needs and resources), and staff tardiness and presence at mobile units (other personal attributes). As these barriers may still affect the successful implementation of the mIVAA system, they informed data collection instruments for the pilot study.
Table 1. Barriers to mobile Inspección Visual con Ácido Acético (mIVAA) system implementation mapped to the Consolidated Framework for Implementation Research (CFIR) domains.

<table>
<thead>
<tr>
<th>CFIR domain, construct, and potential barrier to implementation</th>
<th>Supporting quote or data notes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intervention characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Adaptable</td>
<td></td>
</tr>
<tr>
<td>Internet connectivity</td>
<td>“This is a system that depends on internet connectivity, it will be as good as the internet connection we have.”</td>
</tr>
<tr>
<td>Vibrations and dust</td>
<td>“Some mobile units park on loosely packed earth and photo quality is affected by vibrations from movement in the unit.”</td>
</tr>
<tr>
<td>Lack of electricity in some units</td>
<td>“Sometimes there is no light [electricity] or water, which delays the activities, because without light the tablets or the laptops wouldn’t work.”</td>
</tr>
<tr>
<td>Complexity</td>
<td></td>
</tr>
<tr>
<td>Time for sterilization of USB-connected imaging device</td>
<td>“When you prepare in the squirt bottle […] is a time that must be considered.”</td>
</tr>
<tr>
<td>Conflicting priorities and timing of transmitting mIVAA images</td>
<td>“Most of the patients came to the mobile unit at 12 noon. This makes it difficult for the midwife to send the images to the colposcopists, complete patient’s report, and other activities as soon as possible (prior to the closing time).”</td>
</tr>
<tr>
<td>Distinguishing results given after VIA&lt;sup&gt;a&lt;/sup&gt; with mIVAA from Papanicolau results</td>
<td>“There in that moment [with images from the digital device] you are not going to tell her, lady look there isn’t anything, come in a year. No, she [still] has to get her Pap [result] which was already taken.”</td>
</tr>
<tr>
<td>Cost</td>
<td></td>
</tr>
<tr>
<td>Financial impact of screening fewer women</td>
<td>“The goal of patients seen per day is 30 patients […] With the implementation of the [mIVAA] we would have to evaluate how much the number of patients that are attended per day would decrease.”</td>
</tr>
<tr>
<td>Cost of colposcopists’ time</td>
<td>“We have to think about the budget…Right now I think it is a lie to say that a doctor will stop whatever he is doing to look at the screen and make that his priority.”</td>
</tr>
<tr>
<td>Outer setting</td>
<td></td>
</tr>
<tr>
<td>Patient needs and resources</td>
<td></td>
</tr>
<tr>
<td>Delivery of results from mIVAA to women who have been screened</td>
<td>“…most of our women who are screened in the mobile units are mothers and have many duties at home, which can make it difficult for them to wait or return for their results.”</td>
</tr>
<tr>
<td>External policy and incentives</td>
<td></td>
</tr>
<tr>
<td>Legally allowable health care provision</td>
<td>Peruvian law states that only colposcopists may provide final review of cervical images, not midwives.</td>
</tr>
<tr>
<td>Inner setting</td>
<td></td>
</tr>
<tr>
<td>Networks and communications</td>
<td></td>
</tr>
<tr>
<td>Communication with and availability of colposcopists</td>
<td>“When the colposcopist is not at La Liga, we would have to find a way in which he would be able to connect to Wi-Fi and be able to review the images and send them back to the mobile unit.”</td>
</tr>
<tr>
<td>Implementation climate-relative priority</td>
<td></td>
</tr>
<tr>
<td>Colposcopists’ desire for Papanicolau smear cytology results before evaluation</td>
<td>“In case the patient is scheduled for a colposcopy, we need to get Pap results as soon as possible, since some colposcopists only do colposcopy if patients have an alteration in their Pap results.”</td>
</tr>
<tr>
<td>Implementation climate—compatibility</td>
<td></td>
</tr>
<tr>
<td>Ability to correct a misdiagnosis on the telehealth platform</td>
<td>“What happens if I close it and maybe I made a mistake and I want to correct it?”</td>
</tr>
<tr>
<td>Ability to record mIVAA result in the existing WebLiga system</td>
<td>“Is there going to be a way to link this platform with the WebLiga system? Because when the study is done there must be a register of something.”</td>
</tr>
<tr>
<td>Readiness for implementation—available resources</td>
<td></td>
</tr>
<tr>
<td>MU&lt;sup&gt;b&lt;/sup&gt; space for disinfecting baths</td>
<td>“Mobile Unit 4 has a small space only to put the laptop [not reprocessing baths].”</td>
</tr>
</tbody>
</table>
“There might be an accumulation of patients to follow up, which can generate more workload.”

“The oncologist gynecologist works in different institutions. At La Liga, they only work two to three times a week with medical appointments of two hours, so I believe that it is necessary to verify the read receipt of the images.”

aVIA: visual inspection with acetic acid.
bMU: mobile unit.

**Solutions for Implementation**

The identified solutions for implementation varied (Table 2). In some cases, increased investment in infrastructure was necessary, such as providing cellular data plans to offset instances of poor internet connectivity or ensuring availability of the larger mobile units with adequate space for device setup and sterilization. Other barriers related to implementing mIVAA were able to be addressed in the subsequent pilot implementation protocol through improvements to the software interface and better role definition, such as assigning which staff member would transmit the cervical images throughout the day. A potential barrier, the ability to edit responses on the mIVAA software, could not be addressed in the pilot study because of budgetary limitations. An additional concern was that patients participating in the mIVAA intervention might mistake the results from the mIVAA screening with the final results from Papanicolau smear cytology. We did not directly address this as participants in the mIVAA intervention received the exact same counseling regarding Papanicolau smear results as women not participating in the intervention; therefore, there should not be a difference in understanding of the importance of Papanicolau smear cytology results.
Table 2. Solutions to identified implementation barriers by Consolidated Framework for Implementation Research (CFIR) domain.

<table>
<thead>
<tr>
<th>Intervention characteristics</th>
<th>CFIR domain, construct, and potential barrier to implementation</th>
<th>Solution or justification for not addressing it</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptability</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet connectivity</td>
<td>Providing phones with cellular plans to minimize reliance on internet connection in the mobile community outreach units. In addition, the mIVAA app can be used offline to collect data; however, image transmission to colposcopists requires network connectivity.</td>
<td></td>
</tr>
<tr>
<td>Vibrations and dust</td>
<td>Providing tripods to enhance camera stability. Discouraging entry or exit of mobile unit while a photo is being taken to minimize vibrations.</td>
<td></td>
</tr>
<tr>
<td>Lack of electricity in some units</td>
<td>Providing an external phone battery pack. Phones can be used as a light source and provide power for the imaging device via USB.</td>
<td></td>
</tr>
<tr>
<td>Complexity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time for sterilization of USB-connected imaging device</td>
<td>Providing more than one imaging device (pocket colposcopes) per mobile unit to alternate between sterilization and use. Ability to use cell phone camera for image acquisition in the event that the pocket colposcopes are not ready for use.</td>
<td></td>
</tr>
<tr>
<td>Conflicting priorities and timing of transmitting mIVAA images</td>
<td>The midwife is asked to transmit images during the wait time between patients. To streamline data entry, the user interface of mIVAA is designed to be similar to the WebLiga system, and redundancy in data entry is minimized by using pictures of paper records.</td>
<td></td>
</tr>
<tr>
<td>Distinguishing results given after VIA\textsuperscript{b} with mIVAA from Papanicolau results</td>
<td>Midwives continue to provide usual information to women on how to collect Papanicolau results.</td>
<td></td>
</tr>
<tr>
<td>Cost</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial impact of screening fewer women</td>
<td>Communicating financial impact to La Liga leaders and obtaining buy-in for lowering target recruitment to 20 patients per day during the pilot study.</td>
<td></td>
</tr>
<tr>
<td>Cost of colposcopists’ time</td>
<td>Identifying and recruiting colposcopists willing to participate in the study with compensation provided for time spent reviewing study images.</td>
<td></td>
</tr>
<tr>
<td>Outer setting</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient needs and resources</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delivery of results from mIVAA to women who have been screened</td>
<td>Adding a WhatsApp notification to colposcopists when new records are available for review to allow for same-day turnaround of results by the midwife. Colposcopists review patient records using a mobile app on their personal phone, which typically takes 2 to 3 minutes per patient.</td>
<td></td>
</tr>
<tr>
<td>External policy and incentives</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Legally allowable health care provision</td>
<td>Ensuring that midwife role is consistent with Peruvian guidelines and only colposcopists provide image review and diagnosis.</td>
<td></td>
</tr>
<tr>
<td>Inner setting</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Networks and communications</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communication with and availability of colposcopists</td>
<td>Adding a WhatsApp notification when new records are available for review and allowing for review of patient records using a mobile app on their personal phone.</td>
<td></td>
</tr>
<tr>
<td>Implementation climate-relative priority</td>
<td>Working with La Liga decision makers to allow for prioritization of study participants presenting to colposcopy in laboratory queue for assessment of Papanicolau smears.</td>
<td></td>
</tr>
<tr>
<td>Implementation climate—compatibility</td>
<td>Not addressed in the current iteration of the mIVAA system because of budgetary limitations.</td>
<td></td>
</tr>
<tr>
<td>Ability to record mIVAA result in the existing WebLiga system</td>
<td>Incorporating the ability to generate a printout of the mIVAA report so it can be included in the paper medical record for each patient. La Liga is exploring options for direct data import into the WebLiga system.</td>
<td></td>
</tr>
<tr>
<td>Readiness for implementation—available resources</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Discussion

**Principal Findings**

Our study describes the use of the CFIR framework to identify and organize implementation barriers in the mHealth design phase. In our case study, formative research activities informed changes to system design based on identified barriers before piloting and evaluation. We used a mixed methods analytic approach relying on both quantitative and qualitative methods in this formative research phase. The survey data indicated that the participants were favorable to the implementation of new technology related to cervical cancer screening. The individual interview, group interview, and clinic flow observation data were triangulated as, in many cases, they pointed to the same barriers, such as the need for clear role delineation when transmitting images from the mIVAA system. However, in a few cases, a data source surfaced a unique barrier. For example, it was only through the clinic observations that we discovered the need to stabilize the device to prevent shaking from mobile clinics being parked on loosely packed earth. Using a framework such as the CFIR to organize this information is valuable for categorizing potential implementation barriers and facilitators. Previously, Westgard and Fleming [33] explored the use of the Active Implementation Frameworks to guide the design and implementation of an mHealth system for monitoring child health in the Amazon region of Peru. Although the Active Implementation Frameworks provide a comprehensive combined framework, their classification into 5 separate iterative frameworks can make them difficult to apply, especially for teams without formal implementation science expertise or limited resources for formative research. In addition, we did not use a technology-specific framework such as the technology acceptance model or the unified theory of acceptance and use of technology as we were interested in the broader implementation context and how to best integrate this intervention into the organizational structure, including external and internal influences.

The CFIR has been shown to map well onto the main challenges and findings of eHealth and mHealth research [13,25]. It was designed for use in formative research; however, assessment of the use of the CFIR has shown that this tool has been mainly applied to studies already in the pilot phase of implementation or beyond [24,26,34-36]. In the rare instances where it has been used before the pilot of an intervention, it has been useful in identifying and addressing barriers to implementation in an efficient manner [37]. We selected the CFIR post hoc as a convergent database for the qualitative and quantitative data collected during our formative research and found it to be a comprehensive framework for organizing formative research data. Using the structured constructs of the CFIR allowed us to identify areas that will require additional data collection to ensure future sustainability in the eventual scale-up of the mIVAA system.

Formative research is an iterative process that both informs the constructs of the CFIR domains and serves to strengthen them by formalizing stakeholder input and providing a discussion point for brainstorming solutions. We were able to refer to Tables 1 and 2, created through the use of the CFIR domains and constructs, during the rollout of the subsequent pilot study and ensure that the identified barriers were appropriately addressed. The use of a framework to guide formative research could be a time- and cost-saving measure and provide a systematic mechanism to ensure that facilitators are taken advantage of and barriers are addressed before rollout. However, it is important to recognize that there may be financial implications to addressing barriers before implementation (e.g., purchase of additional equipment and updating of software) that should be accounted for by the implementing institution when budgeting for formative research and pilot studies.

In our study, the CFIR framework revealed a conducive implementation climate and readiness for implementation. There was a strong shared understanding of the need for an intervention to reduce loss to follow-up for women after cervical cancer screening as well as significant investment on the part of La Liga in terms of staff, space, and clinic time. In addition, the constructs under the domain of characteristics of individuals were favorable for implementation based on the survey data collected on provider and staff attitudes toward innovation in cervical cancer screening.

We found that the constructs under the domains of intervention characteristics and inner setting were most likely to elicit potential barriers that could be addressed before pilot implementation, which is similar to the findings of the limited previous work using the CFIR in a preimplementation setting [38]. The formal process of formative data collection was the least applicable to the domain of outer setting, which mainly describes the political and organizational environment.

### CFIR domain, construct, and potential barrier to implementation

<table>
<thead>
<tr>
<th>CFIR domain, construct, and potential barrier to implementation</th>
<th>Solution or justification for not addressing it</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile unit space for disinfecting baths</td>
<td>Identifying space in the smaller mobile community outreach unit (eg, in the closet) that could be repurposed as space for disinfecting baths.</td>
</tr>
<tr>
<td>Scheduling increased number of follow-up appointments based on mIVAA results</td>
<td>Designing workflow for scheduling follow-up appointments with La Liga’s administrative leadership and staff.</td>
</tr>
<tr>
<td><strong>Characteristics of individuals-self-efficacy</strong></td>
<td></td>
</tr>
<tr>
<td>Possibility of colposcopist missing a transmitted cervical image</td>
<td>New records pending review are added to a common list allowing any colposcopist to claim and review the record. If the colposcopist does not review within 10 minutes of opening a record, the record is returned to the common list allowing other colposcopists to staff the case.</td>
</tr>
</tbody>
</table>

---

*a*mIVAA: mobile Inspección Visual con Ácido Acético. 
*b*VIA: visual inspection with acetic acid.
surrounding the intervention. Political and organizational information was gathered before our group interviews and observations through conversations with La Liga leadership and desk research. A key need identified through these discussions was clear role definition for the midwives as only trained medical doctors and colposcopists are permitted to review cervical images as per Peruvian regulations. Our findings indicate that prioritizing interview and observation guides that emphasize the constructs within the domains of intervention characteristics and inner setting may maximize the study team’s ability to elicit potential barriers and address them before piloting an intervention.

Limitations

This is a case study and may be limited by the study context, but we believe that the process is widely applicable to other work on the design and implementation of mHealth interventions. In addition, our formative work included a relatively small sample size of participants; however, given the overall size of La Liga’s organization, this included most stakeholders and representative voices from all involved staff and clinicians. All participants were recruited through La Liga, their employer, including through a study research coordinator who was also an employee of La Liga. Although the participants provided informed consent and were able to decline participation at any time, this may have exerted some influence on their decision to take part in this study. We took multiple precautions to ensure that the study data translated from Spanish were accurate in meaning and tone; however, we acknowledge that there is always a limitation in using translated transcripts as some nuance may be lost.

As a consequence of timing constraints, we were only able to use rapid analysis findings to elicit feedback from participants during the group discussions. We then validated our convergent mixed methods analysis findings with a select few stakeholders from La Liga, including KDMV and JJ. However, we emphasize that, for future work, stakeholder insight is critical, especially when conducting formative research in an LMIC setting. Owing to the post hoc selection of the CFIR as the convergent framework, we only report on implementation factors that emerged in the data. For instance, we did not collect in-depth data on constructs related to the outer setting. Future studies may benefit from structured data collection tools that a priori encompass all CFIR domains.

Conclusions

Formative research can provide useful insights to inform eventual implementation of mHealth interventions. The CFIR framework can be used to map and prioritize potential barriers to the implementation of mHealth interventions revealed during formative work. In our experience with an mHealth-enabled cervical cancer screening device, focusing on formative work exploring constructs under the domains of intervention characteristics and inner setting elicited the most key barriers to implementation. Future mHealth studies may choose to develop data collection tools to specifically query these domains.
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Abstract

Background: Postpartum depression (PPD) is one of the leading causes of maternal morbidity, affecting up to 18% of Canadian new mothers. Yet, PPD often remains untreated due to numerous barriers in access to care, including location and cost. Development of eHealth interventions in collaboration with patient partners offers an exciting opportunity to fill this care gap and provide effective and affordable care to new parents across British Columbia.

Objective: Our aim was to determine the content and design preferences of women previously diagnosed with PPD to inform changes to the development of a web-enabled intervention for education and management of PPD.

Methods: Webpage prototypes were created to mimic the web-enabled resource using findings from completed focus group research that assessed what women want in a web-enabled support resource for PPD. A convenience sample of women aged >18 years and previously diagnosed with PPD was recruited. Feedback was collected on the content and design of the prototypes via semistructured interviews and online surveys. Qualitative, inductive analytic, and quantitative methods were used.

Results: A total of 9 women (mean age 37.2 years, SD 4.8 years) completed the interview and a majority of the survey. The following 6 themes were identified: (1) inefficacy of text-heavy layouts, (2) highlighting key information, (3) clarity/understandability of the language, (4) finding support groups, (5) validation and immediate help for feelings of isolation, and (6) helpfulness and accessibility of the resource. Each theme identified elements of content or design that were either effective or may be improved upon. Most women (8/9, 89%) favored content relating to foundational knowledge of PPD, such as symptoms and management options. The layout, language, and content were found to be generally easy to understand, clear, trustworthy, and helpful.

Conclusions: Six key areas were identified by women previously diagnosed with PPD, as requiring focus in a web-enabled psychoeducation program. Consistent with past research, this study also found that support and enthusiasm for web-enabled programs support PPD management as an adjunct to other evidence-based treatments.

(JMIR Form Res 2022;6(6):e33411) doi:10.2196/33411
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Introduction

Background

Perinatal psychiatric disorders are among the leading causes of maternal morbidity and mortality worldwide, with postpartum depression (PPD) symptoms affecting up to 18% of new mothers in Canada [1,2]. Current best practice guidelines recommend management based on the severity of symptoms [3]. In mild to moderate forms of PPD, nonpharmacological treatments are recommended first, which include psychoeducation, self-care, and psychotherapies, such as cognitive behavioral therapy, prior to pharmacological treatments such as antidepressants [3,4]. In particular, psychoeducation, which involves the provision of evidence-based information, is indicated as a first-line option for education, prevention, and treatment purposes for most people experiencing mild to moderate PPD [3,5]. Despite these effective management options, many women are left untreated, often leading to poor maternal and infant health outcomes [6].

Numerous barriers, including social (eg, stigma), instrumental (eg, financial constraint), and structural (eg, lack of accessible information) barriers, prevent mothers experiencing PPD and their partners from receiving appropriate management [7]. Additionally, the COVID-19 pandemic has been shown to elevate the risks of poor mental health symptoms among pregnant and postpartum women [8,9]. With rising mental health concerns and likely further reduced access to care, the needs of individuals experiencing PPD require more attention than ever [10].

Web-enabled interventions (eg, websites) allow for the translation of psychological and other skill-based interventions via a web-based platform. Such interventions can be instrumental in targeting many barriers as they can be more accessible, affordable, and personalized, particularly in perinatal care [11-13]. With additional challenges to access during COVID-19, easily available web-enabled interventions have become even more prevalent [14]. A number of web-enabled interventions for perinatal mental health have been introduced, though with minimal engagement of end users in their development [15-17].

There is evidence that patient partnership in research designed to develop interventions results in an improved end product given that they centralize the users’ perspectives and context, as well as their lived experiences [18]. In a recent study, patient education material that was co-created with patients demonstrated a higher usability score and overall preference in comparison to education material created by only experts [19].

As a precursor to this study, Lackie et al [20] conducted focus groups to determine the unmet digital health needs of women with PPD. Participants in the focus groups believed that a web-enabled intervention could address current gaps within PPD care, including education, validation, empowerment, and accessibility [20]. Through this, the next step in this work was identified as the need to create an accessible web-enabled intervention for all women, specifically those in remote communities where in-person resources are limited.

Objectives

In this pilot phase, we aimed to engage end users by evaluating women’s feedback on webpage prototypes of PPD-related psychoeducation content that will eventually be housed within the web-enabled intervention. We hypothesize that this prototype will be overall well-received by our participants, with feedback on various aspects including visual design and content that we will employ to improve the final product.

Methods

Study Population and Eligibility

The study participants were a convenience sample of women from any community across British Columbia (BC), Canada, irrespective of city of habitation or ethnicity. The inclusion criteria were established to ensure meaningful involvement within the limitations of the study. To be eligible, the study required participants to be 18 years or older; be able to read, write, and speak conversational English; have a previous diagnosis of PPD in the last 5 years; have no current PPD symptoms; and have access to a computer/device with stable internet connection. Each participant underwent a screening phone call to ensure eligibility, including a researcher-administered Edinburgh Postnatal Depression Scale (score of <12) [21]. Individuals who were eligible, as per an eligibility screening questionnaire, were invited to participate. This was a pilot study to inform the development of a web-based resource, where we aimed to recruit a small sample size for in-depth qualitative analysis.

Recruitment

Participants were a convenience sample of women in the community recruited primarily through the following 2 methods: (1) recruitment of those who had participated in the foundational focus group research project by Lackie et al and provided consent to be contacted for future research [20] and (2) recruitment via social media advertising. We emailed each previous participant who had consented to be contacted again regarding this new phase of the study and had them respond if they wished to learn more or participate. We only reached out to each participant once unless they responded. Social media posts were made in relevant groups that catered to our target population, such as parent groups across BC. These posts provided preliminary information about the study via a study poster and a short blurb including time commitment, and participants contacted the researchers via the email provided in the post if they were interested in participating. All recruitments were completed between July and August 2020.

Procedures

This was a convergent mixed methods design, in which the quantitative and qualitative phases of the study were conducted separately, and the findings were combined in the interpretation
stage, as described by Cresswell and Plano Clark [22]. This method allows for a data validation approach, in which the open-ended questions in the interview validated the closed-ended responses in the survey [22]. To reduce participant fatigue and obtain richer data, these open-ended questions were asked in a video interview and not as open-ended questions with written responses on a survey.

**Content Development**

PPD-related psychoeducation content was initially co-drafted by a Web Development Advisory Committee (WDAC) that included researchers, psychologists, psychiatrists, community organization representatives, and patient representatives. The content was reviewed by each member thoroughly, and curated to be as relevant as possible to the target users based on recommendations and suggestions made by 2 patient representatives in the WDAC. This group virtually met multiple times to discuss the final content and design of the prototypes. Each member was reimbursed for their contribution. This content was displayed to emulate a web-enabled platform, including added colors and graphics (Multimedia Appendix 1). The pilot material included educational information, provincial resources, and instructions on finding support in the community. The education section housed foundational knowledge of PPD, including symptoms, definitions, and descriptions of management options. The resource section guided users to locate services and relevant online material. The support section had information on how users can support themselves, including creating one’s own community group or at-home self-care. The webpage prototypes were created to include only certain elements of each of these sections in order to grasp the breadth of the final website without making the material exhaustive. For example, the support section prototype only included how to create one’s own community group. It is important to highlight that these prototypes were displayed to participants in a document format made to emulate the platform, rather than a professional developed version of the web-enabled intervention.

**Demographic Questionnaire and Content Survey (Quantitative)**

All enrolled participants completed a demographic and content survey virtually from their personal devices by following an individualized link created using Research Electronic Data Capture (REDCap) tools hosted at BC Women’s Hospital in BC, Canada [23]. The demographic questionnaire collected personal information, including age, sex, socioeconomic status, relationship status, and medical history. The content survey presented webpage prototypes from each aforementioned section of the drafted content (Multimedia Appendix 2). Participants were asked to rank a list of content topics based on the quantity of content they would like to see from “not much content” to “lots of content.” Participants were also asked for their agreement on statements relating to content clarity, novelty, relevance, and usefulness, using a Likert scale from “strongly disagree” to “strongly agree.” Three binary (yes/no) questions were asked regarding the effectiveness of the visual aspects. Overall acceptability was ranked on a Likert scale from “very dissatisfied” to “very satisfied.”

Quantitative analysis was conducted with the Statistical Package for the Social Sciences, and descriptive statistics, including mean, standard deviation, and frequency counts and percentages, were calculated [24].

**Videoconferencing Interview (Qualitative)**

Interviews were virtual and semistructured, consisting of broad open-ended questions and participant-guided discussions on the webpage prototypes, and were carried out by 2 members of the research team, with 1 as the primary facilitator. The principal investigator, who is a registered psychologist, was on-call during all interviews to mediate any high-risk situations if needed. Interviews were conducted with 1 participant at a time to ensure anonymity and comfort. Each participant was given a briefing on the anonymity of the interview and was encouraged to share thoughts openly and without fear of repercussion. All participants were asked to refrain from using any personally identifying information, such as names or geographical locations, during the interview session.

An interview guide was created by the research team. The interview was initiated with an open-ended question regarding their overall feelings about the content. Each participant was also asked to compare the content with previous expectations and infer relevance and usefulness based on their lived experiences. Interviews were concluded with an open question about any final thoughts. Participants were free to discuss any thoughts relating to the intervention at any point during the interview. All interviews were audio recorded and transcribed by a professional transcriptionist (Multimedia Appendix 3).

Qualitative inductive analysis was conducted following the recommendations by Thorne [25]. In vivo coding was conducted on initial interview transcripts, whereby categories were created based on key phrases or words used frequently by participants. These categories were then combined until themes emerged from the data. The coder was a student who trained on qualitative analysis for this project, worked within a large research team at the Women’s Health Research Institute in BC, Canada, and verified the data or resolved any uncertainties. The coder was supervised by a PhD-trained researcher who had specialized training in qualitative methodology. The first author (SS) also maintained rigorous research through writing memos regarding the coding throughout the analysis process and consulted with the PhD researcher throughout the process. The interview data were also triangulated with data from the survey phase of the study. Any differences were resolved through consensus.

**Ethics Approval**

Ethics approval (#H20-00931) was obtained from the University of British Columbia and Children’s and Women’s Research Ethics Board. Written informed consent was obtained from all participants prior to participating. The confidentiality of the participants was maintained at all times.
### Demographics

A total of 9 women consented to participate in the semistructured interview and questionnaire survey (Table 1). The mean age of the participants was 37 years, with an average of 2 children per participant. A majority of the participants were White European, while a minority of the participants included those with Chinese, Indigenous, and South Asian backgrounds. All participants were BC residents, married, heterosexual, and well-educated. A majority of the participants had an average household income of CAD $100,000 or more (US $78,700 or more). One participant did not complete the entire survey; thus, the analyses pertaining to the support section of the webpage prototypes were available only for 8 participants.

### Table 1. Sociodemographic characteristics of the participants (N=9).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>37.2 (4.76)</td>
</tr>
<tr>
<td>Sex assigned at birth, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Gender identity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Woman</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Sexual orientation, n (%)</td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Ethnicity, n (%)b</td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Indigenous</td>
<td>1 (11)</td>
</tr>
<tr>
<td>South Asian (East Indian, Pakistani, Sri Lankan, etc)</td>
<td>1 (11)</td>
</tr>
<tr>
<td>White European</td>
<td>7 (78)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Attended some college/university</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Graduated 4-year college/university</td>
<td>4 (44)</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>4 (44)</td>
</tr>
<tr>
<td>Years spent at school or in full-time study, mean (SD)</td>
<td>16.7 (2.69)</td>
</tr>
<tr>
<td>Employment, n (%)b</td>
<td></td>
</tr>
<tr>
<td>Full time</td>
<td>5 (56)</td>
</tr>
<tr>
<td>Part time</td>
<td>2 (22)</td>
</tr>
<tr>
<td>On maternity leave</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>1 (22)</td>
</tr>
<tr>
<td>Annual household income, n (%)</td>
<td></td>
</tr>
<tr>
<td>CAD $99,999 or less (US $78,699 or less)</td>
<td>3 (33)</td>
</tr>
<tr>
<td>CAD $100,000 or more (US $78,700 or more)</td>
<td>6 (56)</td>
</tr>
<tr>
<td>Relationship status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Average length of current relationship (years), mean (SD)</td>
<td>12.6 (6.29)</td>
</tr>
<tr>
<td>Average length of longest relationship (months), mean (SD)</td>
<td>12.6 (6.29)</td>
</tr>
<tr>
<td>Number of children, mean (SD)</td>
<td>1.8 (0.44)</td>
</tr>
</tbody>
</table>

aPercentages may not equal 100 due to rounding.

bThese data include multiple responses from individual participants.
Survey (Quantitative) Results

Overall Content Preferences

Nearly all participants (8/9, 89%) preferred to see “lots of content” relating to symptoms of PPD and content tailored for postpartum people (Figure 1). A majority of the participants (7/9, 78%) preferred to see “lots of content” relating to management options and tailored for pregnant people. Definitions relating to PPD and information on local, provincial, and national resources were least preferred among the participants (3/9, 33%), who preferred either “not much content” or “only some content.” Other categories were more evenly distributed between “some content” and “lots of content,” such as information around peer-based supports (4/9, 44%).

Figure 1. Participant preferred content ratings from “not much content” to “lots of content”.

Section-Specific Content Feedback

Nearly all participants (8-9/9, 89%-100%) either agreed or strongly agreed that the information in each webpage prototype section was easy to understand, clear and trustworthy, and helpful to people experiencing PPD and their supports (Figure 2). The information in each section was not new (ie, had pre-existing knowledge) for approximately 50% or more of the participants. All participants (9/9, 100%) agreed or strongly agreed that the purposes of the education and resource webpage prototypes were clear. A majority of the participants (6/8, 75%) agreed or strongly agreed that the purpose of the support excerpt was clear, while a few (2/8, 25%) neither agreed nor disagreed. Finally, nearly all participants (8-9/9, 89%-100%) indicated that the information in the education and resource webpage prototypes would be relevant for people experiencing PPD and helpful for its management. A majority of the participants (5-6/9, 55%-67%) found that the information in the support excerpt was relevant to people experiencing PPD and helpful for its management, while 1 participant (1/8, 13%) disagreed and a few participants (1-2/8, 13%-25%) neither agreed nor disagreed.
Figure 2. Survey responses to the excerpt content by section using a Likert scale (N=9). For the support webpage prototypes, N=8 as 1 participant did not complete this section. E: education excerpt; R: resource webpage prototypes; S: support webpage prototypes.

Section-Specific Language/Layout Feedback
All participants (9/9 or 8/8, 100%) found that common everyday language was used in the resources and support sections, while most (8/9, 89%) found that to be true for the education section (Figure 3). All participants (9/9, 100%) agreed that visual aids made the content easier to understand in the education and resources sections, while most (7/8, 88%) found that to be true for the support section. All participants (9/9, 100%) agreed that visual cues, such as font sizes, bullets, and bold style, were effectively used in the education and resources sections, while most (7/8, 88%) found that to be true for the support section.
Overall Satisfaction
All participants were either somewhat satisfied (1-2/9, 11%-22%) or very satisfied (7-8/9, 78%-89%) with the content and presentation of the education and resources sections (Figure 4). While most participants were either somewhat satisfied (2/8, 25%) or very satisfied (5/8, 63%) with the content and presentation of the support section, 1 participant (1/8, 13%) was somewhat dissatisfied.

Open-Ended Interview (Qualitative) Results: Themes
Each videoconference interview ranged from 20 to 30 minutes. Using inductive analysis, we identified the following 6 themes [25]: (1) highlighting key information, (2) inefficacy of text-heavy layouts, (3) clarity/understandability of the language, (4) finding support groups, (5) validation and immediate help for feelings of isolation, and (6) helpfulness and accessibility of the resource. Both the strengths of the webpage prototypes and current gaps were discussed within each theme.

Highlighting Key Information
Generally, participants agreed that drawing attention to key information is pertinent for future users experiencing PPD. Participants frequently identified the need to be able to “grab something useful quickly” by using stylistic techniques such as “big bold letters,” “certain lines being highlighted,” “bullet points,” and “buttons.” Multiple respondents expressed being drawn to attention grabbing cues, and felt that this was important, especially when feeling overwhelmed.

_I would increase the font... when you have depression and anxiety, it's just very hard to focus on certain_
The language may not be easily understandable by the common population because it’s got some really big words…it’s very scientific. [Participant aged 36 years]

In some ways, [the language] is quite technical…some things need to be, with medication, it needs to be in formal language but maybe others don’t need to be so formal. [Participant aged 36 years]

Another participant acknowledged that English being one’s first language may limit the ability to determine the clarity of the language for users who speak English as a second or more language.

With English as my first language…I thought [the language] was quite straightforward. I found any time you had short forms or abbreviations, I could find it right away. [Participant aged 38 years]

Thus, participants agreed that language should be accessible to all individuals, but complex language may be incorporated alongside it.

**Finding Support Groups**

Generally, participants stated that information on how to find existing support groups should be highlighted in comparison to how to start a support group, which may be less relevant to individuals currently experiencing PPD.

Community support group piece is probably not that relevant to me, just because I know I wouldn’t do that. [Participant aged 38 years]

I feel like if somebody has PPD, it’s a lot for them to start to run a support group. For me, what would have been more helpful is being able to link with community support groups…you wanna make an equal amount or more space to finding a support group. [Participant aged 44 years]

I didn’t particularly think running a support community group was at the forefront of most people going through PPD’s mind. [Participant aged 36 years]

Some also noted the challenges and nuances of starting community groups.

It can feel really overwhelming to try to start your own...The idea of starting your own group feels really inaccessible. [Participant aged 44 years]

To me, [the content] kind of seemed to gloss over the importance of needing qualified people to run a group like this...Having just that trained facilitator who knew how to allow people to talk in a healthy way, I think that made a huge difference. [Participant aged 38 years]

Thus, participants found starting a community group lower in priority and feasibility, and suggested instead to include more information regarding finding a support group.
Validation and Immediate Help for Feelings of Isolation

Most participants indicated that feelings of isolation should be further addressed by sharing others’ experiences or providing immediate contacts. Overwhelmingly, participants emphasized the need for connection and validation for individuals experiencing PPD, for example, through “blog stories” or by adding a “more humane angle to [the content]” in order to remain hopeful.

Just hearing other people articulate their mental and emotional state...was so helpful...so you don’t feel so isolated. Having that basis of language of how to talk about...this is what’s happening in your brain, on a biophysical level. [Participant aged 38 years]

Something that was really helpful for me was connecting with other people that had postpartum depression...who can tell you there’s hope at the other end. [Participant aged 27 years]

I’d like to see some testimonies, some real-life people sharing stories...that’s really comforting to people as well...makes it more human and less clinical. [Participant aged 36 years]

You want something that helps them feel like there’s some positivity at the end of this, like there’s a light at the end of the tunnel. [Participant aged 44 years]

Many also noted having easy-to-find contact information for the immediate need of an individual experiencing significant distress due to PPD.

Usually you reach out for help when things are really bad...and you just need kind of an immediate thing to calm, bring that anxiety down. [Participant aged 38 years]

Suicide prevention [phone] line on the top, on every page...having that resource handy and knowing someone will be there to catch you if you fall so you don’t really have to fall completely. [Participant aged 36 years]

Thus, feelings of isolation were commonly experienced by participants, and it was noted that it may be helpful to incorporate relatable stories and validation messages throughout. Moreover, providing contacts for immediate need can help for when isolation feels unbearable.

Helpfulness and Accessibility of the Intervention

Generally, participants believed that the proposed web-enabled intervention would be a helpful and accessible resource to manage PPD initially or in early stages. Many indicated that the intervention would have been “relevant and useful” when they were managing their own PPD and would recommend it to others given the content shown.

In my own experience, I had a very difficult time accessing help, and something like this would’ve been really incredibly helpful for that. I think the fact that it’s kind of rarely available...and comes from a well-known place, like it’s here. It’s BC. It’s Canada, there’s a lot of weight of that behind it. It’s really accessible and...makes you feel not so alone in it, I think that’s the impression I was left with. [Participant aged 44 years]

I wish I could just hand [the website] out to so many people I know, so when this is up and running...I love that I have something that I can refer to for people I know. [Participant aged 38 years]

Useful...especially for people who have never experienced it, and don’t know how to or where to turn, or if they feel that they don’t want to reach out. [Participant aged 33 years]

Thus, overall, the content shown was well received by the participants, who noted its potential usefulness not only in their past journeys, but also for others.

Discussion

Principal Findings

This study explored the preferences and recommendations of 9 women previously diagnosed with PPD for a web-enabled psychoeducational intervention. Based on their experiences, all participants generally believed that the presented webpage prototypes would be relevant and useful as an additional resource for education and early management of PPD. Several suggestions emerged as themes, including highlighting key information and increasing the succinctness and clarity of the language, as well as focusing the content on finding help and validation to increase the relevance, accessibility, and user friendliness of the presented prototype. This is in keeping with the findings of an earlier study, where Lackie et al determined that a psychoeducational tool could address unmet gaps in current PPD care [20]. Unlike many existing interventions, the current one is built upon patient engagement during each phase of its development [15,16,26-29].

The quality assessment of web-based tools can be divided into the following 2 major aspects: content and design [30]. Results of this study will be discussed using those 2 aspects and the factors within.

Participants expressed the most preference for the content, and in particular, information relating directly to the symptoms (ie, presentation) and management options for PPD. Several studies have identified a lack of foundational knowledge, such as recognition of symptoms, as a common and significant barrier to seeking necessary help [7,31]. In fact, directing such information to all individuals at risk may not just lead to early recognition but even be preventive [32-34]. In contrast, information regarding creating one’s own support group may be less relevant. The participants believed that addressing the need for immediate help, such as by helping to locate an existing support group, should be prioritized. In the case of PPD, when symptoms and access to care are often already prohibitive, it is important to highlight information that is likely to provide assistance in the most efficient way [31,35]. Furthermore, many participants described feeling alone during their PPD experiences and strongly suggested incorporating validating statements and relatable stories wherever possible. Even amidst social support, feelings of isolation often prevail in PPD [36]. Receiving validation and assurance, particularly from sources...
with an understanding of PPD, has been shown to further facilitate help-seeking behavior [37]. Validating messaging and peer stories of lived experiences are just some ways to address this need.

In regard to design, participants in this study unequivocally preferred a simple and easy-to-navigate layout with helpful features. Some specific suggestions included highlighting key information using typography techniques or having the option to view information as needed, rather than all at once. This is congruent with digital health information guidelines, which highlight the importance of enhancing accessibility through design considerations [38]. To cater to a wide range of health literacy skills (referring to an individual’s ability to locate, understand, and apply information) between users (ie, anyone with PPD or at risk for PPD), interventions must facilitate easy location and avoid high text density layouts [38,39]. As brought forth by the participants, the possible overwhelming and distressing feelings faced during PPD make it even more important to consider accessibility as the utmost priority in design across this and all perinatal mental health interventions.

Users as Collaborators

Patient-oriented research emphasizes the importance of patient engagement to ensure high relevance, acceptance, and impact of the undertaken project [40]. This study was driven by continued involvement of relevant stakeholders, such as the WDAC (consisting of researchers, psychologists, psychiatrists, community organization representatives, and patients), to elucidate user perspective and context, ultimately informing the implementation of key ideas directly into the intervention. Particularly, each participant in this study had lived experience of PPD, thus making for a highly relevant patient group. Few of the published digital PPD resource studies have incorporated meaningful patient engagement during their development process to inform iterative changes to this degree [17,26,41]. Similar methods as described in this phase have been employed outside of PPD or in the postdevelopment phase for improvement purposes [42,43]. Yet, research has clearly identified enhanced perceived usability and consequently longer duration of use through early and persistent user involvement in development [44]. With increasing reliance of web- and mobile-enabled interventions in many domains of health, it is important to make patient engagement commonplace, as it is often both feasible and highly beneficial.

Currently Available Resources

To date, several web- and mobile-enabled psychoeducation resources can be easily found through search engines, for perinatal mental health or PPD alone. However, few of these have been evaluated in the literature for quality assurance purposes. Of those evaluated, the quality of information still remains low, with several sources not disclosing key elements that help validate the content, such as the sponsorship or authorship [45,46]. Consistent with a previous study that utilized focus groups [20], here we found support again for well-researched and patient-centered digital resources for PPD.

Limitations

While the findings from this study will improve the development of the web-based tool, several limitations of the study must be noted. First, a small sample was recruited due to the constraints of time and method of recruitment, which was primarily convenience sampling. Moreover, the participants were predominantly white, well-educated, and heterosexual married women. This lack of representative sampling limits the overall generalizability of the results. Additionally, participants were shown webpage prototypes in a document format created by the study team rather than a professionally developed version of the web-enabled intervention, which did not allow us to assess participant experiences with navigation. Access to the internet and internet-compatible devices was required for eligibility as we were unable to provide alternative methods of participation owing to the COVID-19 pandemic. This may have disproportionately excluded some individuals. Lastly, this study was prone to the standard limitations of online surveys and interviewing in research, including validity and reliability issues [47,48].

Future Directions

This study adds to the existing literature calling for more evidence-based web-enabled resources for PPD. A resource, such as ours, provides information about PPD and its treatment, links users to community resources, and provides information about recovery from PPD. The next steps for our research team are to conduct a study to evaluate the effectiveness of the web-enabled resource for alleviating the symptoms of PPD in a demographically diverse group of users. Eventually, it is hoped that this will be a universally accessible resource for anyone with access to the internet and a device.

Conclusion

This study reports many specific end-user preferences of women previously diagnosed with PPD to directly inform changes to a web-enabled psychoeducation intervention. Participants generally commended on the perceived helpfulness, reliability, and user friendliness of the webpage prototypes’ content and design. They also provided thoughtful suggestions that may enhance the impact and user experience of this resource. This study also further demonstrates the methodology and importance of involving patients at each phase of health intervention development. Overall, there is continued support and hopefulness for the potential role of this intervention as an addition to existing professional care options.
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Abstract

Background: Open design formats for mobile apps help clinicians and stakeholders bring their needs to direct, co-creative solutions. Palliative care for patients with advanced cancers requires intensive monitoring and support and remains an area in high need for innovation.

Objective: This study aims to use community-partnered participatory research to co-design and pretest a mobile app that focuses on palliative care priorities of clinicians and patients with advanced cancer.

Methods: In-person and teleconference workshops were held with patient and family stakeholders, researchers, and clinicians in palliative care and oncology. Question prompts, written feedback, semistructured interviews, and facilitated group discussions identified the core palliative care needs. Using Chorus, a no-code app-building platform, a mobile app was co-designed with the stakeholders. A pretest with 11 patients was conducted, with semistructured interviews of clinician and patient users for feedback.

Results: Key themes identified from the focus groups included needs for patient advocacy and encouragement, access to vetted information, patient-clinician communication support, and symptom management. The initial prototype, My Wellness App, contained a weekly wellness journal to track patient-reported symptoms, goals, and medication use; information on self-management of symptoms; community resources; and patient and caregiver testimonial videos. Initial pretesting identified value in app-based communication for clinicians, patients, and caregivers, with suggestions for improving user interface, feedback and presentation of symptom reports, and gamification and staff coordinators to support patient app engagement.

Conclusions: The development of a mobile app using community-partnered participatory research is a low-technology and feasible intervention for palliative care. Iterative redesign and user interface expertise may improve implementation.

(JMIR Form Res 2022;6(6):e33849) doi:10.2196/33849

https://formative.jmir.org/2022/6/e33849
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Introduction

Over the last decade, mobile app technologies for health tracking and support have become widely popular. Most available products come from consumer software companies, with only a minority being generated by health care professionals or research institutions [1]. Few studies have focused on the palliative care needs of patients with advanced cancer, despite high levels of uncontrolled symptoms, including depression, fatigue, pain, anxiety, and distress [2-4]. These needs are compounded by communication issues between patients with cancer and their treating clinicians [4,5]. Given the high cost and health system use inherent to this population [6], innovative technological solutions may help address the care needs that emerge for such patients in ambulatory settings.

Web-based interventions have shown promise in facilitating the self-management of cancer-related symptoms and communication with health care providers [7]. Specifically, the use of web-based platforms to collect patient-reported outcomes (PROs) has been associated with improvements in health-related quality of life and overall survival [8], mediated by proactive management of emergent symptoms. Efforts to integrate artificial intelligence into the design of PRO-collecting apps have resulted in improved cancer-related pain control and fewer pain-related hospital admissions [9].

To date, we are aware of no mobile apps focusing on the needs of patients diagnosed with cancer that have used community-partnered participatory research (CPPR) methods in their development. CPPR is a variant of community-based participatory research that promotes 2-way knowledge exchange and equal transfer of expertise and power sharing with the development of trust among patients, communities, health systems, policy leaders, and academic partners in the planning, process, and products of research [10,11]. CPPR highlights both community and academic shared perspectives, as distinct from community-based participatory research, which primarily focuses on academics supporting the priorities of communities; however, both focus on the importance of collaboration in authentic partnerships [11]. CPPR has been applied across diverse health and social conditions, particularly in underresourced communities, and has been used as the basis for community-level collaborative care interventions in mental health, with evidence of long-term effectiveness relative to standard individual agency training [12-14]. The extensions of this work have supported the collaborative participatory development of mental well-being support apps [15]. Such methods are rooted in the philosophy that the inclusion of patients in the development of interventions aimed at their care may increase perceptions of autonomy and competence in receiving that care, qualities associated with greater medication adherence [16], satisfaction [17], and health-related behavior changes [18,19]. For palliative care populations in particular, such inclusion may enhance a sense of dignity, a core feature of well-being threatened by advanced illness [20], and help normalize palliative care as a core component of health care that merits access to information and support [21]. This quality improvement (QI) initiative explores the experience of using CPPR methods to co-create (phase 1) and pretest (phase 2) a mobile app to meet the palliative care priorities of clinicians and patients with advanced cancer, with a focus on feasibility (inclusion of stakeholders and ease of use) and acceptability (fit with priorities of patients and providers).

Methods

Ethics Approval

The University of California, Los Angeles, Institutional Review Board provided expedited review and approval of this QI initiative (phase 1: UCLA#17-000294; phase 2: UCLA IRB#20-002047). Participation in the study was voluntary. Informed consent was obtained from participants at all levels, including focus work group sessions and the pretest study.

Setting

Study activities were conducted at an academic-community partnership in West Los Angeles, California.

Phase 1: Participatory App Development

CPPR Structure, Planning Committee, and Stakeholder Identification

CPPR uses a Vision, Valley, Victory (planning, implementation, and products) process guided by core principles (trust development, 2-way knowledge exchange, respect, partnered development, and equity focus) applied through a structure with a leadership council, stakeholder working groups, and broader input acquired through evaluation. This structure is similar to the Plan-Do-Study-Act structure for QI [22], with the distinction that CPPR is driven by iterative stakeholder feedback in every phase of development. In CPPR, the Vision stage can be its own project, including piloting, evaluation, and initial product in preparation for subsequent adaptation and main implementation [10]. Herein, we describe an initial Vision phase of development, including the planning, pretesting, and evaluation of an app prototype, created in preparation for a larger implementation initiative. For this project, the health system palliative care QI leadership group invited clinicians from palliative care, oncology, psychiatry, primary care, and urology, in addition to representatives from pharmacy, social work, and health information technology, to join with palliative care patients and family stakeholders to collaborate and explore options to enhance palliative care services with digital technology. Oncology faculty members from the health system outside this leadership committee were recruited to create a core group of 5 physicians and nurse practitioners comprising the provider work group. Using flyers, emails, and direct patient outreach, 4 patients receiving oncology and palliative care services in the same health system were recruited for the patient work group. A fifth patient representative was recruited as a diversity leader.
with a family history of advanced cancer and palliative care exposure within the same health system.

**Participatory Technology Development Platform**

The goal of this planning QI (Vision) initiative was to collaborate with provider and patient-caregiver working groups to develop a mobile app to address the diverse needs of clinician and patient stakeholders in the delivery of high-quality palliative care for patients with advanced cancer. Chorus is a no-code app-building platform that enables individuals without technical training to use a simple, visual web interface to create interactive web-based apps optimized for mobile app use, accessible by computers or smartphones [15]. Consistent with the principles of CPPR, this allows both patients and clinicians to be involved in all aspects of product development, with previous success documented using this platform in ethnically diverse urban populations [15]. This technology allows users to create, test, and modify mobile app content in real time, with no programming experience required.

**Work Group Structure and Feedback**

From June to December 2017 (Figure 1), weekly provider and patient work group meetings were conducted for a total of 4 sessions per work group. Work groups were facilitated by 2 members of the QI leadership team (AA and KB). Following CPPR principles [10], the work group participants were given an orientation in the CPPR methods and Chorus app features and asked to share their experiences and perspectives. Question prompts were offered to elicit discussion. Participatory development with Chorus involved an iterative cycle of four steps: (1) identifying key barriers and opportunities for improving palliative care delivery using a mobile app tool, (2) generation of app content, (3) creating working prototypes of the mobile tool in real time by QI leads using Chorus, and (4) testing draft mobile apps in real time during workshops with iterative improvement of tools based on feedback from the work group (Figure 2). Modifications in app development continued until a consensus was reached among the stakeholders. Consistent with the principle of 2-way communication and knowledge exchange, a patient stakeholder participated in the provider work group and vice versa. Standardized reflective discussion prompts were administered at the end of each work group session to prompt discussion of process and progress and to inform agendas for subsequent sessions (Multimedia Appendix 1). Minutes were taken by the session leaders and support staff. For each work group (provider and patient-caregiver), one main overview session for each work group before the main app development was audio recorded and transcribed for subsequent qualitative analysis to illustrate the work group process. To facilitate feedback effectively and efficiently, we used rapid analysis techniques [23] to synthesize themes from work groups into generalized categories supported by representative quotes from transcripts or meeting notes. Notes, audio recordings, and transcripts from each work group were reviewed by 2 members (JA and KW) to reach an agreement on concepts and themes and select representative examples. Patient and family member participants were offered US $20 gift cards for taking part in each of the 2-hour work group sessions, in addition to parking validation.

![Figure 1. Timeline for app development.](https://formative.jmir.org/2022/6/e33849)
Phase 2: Pretest

To determine the feasibility and acceptability of the initial product, the *My Wellness App*, we conducted a pretest, with the goal of recruiting at least 10 patients via a blanket email invitation to the entire palliative care patient panel of one of the authors (SD). All recruited patients were undergoing care for metastatic cancer, were aged at least 18 years, had English-language proficiency, and had access to email and a mobile smartphone. To elicit views independent of the developers, pretest participants were not involved in designing the app. Baseline surveys were administered to measure digital health preferences (developed by the work groups), a Brief Pain Inventory-Interference scale [24], and abbreviated Patient Empowerment Scales [25] (Multimedia Appendix 2). Consistent with CPTR, all scales were chosen with input from patient and provider stakeholders, with the goal of having standardized measures relevant to both parties. A provider portal was developed to allow mutual access to content shared on the app by patients with their treating clinician. The consenting clinician from the planning group provided app orientation to the participating patients, encouraged weekly *Wellness Journal* entries, and reviewed patient input via the shared provider portal during regularly scheduled clinic visits or by telephone, as indicated. Semistructured interviews were conducted and
recorded with the treating clinician (SD) and a patient to elicit feedback for improvement.

**Results**

**Phase 1: Participatory App Development**

**Patient Work Groups**

Drawing from their own experiences, the patients identified several goals for an app to support palliative care delivery (Table 1). One key theme mentioned during work group discussions was the difficulty in finding well-vetted material regarding their medical problems and symptoms; for example, “I think the information is out there, but it is in a sea of misinformation.” Another key theme was the need for a balance between having more information on medications, supplements, herbs, drug interactions, and side effects with the need for streamlined and easy-to-read information. The third theme was the elusive nature of symptom management, with priorities shifting from day to day and difficulty knowing how to communicate with their care team appropriately. Patients sympathized with the needs of their clinicians, wanting to provide accurate and well-synthesized information; for example: “Every individual has their own reference of how serious the side effect is, and not everyone expresses it in the technical language that would be most useful for a provider.” In addition to offering information to their providers, a fourth theme was that patients acknowledged that tracking symptom scores could have a personal benefit in helping to reflect on changes, better understand symptoms, and potentially know when to act. The fifth theme was placing symptoms in a functional context (ie, what they mean and how to moderate them) to help patients both demystify and get perspective on the impact of their symptoms and through that build confidence and self-efficacy in symptom management.

<table>
<thead>
<tr>
<th>Table 1. Themes from patient work group sessions on app development</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theme</td>
</tr>
<tr>
<td>Peer-to-peer descriptions of palliative care (dispelling misconceptions)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Tips in understanding and managing symptoms</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Tracking and encouraging progress</td>
</tr>
<tr>
<td>Improved patient- clinician communication</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Building confidence</td>
</tr>
<tr>
<td>Vetted information about medications and herbs</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>End-of-life care planning</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Improved patient advocacy</td>
</tr>
</tbody>
</table>

In addition, although patients in this work group were engaged in palliative care, they were all aware of the stigma surrounding palliative care as a term often misunderstood to describe only end-of-life care or hospice care, rather than surviving and thriving despite serious illness. As a result of this input, suggestions were made for the app to address a more expansive definition of palliative care as a positive service that provides supportive care and symptom or side effect management from diagnosis onward, highlighting the benefits of palliative care in improving patient quality of life while in active treatment. To proactively address stigma and normalize the delivery of palliative care, QI leaders and patients collaboratively suggested including peer-to-peer engagement in the form of video testimonials on the app. Empathizing with the needs of other...
patients recently diagnosed with cancer, patient stakeholders wanted an app that addressed challenges in survivorship, such as how to have successful encounters with their clinicians, with advice delivered to app users in laymen’s terms. Videos from patient peers explaining how to advocate for oneself, how to recruit help from caregivers during appointments, and what to expect from palliative care were suggested as solutions. In addition, patients requested vetted lists of resources to help them quickly navigate their changing needs and help with end-of-life and advance care planning. Ultimately, they felt the app features needed to be rich and adaptable to each patient’s needs, with opportunities for growth and customization: “Something that I learned being sick over these last three years is that every single person, even with the same diagnosis handles it differently.” Stakeholders requested that the videos would represent diverse populations and experiences with palliative care, including clinicians, patients, and family members.

**Provider Work Groups**

Several consistent themes and goals were developed over the course of the provider work group sessions (Table 2). Concerns around app time demands from patients and providers were balanced with the hope of creating greater efficiency in patient-provider communication. Providers acknowledged the difficulty patients had in discussing symptoms and worked to create app functions that measure symptom severity, track progress, and alert providers when threshold symptom levels are met. The goal of improving communication was the dominant theme, using the app to streamline patient symptom trends between visits and triage emergencies. A specific focus was placed on pain as a key symptom affecting the quality of life and the creation of a comprehensive pain diary to allow patient reflection on aggravating or alleviating factors and context. Providers were interested in how the app could elicit a patient’s medication use patterns, promote adherence, and provide a way to review and address symptoms. Providers were sympathetic to the emotional and socioeconomic impact of cancer and hoped to provide patients with tools to address these barriers to care through encouragement and a curated list of local resources. The app was suggested as a potential anchoring point for caregivers, allowing them access to symptom reporting on behalf of the patient and symptom management tips, features that may ease their anxiety while advancing the patient’s care. This was also seen as a support for patients with advanced symptoms who may not have the capacity to manage their own needs or communicate effectively with their clinician.

Table 2. Themes from provider work group sessions on app development

<table>
<thead>
<tr>
<th>Theme</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comprehensive pain diary</td>
<td>“If you’re going to do the pain score, tracking, well, when the pain was this—what did I do for it? Or what did I take?”</td>
</tr>
<tr>
<td>Medication reminders and use monitoring</td>
<td>“If you’re working with a patient, you can say, well, how often do you feel you need a reminder? And then do you have the flexibility of every day, every other day?”</td>
</tr>
<tr>
<td>Provider alert messaging</td>
<td>“If it [patient pain level] meets a certain threshold, then you know, then there’s a prompt to send out an alert.”</td>
</tr>
<tr>
<td>Improved triage and communication</td>
<td>“The two things I hear from people all the time is: it’s hard for them to describe things, and they don’t know what to do when to call, when to panic. And if you address those two—you say, okay, if your pain gets to a five, I need you to pick up the phone—then they relax.”</td>
</tr>
<tr>
<td></td>
<td>“Because then when they call, you’re like, oh, let me have a look [at patient generated symptom reports on the app] and see what you’ve done. Ok, that didn’t work. Ok, that worked. Oh, I can try this.”</td>
</tr>
<tr>
<td></td>
<td>“If we’re going to change somebody’s pain medication, it would be great to know what the last four or five days looked like.”</td>
</tr>
<tr>
<td>Addressing barriers to care</td>
<td>“Resources that are kind of all scattered across the internet, consolidating those resources in one place and have those be resources that are vetted.”</td>
</tr>
<tr>
<td></td>
<td>“We can broaden the application so that not only do we manage symptoms that are disease related, but also any impediments to the delivery of care. That’s really important because I mean, to get people to comply with what you propose…”</td>
</tr>
<tr>
<td></td>
<td>“We probably should include some kind of either logistical or financial scale, because I think sometimes those issues contribute to compliance and symptom management, but patients are not prompted and won’t volunteer that.”</td>
</tr>
<tr>
<td>Encouraging and supporting patients through difficulty</td>
<td>“I think when I first get someone who’s newly metastatic, it’s a whole shift in psyche ... And when they progress on their therapy, even though they’ve been through it once they’re like, oh crap, I’m back at the beginning again. And so how do we get them moving through that next set of events and getting that [next] therapy started. Because they’re sort of on this constant roller coaster, emotional and physical and psychological. Living scan to scan.”</td>
</tr>
<tr>
<td>Vetted educational material for patients</td>
<td>“We’re always telling patients, ‘don’t look at that—look at this.’”</td>
</tr>
<tr>
<td>Partnering with caregivers</td>
<td>“By the time they’re at that point [of serious symptoms], a lot of times the caregiver is involved. And I think the caregivers really calm down if you give them stuff to work from, like a document. I think that’s really important because most of them feel so inadequate.”</td>
</tr>
</tbody>
</table>
App Design

On the basis of iterative stakeholder input and review, the initial My Wellness App prototype contained four core features: (1) a Wellness Journal, where patients are encouraged to make weekly entries; (2) Tips & Tools for symptom and medication self-management; (3) Voices of Palliative Care, where brief videos of palliative care clinicians, patients, and caregivers can be viewed; and (4) a Resources List, where a directory of local patient support resources can be viewed, including links and information to access transportation, home services, hospice, and legal and insurance benefits. To enhance patient and clinician communication, the Wellness Journal contained a modified Edmonton Symptom Assessment Scale (ESAS) [26], a body map for visualization of pain, areas to report medication use frequency, goal setting, and open diary free text entries to permit direct patient voice (Figure 3). ESAS entries were displayed longitudinally to track trends and were available for both patients and their treating clinicians (Figure 4). The initial app design encouraged weekly entries with automated email reminders sent to nonresponders each week. Owing to technical limitations, no integration with the existing electronic medical records or alert messaging for symptom score thresholds was included in the initial pretest phase. The Tips & Tools feature included brief information reviews for common issues with links to videos and more in-depth reviews and resources. Specific topics included symptom management (eg, nausea, diarrhea, and constipation), coping with difficult emotions, mindfulness, nutrition, and the use of herbs and botanicals, all areas suggested by stakeholders. The Voices section included members of the provider and patient work group, offering videos of patient introductions for What is palliative care? and other features of the app, the importance of symptom monitoring, stories of survivorship, and tips for maximizing support and clinician communication. One area of shared concern for patients and providers was addressing the stigma of palliative care through effective communication. Feedback from a patient is as follows: “Do you want to keep using the term palliative care, cause it scares people. I mean, like I said, it scared me.” An example from a patient in the provider group is as follows: “The advanced stage breast cancer survivor has a negative connotation. If you want to expand this to a greater cancer or illness community, then maybe there are other words that connect with a greater population.” A provider’s response was as follows: “So I think we have to rebrand this, so people see it as a vital tool that ensures their success during their treatment.” This shared concern led to the proposed app name, My Wellness App.

Figure 3. Example of My Wellness Journal details.
CPPR Process for App Development and Pretest Design

Throughout the stakeholder work group sessions, multiple demonstrations of CPPR principles occurred [10], summarized by key themes and examples of quotes from transcripts of key work group sessions at the transition from initial planning to app drafting (Tables 3 and 4). Consistent with the principle of coequal leadership and power through 2-way knowledge exchange, the design of the final app product was equally informed by patient and provider stakeholder input. The protection and elevation of vulnerable participant voices is a core feature of CPPR; to avoid the threat of power imbalances in participation, separate work groups for providers and patients provided secure platforms for interaction in the design process. The 2-way knowledge exchange was illustrated by the rich interaction between academic leaders and individual work groups (see examples in Table 3). Additional knowledge exchange was made available by the inclusion of patients within the provider work group and vice versa. The principle of trust development was evident in the openness of patients to share vulnerable experiences about symptoms, concerns with the dying process, and conflicts experienced with health systems and providers. Providers also demonstrated trust in disclosing their frustrations with patient care and health systems. Respect was evidenced by repeated invitations for stakeholder perspectives as well as agreement and expansion by patients of academic leader suggestions (eg, creating videos). Partnered development took place through the interaction of academic leaders and patients in defining goals (such as having informational resources and access to a shared portal) and reviewing images and options for videos (recording of patient stakeholders). The principle of equity was pursued through the inclusion of a patient caregiver representing ethnic diversity, and attention was paid to assessing financial barriers. In addition, stakeholders commented on the potential needs of vulnerable populations, for example, providing navigator or caregiver support tools for older adults with technology access limitations.
Table 3. Community-partnered participatory research process in patient-caregiver work group at transition to app development.

<table>
<thead>
<tr>
<th>Principle</th>
<th>Example (quote)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Coequal leadership and power</strong></td>
<td></td>
</tr>
<tr>
<td>- Attention to patient-provider information and power imbalances (eg, creation of platforms for app design and engagement)</td>
<td>“I think it would be helpful to have a way to get information about your diagnosis and the chemo.”</td>
</tr>
<tr>
<td>- Input of patient and family stakeholders on app design features</td>
<td>“[Establishing] a way to email a doctor where you don’t have to know his email address.”</td>
</tr>
<tr>
<td><strong>Two-way knowledge exchange</strong></td>
<td></td>
</tr>
<tr>
<td>- Rich interaction of academic leaders and patients</td>
<td>Patient: “The advanced stage breast cancer survivor has a negative connotation.”</td>
</tr>
<tr>
<td>- Inclusion of patients in provider work groups (and vice versa)</td>
<td>Provider Response: “So I think we have to rebrand this, so people see it as a vital tool that ensures their success during their treatment.”</td>
</tr>
<tr>
<td><strong>Trust development</strong></td>
<td></td>
</tr>
<tr>
<td>- Frequent exchange of vulnerable experiences</td>
<td>“It’s not that you’re dying. You’re about to die. So you need to have an advanced directive. People need to know what your wishes are.”</td>
</tr>
<tr>
<td>- Disclosure of conflicts with health system and providers by patient-caregiver stakeholders</td>
<td>“I had a really painful morning. And then I did my activities during the day and I forgot about the morning. That’s something that the doctor needs to know. But they’re not clear on that.”</td>
</tr>
<tr>
<td><strong>Respect</strong></td>
<td></td>
</tr>
<tr>
<td>- Repeated invitations for stakeholder perspectives</td>
<td>Leader: “[We’re] hoping we could think through how we might be able to help the experience of individuals in palliative care.”</td>
</tr>
<tr>
<td>- Agreement and expansion by stakeholders of academic leader suggestions</td>
<td>Leader suggestion: track “how’s your pain going?”</td>
</tr>
<tr>
<td>- Patient response: “That would be actually very helpful because you don’t know what you don’t. I think that’s actually a really good idea.”</td>
<td></td>
</tr>
<tr>
<td><strong>Partnered development</strong></td>
<td></td>
</tr>
<tr>
<td>- Interaction of academic leaders and patients in defining goals (eg, creating informational resources and access to a shared portal)</td>
<td>Technology lead: “Do you think you would want a summary screen?”</td>
</tr>
<tr>
<td>- Patient response: “I think for me, a little journal, I keep it on my phone. If this was on the system, then I wouldn’t have to think, how many days was there pain, you know, moderate pain or severe pain.”</td>
<td></td>
</tr>
<tr>
<td><strong>Equity</strong></td>
<td></td>
</tr>
<tr>
<td>- Inclusion of multiple patients and caregiver with racial and ethnic diversity</td>
<td>“I learned being sick over these last years that every single person, even with the same diagnosis handles it differently.”</td>
</tr>
<tr>
<td>- Attention to potential disparities</td>
<td></td>
</tr>
</tbody>
</table>
### Table 4. Community-partnered participatory research process in provider work group at transition to app development.

<table>
<thead>
<tr>
<th>Principle</th>
<th>Example (quote)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Coequal leadership and power</strong></td>
<td>Provider: “If a patient has pain and they’re on pain medication, they could potentially be inputting their pain symptoms on a daily basis into this web app. And that gets fed back to the clinician at a regular visit.”</td>
</tr>
<tr>
<td>- Input of provider stakeholders on app design features</td>
<td></td>
</tr>
<tr>
<td>- Attention to patient-provider power imbalances (eg, creation of platforms for app design and engagement)</td>
<td></td>
</tr>
<tr>
<td><strong>Two-way knowledge exchange</strong></td>
<td>Provider: “The other thing I would love is a, a calendar that records things for the patients, because we constantly use that as a way to track therapies as well.”</td>
</tr>
<tr>
<td>- Rich interaction of academic leaders and providers</td>
<td></td>
</tr>
<tr>
<td>- Inclusion of patients in provider work groups (and vice versa)</td>
<td>Technology response: “Manual would be a way to do that, to see if it’s helpful and if it works and we can sort out to automate.”</td>
</tr>
<tr>
<td><strong>Trust development</strong></td>
<td>“I don’t know if I can do that for every patient. Do we expect them to actually be logging into the website?”</td>
</tr>
<tr>
<td>- Frequent exchange of vulnerable experiences</td>
<td>“Physician or practitioner who is having to go into their inbox multiple times a day, dealing with everything that comes through and there’s no priority currently.”</td>
</tr>
<tr>
<td>- Disclosure of conflicts with health system and patients by each provider stakeholders</td>
<td></td>
</tr>
<tr>
<td><strong>Respect</strong></td>
<td>Technology lead: “Is it possible to help improve aspects around palliative care with technologies like apps, could they be tailored and created in a way that might address problems that we are having either as providers or from the patient’s perspective or caregivers of palliative care?”</td>
</tr>
<tr>
<td>- Repeated invitations for stakeholder perspectives</td>
<td>Provider: “I mean, I welcome more data rather than less. As long as they can do it.”</td>
</tr>
<tr>
<td>- Agreement and expansion by stakeholders of academic leader suggestions</td>
<td></td>
</tr>
<tr>
<td><strong>Partnered development</strong></td>
<td>Provider: “I think when I first get someone who’s newly metastatic, cause it’s a whole shift in psyche. And how you treat them, getting started on new therapy. And even when they progress, even though they’ve been through it, I’m back at the beginning again. And so how do we get them moving through that next set of events and getting therapy.”</td>
</tr>
<tr>
<td>- Interaction of academic leaders and providers and patients in defining goals (eg, creating informational resources and access to a shared portal)</td>
<td>Technology response: “If you’re working with a patient, you can say, well, how often do you feel you need a reminder? And then do you have the flexibility of every day, every other day? And if they are going to forget, you need a family reminder.”</td>
</tr>
<tr>
<td><strong>Equity</strong></td>
<td>“We probably should include some kind of either logistical or financial scale, because sometimes those issues contribute to compliance and simply naturally, but patients are not prompted well, to be able to afford their treatment.”</td>
</tr>
<tr>
<td>- Inclusion of patient caregivers and members representing ethnic diversity</td>
<td>“One of the things we have to be careful because if we don’t we create the system that others cannot access and we are inadvertently discriminatory.”</td>
</tr>
<tr>
<td>- Attention to potential disparities</td>
<td></td>
</tr>
</tbody>
</table>

Similarly, CPPR principles were followed in developing the pretest study by reviewing plans and gathering input studies from the patient-caregiver and provider work groups. An example of enthusiasm from a patient stakeholder is as follows: “I think you’ll find a lot in the beta testing as you get information back.” Providers considered who should be included in the pilot, after a QI lead asked the following question: “Is it people who are relatively early with minimal symptoms, or later on, more advanced?” The provider stakeholder response was as follows: “I think you could get both. I mean, I have some patients that come in newly metastatic or in acute symptom crisis until we can get their disease under control that, and then we have some that are asymptomatic with their disease.” Stakeholders also gave input on the selection of items and measures.

**Phase 2: Pretest Findings**

A total of 11 patients completed the consent forms and were registered with the app, representing a diversity of cancer diagnoses (n=4, 36% breast cancer; n=3, 27% lung; n=2, 18% colorectal; and n=2, 18% other) and ages (median 58, range 49-82 years; Multimedia Appendix 3). Of these patients, 9 (82%) completed the baseline surveys. The patients identified predominantly as “Caucasian” (8/9, 89%), female (6/9, 63%), held either a 4-year (5/9, 56%) or postgraduate degree (3/9, 33%), and had high composite pain scores on the Brief Pain Inventory-Interference scale (average 6.54). Over the first 6
months of the pretest study activity, 3 patients regularly participated in weekly journal entries, with the other 6 completing one or none during the entire study period. The average composite pain scores between high app users and nonusers were comparable (6.42 vs 6.59). Feedback in the form of semistructured interviews with the treating clinician for all study patients, as well as with one regular user of the app, revealed several key insights (Textbox 1). Overall, it was noted that the completion of surveys, journal entries, and interviews was limited by the high symptom burden of patients, with 2 participating patients dying shortly after the study period.

Textbox 1. Themes from clinician and patient feedback during pretest study.

<table>
<thead>
<tr>
<th>Clinician feedback</th>
<th>Patient feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value in body mapping</td>
<td>Sense of preparedness in symptom communication</td>
</tr>
<tr>
<td>Lack of app navigator support</td>
<td>Limited patient onboarding (confusion about app functions)</td>
</tr>
<tr>
<td>Response variability (differences in numeric scale reporting)</td>
<td>Lack of feedback and reinforcement</td>
</tr>
<tr>
<td>Opportunities for caregivers</td>
<td>Desire for improved user interface</td>
</tr>
<tr>
<td>Higher symptom burden: higher benefit from app use</td>
<td>Log-in friction (absence of home screen app icon)</td>
</tr>
</tbody>
</table>

From the patient’s perspective, a lack of formal onboarding to the app left them unaware of many core features, including goal setting and tips for self-management. Patients expressed a desire for a better app interface, specifically for data representation and interpretation of those data in terms of important trends or changes, as well as symptom management suggestions. A user-derived motivation to use the app because of the connection it brought them with their clinician and that participation via the app made them a good citizen of the clinic: “I like the promise of it ... and knowing the right information to talk about when we meet.” For most, however, motivation was a challenge, citing a lack of feedback and encouragement from the app itself to continue inputting data. Suggested solutions included gamification of inputs, with different milestones for completion, coupled with haptics upon each submission. As a web-based app formatted for mobile phone use, the app itself was not one that users could find in an app store or have loaded as an icon on their home screen, a detail that bothered some users and created an additional point of friction in accessing the app more quickly or regularly. Using this more familiar format was suggested as having potential for creating push notifications and visual cues over the icon to remind users of outstanding tasks to complete as part of being a patient user.

From the treating clinician’s perspective, the lack of a patient navigator created several challenges. First, it increased the amount of time required by the provider to orient each patient to the app and its features. Second, it placed the onus on the clinician to expeditiously review and respond to all Wellness Journal entries that might signal uncontrolled symptoms. Creating threshold symptom level scores for automated messaging to the clinician was proposed as a potential solution; however, at a minimum, this would create an added layer of work for the clinician, and significant variability in symptom reporting for each patient made this potentially challenging (eg, some patients regularly report pain at an 8 out of 10, requiring frequent responses). Similarly, providing personalized reminders or check-ins that could increase motivation and adherence was left to the treating clinician.

App features that were of particular value included the body map, which helped quickly identify changes in the nature of pain symptoms and provided a meaningful jump-off for clinical exploration. Trends in app use and value to the clinician seemed to correlate with patients who had a higher symptom burden from disease activity, changes in treatment, or both. Finally, as predicted in the work groups, caregivers of patients enrolled in the study found value in filling out Wellness Journal entries with the patient, both as a way to formally check in with one another and to become more actively connected to the patient’s care by communicating with their clinician.

Discussion

Principal Findings

Herein, we describe the first known report of applying CPPR structure and principles to co-create (phase 1) and pretest (phase 2) a mobile app based on patient and clinician stakeholder needs for palliative care delivery, as part of the Plan phase of QI initiative and Vision phase of CPPR [10,22]. Several examples of web-based and mobile technology-based interventions to elicit PROs and improve patient-provider communication exist in the literature [27-35]. However, in this study, we describe a process of identifying and addressing needs at a local level through a QI initiative, with stakeholders co-leading the app design and pretest process, following CPPR principles of trust, respect, 2-way knowledge exchange, and coleadership [10].
Implementation in our study also follows from the framework of the self-determination theory, which states that behavior is driven by 3 primary psychological needs: autonomy, competence, and relatedness [36]. By structuring interventions around the needs and input of local stakeholders (relatedness), promoting patient engagement in the process of weekly symptom journaling and goal setting (competence), and eliciting feedback for immediate app improvements and tailoring to local group needs (autonomy), we believe our study followed this model in conjunction with CPPR. However, the ultimate goal of patient engagement is to activate health-related changes and participation in the process of medical care, goals reserved in this case for a follow-up implementation and evaluation process (Valley) informed by suggestions for app design improvements from the initial planning (Vision) phase. Pretesting suggested the feasibility of some engagement in app use while revealing the need to enhance design and engagement, particularly given the high clinical needs in the patient population as well as the time limits of providers.

Accordingly, the next steps for development may include the incorporation of a patient navigator to assist in the management of patient-generated data and improve the process of providing timely and personalized follow-up for changing symptomatology, while reducing provider time burden in explaining and monitoring app engagement. Data summaries and suggestions for clinicians and patients in the management of symptoms could be enhanced using artificial intelligence to generate clinician support recommendations, as demonstrated in previous studies [9,30]. This may serve the expressed desire from patients for increased communication from the app, providing cues for continued participation and streamline information review for clinicians. Expansion of recruitment to include multiple clinicians and a larger cohort of patients at the next stage could provide additional iterative feedback for app redesigns as part of the 2-way knowledge exchange [10].

We believe our QI planning (Vision) initiative and pretest suggest that the co-creation of a mobile app care is a feasible, low-technology strategy for potentially improving the delivery of palliative care while lowering the bar for patient and clinician participation in such initiatives. However, our pretest suggests that such app products require continued improvements, creativity, and skills in app interface design to enhance patient motivation and support participation. Although not specifically measured in this study, we may borrow the language of the Technology Acceptance Model framework [37] in describing that clinician and patient app users in phase 2 identified significant perceived usefulness for this app but also pointed out areas where perceived ease of use could be improved. Perhaps out of necessity, most patients with advanced cancer receiving palliative care have already established other mechanisms for symptom reporting and clinic contact (eg, telephone, email, and patient portal messaging). New technologies, such as apps, need to offer even greater convenience and user gratification than these currently available channels, which may then engage patients to explore other content included from stakeholder input. Gamification, haptics, and smartphone icon interfaces are examples of features that may not be immediately recognized or implemented by stakeholders unfamiliar with app design; however, such features may significantly complement and motivate the app experience. Implementation at this level will require additional partnership with technology leaders familiar with these forms of app development, coupled with orientation and training of patient and provider stakeholders to co-create these features, an approach similar to that used in developing a COVID-19 wellness website integrating stakeholders and technology input [38].

Limitations

The limitations of this study include the preliminary pretest phase of development, with a small number of patients enrolled from a single institution and a single coordinating provider-investigator. As a QI effort using stakeholder-partnered development and evaluation, the results are, by design, meant to be reflective of the local community and thus may not reflect the needs of other communities, regions, or health systems. Furthermore, we acknowledge that the qualitative nature of the data generated from planning and small stakeholder groups may limit generalizability, even within this community. The authors hope that future expansion into other settings and populations, as well as attending to this initial feedback, will enrich the understanding of palliative care needs for patients with advanced cancer through iterative and diverse stakeholder inputs. Additional limitations in the pretest include our focus on English-speaking patients and those with smartphone access, which potentially excludes some underresourced populations.

Conclusions

Overall, this planning initiative and pretest reinforce the feasibility of applying the CPPR framework to stakeholder co-created palliative care apps, with recommendations identified to more consistently and effectively support patient-caregiver use of the app with their clinicians.
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Abstract

Background: The use of web-based methods to collect population-based health behavior data has burgeoned over the past two decades. Researchers have used web-based platforms and research panels to study a myriad of topics. Data cleaning prior to statistical analysis of web-based survey data is an important step for data integrity. However, the data cleaning processes used by research teams are often not reported.

Objective: The objectives of this manuscript are to describe the use of a systematic approach to clean the data collected via a web-based platform from panelists and to share lessons learned with other research teams to promote high-quality data cleaning process improvements.

Methods: Data for this web-based survey study were collected from a research panel that is available for scientific and marketing research. Participants (N=4000) were panelists recruited either directly or through verified partners of the research panel, were aged 18 to 45 years, were living in the United States, had proficiency in the English language, and had access to the internet. Eligible participants completed a health behavior survey via Qualtrics. Informed by recommendations from the literature, our interdisciplinary research team developed and implemented a systematic and sequential plan to inform data cleaning processes. This included the following: (1) reviewing survey completion speed, (2) identifying consecutive responses, (3) identifying cases with contradictory responses, and (4) assessing the quality of open-ended responses. Implementation of these strategies is described in detail, and the Checklist for E-Survey Data Integrity is offered as a tool for other investigators.

Results: Data cleaning procedures resulted in the removal of 1278 out of 4000 (31.95%) response records, which failed one or more data quality checks. First, approximately one-sixth of records (n=648, 16.20%) were removed because respondents completed the survey unrealistically quickly (ie, <10 minutes). Next, 7.30% (n=292) of records were removed because they contained evidence of consecutive responses. A total of 4.68% (n=187) of records were subsequently removed due to instances of conflicting...
responses. Finally, a total of 3.78% (n=151) of records were removed due to poor-quality open-ended responses. Thus, after these data cleaning steps, the final sample contained 2722 responses, representing 68.05% of the original sample.

**Conclusions:** Examining data integrity and promoting transparency of data cleaning reporting is imperative for web-based survey research. Ensuring a high quality of data both prior to and following data collection is important. Our systematic approach helped eliminate records flagged as being of questionable quality. Data cleaning and management procedures should be reported more frequently, and systematic approaches should be adopted as standards of good practice in this type of research.

*(JMIR Form Res 2022;6(6):e35797) doi:10.2196/35797*
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**Introduction**

The use of web-based methods to collect population-based data has burgeoned over the past two decades [1,2]. In fact, the number of published manuscripts reporting use of data from web-based platforms and research panels increased from 1 in 2010 to over 1200 in 2015 [3,4]. Research panels consist of individuals who volunteer to be contacted about potential participation in research studies [5,6]. Often, these research studies are available to potential participants via web-based platforms and may offer incentives for participation [5,6]. Researchers have used web-based platforms and research panels to study a wide variety of topics, including smoking cessation [7-9], social and behavioral determinants of health [10], eating habits [11], treatment seeking behaviors [12], social media use and experiences [13], participation in clinical trials research [14], virtual harassment and cyberbullying [15], addiction research [16,17], and infectious disease prevention behaviors [18,19], among others.

Web-based platforms and research panels are useful tools for recruiting and collecting information from large participant samples in a relatively short amount of time. More recently, these have become an alternative method for data collection due to COVID-19 pandemic restrictions (eg, social distancing). For example, after the start of the COVID-19 pandemic, one company with a research panel that allows researchers to reach potential participants via a web-based platform reported a 400% increase in the number of researchers using their platform [20]. Advantages to using these web-based platforms and research panels include the ability to assess a variety of behaviors, a high degree of diversity among potential participants, potentially lower research coordination costs, decreased time in data collection, and the ability to reach populations that otherwise would be difficult to recruit [6]. The number of users in these platforms and research panels have also increased, in part, due to the availability and ease of participation in research, the need to find supplementary income, or simply, for monetary gain [20]. However, fraudulent responses resulting from careless answering and the use of virtual personal networks to mask identities have contributed to a decline in data quality and integrity [21-23].

Only a few researchers have published their recommendations to improve the integrity of web-based survey data, and a combination of different strategies is advised [24-26]. Data integrity can be defined as the expectation of quality that is satisfactory and suitable to answer a research question [27]. In 2004, the Checklist for Reporting Results of Internet E-Surveys (CHERRIES) was published as a recommendation to ensure adequate reporting of web-based surveys [28]. One of the CHERRIES guidelines encourages researchers to report prevention methods for multiple survey entries from the same respondent, such as checking duplicate IP addresses and use of cookies. Although CHERRIES is helpful for improving researchers’ reporting of findings from web-based survey studies, other data cleaning strategies to assess data quality are not specified in the guidelines.

In this paper, our study team shares our experiences in data cleaning to improve data quality and integrity from a web-based survey that recruited participants via a research panel. Our interdisciplinary team used a systematic and detailed data cleaning approach prior to the analyses. The goal for this paper is to describe our team’s process and to share lessons learned, including a checklist developed by the team that other research teams could use or adapt to guide their data cleaning process.

**Methods**

**Overview**

Data for this study were collected from panelists, either directly or via verified partners, of a research panel available for scientific and marketing research. The goal of our web-based survey was to examine human papillomavirus (HPV) and HPV vaccine knowledge, beliefs, attitudes, health care experiences, vaccine uptake, vaccination intentions, and other health behavior constructs, as well as information sources, preparedness for shared decision-making, and preferences that could help inform future HPV vaccination educational interventions for age-eligible individuals. Our interdisciplinary research team was composed of individuals with academic training in biostatistics, public health, nursing, psychology, epidemiology, and behavioral oncology.

Recruitment occurred from February 25 to March 24, 2021. The target sample for the study was 4000 individuals aged 18 to 45 years, stratified with equal recruitment by the cross-tabulation of age (18-26 years vs 27-45 years) and sex at birth (male vs female). Participation was limited to individuals who were panelists, directly or through verified partners of the research panel; were aged 18 to 45 years; were living in the United States; were proficient in the English language; and had access to the internet. Our interdisciplinary team aimed to recruit a sample
that was representative of the geographic as well as racial and ethnic characteristics in the United States. Florida residents and those within our cancer center’s catchment were oversampled (ie, 500 Florida residents and 3500 residents of other states) with the aim of informing future research and outreach activities. The survey was pretested by three individuals who completed the paper-based version of the survey to estimate the completion time and provide feedback on survey item wording. Based on pretesting, it was estimated that the survey would take approximately 30 minutes to complete, depending on the sequential flow of the survey (ie, skip and contingency question patterns for some individuals).

The one-time survey was programmed in Qualtrics XM [29] by a member of the study team (KJT). The survey programmer applied Qualtrics features to monitor and set quota limits for gender and age counts. The final survey contained over 200 items. The number of items displayed for each respondent depended on the survey’s branching logic, which was based on characteristics such as the respondent’s age, sex assigned at birth, HPV vaccination status, and parental status (Figure 1).

For example, the programmer set the branching logic such that respondents who self-identify as parents would receive a subset of questions regarding their children’s health care experiences. Based on information that the panel company had about age, gender, and geographic location, potential participants were sent an invitation to participate in the study with a link to the survey directly by the research panel company. Individuals who were interested in participating completed a brief eligibility screener. Those who were eligible reviewed an informational sheet (ie, informed consent); eligible and interested individuals then proceeded to the main survey.

Figure 1. Survey schema illustrating branching logic, survey title, and number of items.

Ethical Considerations
The Scientific Review Committee at Moffitt Cancer Center and the Institutional Review Board of record (Advava) reviewed the study and approved it as exempt (Pro00047536).

Data Cleaning Strategies
Overview
Data quality is often defined in relation to aspects such as accuracy, completeness, validity, and conformity [30,31]. Evaluating the quality of web-based survey data and completing a data cleaning process before conducting statistical analyses is an important step that is often not reported transparently by research teams. To inform this process, our team conducted a literature review to identify key sources describing methods to support integrity of web-based survey responses. Findings from the literature review guided our team’s decisions and helped us reach consensus on the number and types of strategies we would employ. Then, a systematic and sequential multi-strategy plan was developed to assess responses. The plan included the following: (1) reviewing survey completion speed [24,32], (2) identifying consecutive responses [32-34], (3) identifying cases with contradictory responses [35], and (4) assessing the quality of open-ended responses [26,35]. Thus, we defined high-quality data as survey data that had been stripped of instances of consecutive identical answers, contradictory responses, nonsensical open-ended responses, and responses completed in an unrealistic amount of time (see the steps below for further details on each criterion).

Step 1: Duration of Survey Completion
To identify a range of survey completion durations, a group of six individuals completed the survey. As previously mentioned, prior to survey launch, three individuals who were naïve to the survey items completed paper-and-pencil versions drafts of the survey to evaluate how long it might take potential participants
to complete the questions and provide feedback on item wording. Based upon the amount of time it took these individuals to complete the survey, our team anticipated that it would take participants an average of 30 minutes to complete the survey. However, we recognized that it could take some respondents less or more time to complete it depending on their responses and the corresponding skip logic that was programmed into the survey. For example, an individual who responded that they had received the HPV vaccine would receive items relevant to prior vaccine receipt, whereas an individual who reported that they had not received the HPV vaccine would receive questions about intentions to receive the HPV vaccine. Similarly, respondents with children would receive additional questions about HPV vaccination intentions for their children, whereas childless respondents would not receive those questions. Following finalization of the survey and the Qualtrics programming, an additional three team members completed the electronic (ie, Qualtrics) version of the survey.

Completion times of the Qualtrics-programmed survey within our team ranged from 5 minutes (when mindlessly and quickly clicking through the survey, but not actually reading the items) to 10 minutes (when reading and answering quickly, but legitimately) to 28 minutes (when attending to the items and reading thoroughly). Based on these test runs, consideration of the survey length and skip logic, and our best judgement, the team decided that a 10-minute (600-second) cutoff was the least amount of time that was still realistic in which respondents could take the survey while legitimately reading the items (see Table S1 in Multimedia Appendix 1 for descriptive information for Step 1).

**Step 2: Consecutive Identical Responses**

Consecutive identical responses (ie, “straight-lining” [34]) were assessed using four instruments that contained reverse-coded items and had been displayed to participants in table formats within the web-based survey. Selecting scales with reverse-coded items ensures that participant responses should not be identical in all items of a scale (see Table S1 in Multimedia Appendix 2 for a description of scales used in this step). Based on literature recommendations, we assessed consecutive identical responses of the response anchor extremes (ie, “strongly agree” and “strongly disagree”) in the instrument’s response scales [36,37]. For example, we identified records that demonstrated patterns of consecutive responses [34] on a vaccine attitudes scale, recognizing that individuals are unlikely to strongly agree or strongly disagree with both of the following statements: “Vaccines are generally safe” and “Vaccines are dangerous” [38]. A stepwise process was used to examine patterns of consecutive responses in four selected instruments: first, the instrument containing the largest number of items (ie, 19 items) was examined for patterns of consecutive responses, then survey records that failed this check were removed. These steps were repeated in the next scale, until all four scales had been checked. Records meeting those criteria were identified and removed using code in SAS software (version 9.4; SAS Institute Inc) [39] (Multimedia Appendix 3).

**Step 3: Conflicting Responses**

The team identified survey items that could indicate logical contradictions or extremely rare cases by carefully reviewing survey items and assessing patterns of responses for logical consistency. Depending on the survey content of a particular project, the types and numbers of questions used for assessment of conflicting answers might be different. For example, surveys might include the same question in two different locations of the survey (eg, age) to check for potential contradictory responses. During our data cleaning process, we decided to examine respondents who had indicated all of the following: (1) they were married or widowed or divorced, (2) they did not self-identify as asexual, (3) they reported that they had not ever had sexual intercourse (ie, vaginal, anal, or oral sex), and (4) they responded that they were a parent of one or more children. This group of cases was selected because we believe that it is an extremely unlikely scenario (ie, that one would be married or have a history of being married and have a child or children while reporting that they had never had sexual intercourse and did not self-identify as asexual) that is most likely due to careless answering. Records meeting those criteria were identified and removed using code in SAS software (version 9.4; SAS Institute Inc) [39] (Multimedia Appendix 4).

**Step 4: Quality of Open-Ended Responses**

Two team members independently assessed the quality of open-ended responses by checking all open-ended variables and identifying gibberish (ie, unintelligible responses), nonsensical responses (eg, responses that did not make sense in the context of the question asked), and patterns of identical responses within and across records (eg, exact same response to multiple open-ended items). Our team completed this in two steps. The first reviewer conducted a visual examination of cases that contained gibberish and duplicate responses. These records were flagged and removed. The second reviewer did the following: (1) identified nonsensical responses, (2) identified irrelevant responses, and (3) checked for repetitive patterns within and across records (ie, to identify whether different records had the same response patterns, because this could indicate that the same person may have completed multiple surveys). To do this, a team member (ie, first reviewer) exported survey records from SAS to a Microsoft Excel spreadsheet. Another team member (ie, second reviewer) located each open-ended variable column and sorted that column to inspect each of the responses provided, row by row. The team member also inspected the records column by column to identify patterns of open-ended responses across variables. Records that met the criteria outlined above were flagged. The same procedure was repeated for each open-ended variable until all open-ended variables in the codebook had been inspected. When the second reviewer had questions about whether or not responses were nonsensical, irrelevant, or repetitive, the research team discussed and resolved them by consensus. Survey records with instances of at least one of those three checks were flagged and subsequently removed from the data set.

https://formative.jmir.org/2022/6/e35797
Results

Table 1 describes the systematic and sequential steps leading to the final analytic sample consisting of 2722 records. About one-sixth of 4000 records (n=648, 16.20%) were flagged and removed during Step 1 (ie, survey completion duration). Descriptive statistics (ie, mean, median, and first and third quantiles) on completion duration for both the initial and final analytic samples are included in Multimedia Appendix 1. In Step 2, 7.30% (292/4000) of the records were removed because they contained evidence of consecutive responses. The SAS code for this step is included in Multimedia Appendix 3. In Step 3, 187 out of 4000 (4.68%) records were removed because we found evidence of conflicting responses. The SAS code for this step is included in Multimedia Appendix 4. In Step 4, 151 out of 4000 (3.78%) records were removed due to evidence of poor-quality open-ended responses. This final step required the most person-time effort, as some variables took up to 25 minutes to inspect. Ultimately, based on these four steps, 31.95% (1278/4000) of the responses from the original sample were removed.

We conducted descriptive statistics to characterize our sample before and after the quality assessment procedures (Table 2). The original sample was formed with equal groups based on age (18-26 years: 50%; 27-45 years: 50%) and sex at birth (females: 50%; males: 50%). After data cleaning, the final analytic sample (N=2722) contained a slightly higher number of females (55.95%) and individuals aged 18 to 26 years (50.73%). Compared to the original sample, the final sample had comparable proportions of individuals born in the United States and across sexual orientation categories. Also, in the final sample, a slightly higher proportion of respondents reported being White (68.80% original vs 71.05% final sample), non-Hispanic (81.30% original vs 83.25% final sample), childless (53.83% original vs 58.63% final sample), and from the Midwest region of the United States (20.28% original vs 21.42% final sample). Compared to the original sample, we observed a slightly lower proportion in the final sample of respondents with a graduate degree (21.20% original vs 15.76% final sample), with an annual income of US $100,000 or more (26.73% original vs 24.17% final sample), who were married (53.95% original vs 51.54% final sample), who were employed (74.33% original vs 72.56% final sample), and without health insurance (18.23% original vs 16.79% final sample). Manuscripts have been published [40], are under review, or are in preparation describing findings from this study.

Table 1. Steps to ensure quality of responses leading to final analytic sample.

<table>
<thead>
<tr>
<th>Data quality assessment steps</th>
<th>All records (N=4000)</th>
<th>Records removed, n (%)</th>
<th>Records left, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original sample</td>
<td>4000 (100)</td>
<td>0 (0)</td>
<td>4000 (100)</td>
</tr>
<tr>
<td>Step 1: survey duration</td>
<td>3352 (83.80)</td>
<td>648 (16.20)</td>
<td>3352 (83.80)</td>
</tr>
<tr>
<td>Step 2: consecutive identical responses</td>
<td>3060 (76.50)</td>
<td>292 (7.30)</td>
<td>3060 (76.50)</td>
</tr>
<tr>
<td>Step 3: contradictory responses</td>
<td>2873 (71.83)</td>
<td>187 (4.68)</td>
<td>2873 (71.83)</td>
</tr>
<tr>
<td>Step 4: quality of open-ended responses</td>
<td>2722 (68.05)</td>
<td>151 (3.78)</td>
<td>2722 (68.05)</td>
</tr>
</tbody>
</table>
Table 2. Descriptive characteristics of the original and final samples.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Original sample (N=4000), n (%)</th>
<th>Final sample (N=2722), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-26</td>
<td>2000 (50.00)</td>
<td>1381 (50.73)</td>
</tr>
<tr>
<td>27-45</td>
<td>2000 (50.00)</td>
<td>1341 (49.27)</td>
</tr>
<tr>
<td><strong>Sex assigned at birth</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2000 (50.00)</td>
<td>1523 (55.95)</td>
</tr>
<tr>
<td>Male</td>
<td>2000 (50.00)</td>
<td>1199 (44.05)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>2752 (68.80)</td>
<td>1934 (71.05)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>506 (12.65)</td>
<td>314 (11.54)</td>
</tr>
<tr>
<td>Other</td>
<td>726 (18.15)</td>
<td>470 (17.27)</td>
</tr>
<tr>
<td>Missing</td>
<td>16 (0.40)</td>
<td>4 (0.15)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>719 (17.98)</td>
<td>447 (16.42)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>3252 (81.30)</td>
<td>2266 (83.25)</td>
</tr>
<tr>
<td>Missing</td>
<td>29 (0.73)</td>
<td>9 (0.33)</td>
</tr>
<tr>
<td><strong>Born in the United States</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3719 (92.98)</td>
<td>2529 (92.91)</td>
</tr>
<tr>
<td>No</td>
<td>263 (6.58)</td>
<td>189 (6.94)</td>
</tr>
<tr>
<td>Missing</td>
<td>18 (0.45)</td>
<td>4 (0.15)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>983 (24.58)</td>
<td>661 (24.28)</td>
</tr>
<tr>
<td>Some college or associate’s degree</td>
<td>1152 (28.80)</td>
<td>870 (31.96)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>1000 (25.00)</td>
<td>757 (27.81)</td>
</tr>
<tr>
<td>Graduate school</td>
<td>848 (21.20)</td>
<td>429 (15.76)</td>
</tr>
<tr>
<td>Missing</td>
<td>17 (0.43)</td>
<td>5 (0.18)</td>
</tr>
<tr>
<td><strong>Annual Income (US $)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-19,999</td>
<td>521 (13.03)</td>
<td>331 (12.16)</td>
</tr>
<tr>
<td>20,000-49,999</td>
<td>917 (22.93)</td>
<td>673 (24.72)</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>765 (19.13)</td>
<td>558 (20.50)</td>
</tr>
<tr>
<td>75,000-99,999</td>
<td>649 (16.23)</td>
<td>456 (16.75)</td>
</tr>
<tr>
<td>≥100,000 or more</td>
<td>1069 (26.73)</td>
<td>658 (24.17)</td>
</tr>
<tr>
<td>Missing</td>
<td>79 (1.98)</td>
<td>46 (1.69)</td>
</tr>
<tr>
<td><strong>Relationship status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>2158 (53.95)</td>
<td>1403 (51.54)</td>
</tr>
<tr>
<td>Other</td>
<td>1826 (45.65)</td>
<td>1317 (48.38)</td>
</tr>
<tr>
<td>Missing</td>
<td>16 (0.40)</td>
<td>2 (0.07)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>2973 (74.33)</td>
<td>1975 (72.56)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>415 (10.38)</td>
<td>310 (11.39)</td>
</tr>
<tr>
<td>Other</td>
<td>596 (14.90)</td>
<td>433 (15.91)</td>
</tr>
<tr>
<td>Missing</td>
<td>16 (0.40)</td>
<td>4 (0.15)</td>
</tr>
<tr>
<td><strong>Sexual orientation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Characteristic</td>
<td>Original sample (N=4000), n (%)</td>
<td>Final sample (N=2722), n (%)</td>
</tr>
<tr>
<td>------------------------</td>
<td>---------------------------------</td>
<td>------------------------------</td>
</tr>
<tr>
<td>Straight</td>
<td>3242 (81.05)</td>
<td>2225 (81.74)</td>
</tr>
<tr>
<td>Other</td>
<td>654 (16.35)</td>
<td>441 (16.20)</td>
</tr>
<tr>
<td>Missing</td>
<td>104 (2.60)</td>
<td>56 (2.06)</td>
</tr>
<tr>
<td><strong>Health insurance status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>729 (18.23)</td>
<td>457 (16.79)</td>
</tr>
<tr>
<td>Yes</td>
<td>3248 (81.20)</td>
<td>2259 (82.99)</td>
</tr>
<tr>
<td>Missing</td>
<td>23 (0.58)</td>
<td>6 (0.22)</td>
</tr>
<tr>
<td><strong>Parent to ≥1 child</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2153 (53.83)</td>
<td>1596 (58.63)</td>
</tr>
<tr>
<td>Yes</td>
<td>1832 (45.80)</td>
<td>1123 (41.26)</td>
</tr>
<tr>
<td>Missing</td>
<td>15 (0.38)</td>
<td>3 (0.11)</td>
</tr>
<tr>
<td><strong>US geographic region</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>811 (20.28)</td>
<td>583 (21.42)</td>
</tr>
<tr>
<td>Northeast</td>
<td>680 (17.00)</td>
<td>435 (15.98)</td>
</tr>
<tr>
<td>South</td>
<td>1576 (39.40)</td>
<td>1072 (39.38)</td>
</tr>
<tr>
<td>West</td>
<td>933 (23.33)</td>
<td>632 (23.22)</td>
</tr>
</tbody>
</table>

*aPercentages may not total 100% due to rounding.

**Discussion**

We described the use and systematic application of four steps to examine the quality of responses and to clean data from a web-based survey completed by individuals who were part of a research panel, directly or through verified partners. There are several other strategies and techniques to screen and clean data (eg, missing data, stability of response patterns, outliers, and maximum long strings, among others [24,32,33,41]). The types and number of strategies to use for data quality assessment and data cleaning may vary depending on the content, length, and complexity of the web-based survey (eg, access to IP addresses, attention checks, speeder flags, and naivety of respondents, among others [24,25,41,42]). For example, we used straight-lining to assess consecutive identical responses, and we selected scales that contained reverse-coded items to conduct this step. Alternatively, investigators who do not have scales containing reverse-coded items might consider other methods to assess consecutive responses, such as long-string analysis [33] or maximum long-string assessment [32]. Another note for other researchers to consider is that we did not assess respondents’ IP addresses because we did not collect those data. There are benefits to collecting and examining IP addresses, such as identifying whether respondents took the survey more than once, but there may also be risks to collecting IP addresses, such as data protection and identity issues. Thus, investigators should consider risks and benefits when collecting IP addresses in their web-based surveys [25,43].

Other researchers have faced similar challenges when having to screen and filter out records with low-quality data collected from web-based surveys. Recently, researchers have reported disposing as much as three-quarters of data [44] or even their entire sample because over 90% of it was contaminated with fraudulent responses [35]. We lost about one-third of the original sample based on the criteria we used to clean the data. We recognize that losing this amount of data would be detrimental to an experimental design, but our study was observational and the final sample was sufficient for conducting our primary and exploratory analyses.

We hope that our step-by-step process encourages other research teams to systematically evaluate the integrity of their web-based survey data and use approaches to appropriately manage their data. Certainly, with the increased use of web-based surveys, it is imperative to evaluate data integrity and promote reporting transparency. A recent systematic review (n=80 studies) found that only 5% of the reviewed, published, web-based survey studies reported implementing checks to identify fraudulent data [45]. It is important to note that many panel companies may take steps to initially help ensure that panelists are participating in good faith (eg, not using bots to complete surveys) by using human intelligence tasks [3,4]. Many companies with research panels collect sociodemographic information about potential panelists and can send targeted study recruitment invitations based on the information initially reported to the company. As suggested by Dennis and colleagues [23], multiple entities have a responsibility and role in ensuring the integrity of the data [21,22].

This paper adds to the literature an applied, systematic example of data screening and management procedures that allow investigators to assess the quality of responses and eliminate invalid, fraudulent, or low-quality records. With the growing body of literature describing the application of quality assessment techniques and data cleaning approaches, this paper contributes an empirical example that could serve as a resource for other investigators and help streamline their data cleaning.
procedures. We have created a checklist as a tool for future studies (Textbox 1).

Cleaning the data from our web-based survey completed by panelists was a multistep and time-consuming process. However, after having invested time and effort into these quality assessment and data cleaning steps, we are more confident about the integrity of the remaining data in our final analytic sample. The final sample for manuscripts resulting from this survey data may vary depending on scientific goals and data analysis decisions (i.e., handling of missingness, among others).

There were several key lessons learned from this experience. First, screening and quality checks should be in place both before and after collecting data from web-based survey platforms and research panelists. In future web-based surveys, our team plans to include attention checks and additional items to assess conflicting answers with the hope of both decreasing and identifying the number of responses that are careless, fraudulent, or both. An example of an attention check is one published by Chandler and colleagues [41], in which participants were asked to select “satisfied” from a list of response options. This item, or other similar items, could help to flag inattentive respondents and those providing invalid data. Another key lesson learned was that web-based survey programming requires extensive attention to detail. We recommend that other investigators consider the steps outlined in our checklist (Textbox 1) for development and testing of their survey. Furthermore, we recommend that investigators consider the features and the constraints of the software package where their online survey will be programmed. For example, software formatting, features, and functions may limit the way in which items can be displayed and, therefore, how participants interact with these items. Thus, we recommend that other research teams both understand the functions and capabilities of the survey package to be used and conduct usability tests with a small number of respondents who can pilot-test the web-based survey prior to its launch. Ideally, the test takers should be from the target population and not be part of the research team to avoid familiarity with the survey. This will allow the researchers to identify any components of the survey display that might be unclear or confusing to participants and allow for an opportunity to reformat or change the survey items prior to the survey launch. Lastly, we learned that there are multiple ways to apply data quality checks, including removing records that follow a pattern or a series of flags, removing records with multiple flags in a sequential way, and using a single flag to remove records. There are trade-offs to each of these. For example, removing participants with any one of a number of possible flags is likely to decrease the number of careless and poor-quality responses, thereby increasing the data quality while also decreasing the sample size and, thus, power for further analyses. On the other hand, removing only participants who show evidence of poor quality by all flags decreases the chance of wrongly removing respondents who took the survey seriously but had one or more flag, such as speed reading, at the cost of leaving in respondents who may have poor quality data by some but not all criteria. Ultimately, our team decided that using multiple types of flags in a sequential order was an efficient way to identify and remove records with invalid data. Additionally, in keeping with good reporting practices, we recommend that investigators use the CHERRIES checklist [28] to ensure that information reported in their manuscripts follow recommended reporting guidelines, such as the following: descriptions of their study design, survey development and pretesting, recruitment process, survey administration details, response rates, prevention of multiple survey entries, and data analysis procedures relevant to electronic surveys.

Web-based survey data collection and the use of research panels will likely continue to be used by research teams in the future. Certainly, there are pros and cons to collecting web-based survey data and recruiting participants from research panels. Developing a rigorous plan throughout the study, from survey inception and survey development to survey administration and statistical analyses; using multiple strategies for data quality checks and cleaning; and devoting time and attention can be effective components of improving data cleaning and management practice and consequently increasing the integrity of web-based survey data.
**Textbox 1. The Checklist for E-Survey Data Integrity.**

<table>
<thead>
<tr>
<th>Steps to develop and pretest an electronic survey:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Provide clear instructions to participants and survey programmers</td>
</tr>
<tr>
<td>• Test skip and branching logic (ie, rules to jump to other items)</td>
</tr>
<tr>
<td>• Display items in a simple and logical way</td>
</tr>
<tr>
<td>• Display scales as individual items rather than in a table format</td>
</tr>
<tr>
<td>• Reduce the number of open-ended questions</td>
</tr>
<tr>
<td>• Reduce the use of complex fill-in tables</td>
</tr>
<tr>
<td>• Pretest the electronic survey in its final format for ease of administration and understanding (ideally with target population)</td>
</tr>
<tr>
<td>• Pretest the electronic survey for completion time</td>
</tr>
<tr>
<td>• Other (ie, other ways to tailor this checklist depending on needs and availability of data): ___________________________</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Steps to prevent fraudulent responses (pre–data collection):</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Add attention checks (ie, ways to identify inattentive respondents)</td>
</tr>
<tr>
<td>• Add CAPTCHA or reCAPTCHA tasks</td>
</tr>
<tr>
<td>• Add speeder checks (ie, ways to identify fast respondents)</td>
</tr>
<tr>
<td>• Add items that can be used to verify responses or assess contradictions</td>
</tr>
<tr>
<td>• Collect IP address, geolocation, device, and browser used to access the survey</td>
</tr>
<tr>
<td>• Enable settings available within the web-based survey application to prevent multiple submissions and detect bots, among other issues</td>
</tr>
<tr>
<td>• Choose a platform that adheres to data privacy and compliance</td>
</tr>
<tr>
<td>• Other (ie, other ways to tailor this checklist depending on needs and availability of data): ___________________________</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Steps to assess data integrity (post–data collection):</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Assess participant survey duration</td>
</tr>
<tr>
<td>• Check ranges of variables and examine responses that are clearly implausible</td>
</tr>
<tr>
<td>• Identify consecutive identical responses</td>
</tr>
<tr>
<td>• Identify contradictory responses</td>
</tr>
<tr>
<td>• Examine quality of open-ended responses</td>
</tr>
<tr>
<td>• Check IP address, geolocation, device, and browser information to identify multiple entries</td>
</tr>
<tr>
<td>• Other (ie, other ways to tailor this checklist depending on needs and availability of data): ___________________________</td>
</tr>
</tbody>
</table>

---
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Abstract

Background: Pedigree data (family history) are indispensable for genetics studies and the assessment of individuals' disease susceptibility. With the popularity of genetics testing, the collection of pedigree data is becoming more common. However, it can be time-consuming, laborious, and tedious for clinicians to investigate all pedigree data for each patient. A self-service robot could inquire about patients' family history in place of professional clinicians or genetic counselors.

Objective: The aim of this study was to develop a mobile-based and self-service tool to collect and visualize pedigree data, not only for professionals but also for those who know little about genetics.

Methods: There are 4 main aspects in the iPed construction, including interface building, data processing, data storage, and data visualization. The user interface was built using HTML, JavaScript libraries, and Cascading Style Sheets (version 3; Daniel Eden). Processing of the submitted data is carried out by PHP programming language. MySQL is used to document and manage the pedigree data. PHP calls the R script to accomplish the visualization.

Results: iPed is freely available to all users through the iPed website. No software is required to be installed, no pedigree files need to be prepared, and no knowledge of genetics or programs is required. The users can easily complete their pedigree data collection and visualization on their own and through a dialogue with iPed. Meanwhile, iPed provides a database that stores all users' information. Therefore, when the users need to construct new pedigree trees for other genetic traits or modify the pedigree trees that have already been created, unnecessary duplication of operations can be avoided.

Conclusions: iPed is a mobile-based and self-service tool that could be used by both professionals and nonprofessionals at any time and from any place. It reduces the amount of time required to collect, manage, and visualize pedigree data.

Introduction

Genetics plays a vital role in all diseases, and therefore, pedigree data are frequently used for clinical diagnosis [1]. Over the past few years, more attention has been paid to formulating an efficient model for disease risk prediction. Accurate risk prediction can be of significant help in disease prevention and follow-up strategies [2]. There is consensus that family history is an important risk factor in estimating an individual’s susceptibility to diseases, especially hereditary diseases, as it
reflects the shared heredity and environment [3-5]. Numerous studies have applied family history as a risk factor to study the treatment and outcomes of schizophrenia [6,7]; predict cardiovascular disease risk [8]; and assess the risk of common cancers such as gastric cancer [9], colorectal cancer [10], and breast cancer [11]. However, pedigree data collection is so limited by familiarity and family communication of patients that it is hard to acquire in a clinical environment [12]. In addition, genetic information will change over time as the number of family members and confirmed relatives increases [12].

To address these issues, several web-based tools have been developed to collect and visualize pedigree data. However, it is indispensable for clinicians and genetics counselors to possess professional knowledge in order to use these tools. For example, Pedigree.js [13] is a pedigree editor based on JavaScript that can produce SVG format images in web browsers [14]; however, it is not easy to use for many users who are unfamiliar with JavaScript or specific web programming visualization libraries [15]. Ped_draw [15] can generate an image file as a command line or web tool on the condition that users prepare pedigree data first. Panogram [16] and HaploPainter [17] are both software to visualize the pedigree data, while the image file is not free to use.

We developed iPed, a mobile-based and self-service tool, to collect and visualize pedigree data. Mobile-based technologies are more widespread than web-based technologies, and they can improve the quality of life and reduce health care costs effectively [18,19]. Collection and visualization of pedigree data is accomplished by responding to some questions posed by iPed. There is no need to prepare an input file or perform any other operation except tapping on some options on the phone. iPed’s intelligent robot significantly reduces the work pressure of the clinician in querying about the patient’s family history. Furthermore, by storing pedigree data in a database, iPed makes it more convenient for users to manage their information.

**Methods**

**Overview of Modules**

iPed has 3 main parts: (1) *Your pedigree*, which stores information about family members; (2) *History*, which includes the phenotypic information users have previously entered and the visualizations; and (3) *New*, which collects family information about a selected or newly created phenotype through answers to some questions asked by iPed. The interface was built using HTML, which includes a set of tags that unify the format of documents on the network and connect scattered internet resources into a logical whole. JavaScript libraries are used to respond to browser events, including changing information of family members in *Your pedigree*, modifying the phenotype data in *History*, and the dialogue with iPed when creating a new phenotype in *New*. The combination of HTML and JavaScript can complete the interaction between users and iPed. In addition, Cascading Style Sheets (version 3; Daniel Eden), a language that defines style structures such as font, color, and position, is applied to modify web pages.

**Data Processing**

ThinkPHP (version 3.1.3; Chen Liu et al), a fast, compatible, and simple lightweight PHP development framework, is applied for the processing of the submitted data. The user could tap on the options to answer questions asked by iPed. When the dialogue ends, the data collection is finished at the same time. iPed will then convert the data into a specific format for further storage and visualization.

**Data Storage**

All data including family members’ age and phenotypic information are stored in MySQL (version 5.0; Oracle Corporation), the most commonly used relational database management system. PhpMyAdmin (version 3.3.7; The phpMyAdmin Project) is a PHP and web-based MySQL database management tool for managing MySQL databases with a web interface.

**Pedigree Data Visualization**

iPed completes the data visualization by calling the R script in PHP. Kinship2 [20], an R package restructured from kinship package [21], is used to visualize the pedigree data. Conventionally, squares and circles represent males and females, respectively. If the person has the phenotype, the pattern will be colored black; otherwise, it will be white. The connecting lines between patterns indicate genetic relationships.

**Ethics Consideration**

This study did not require ethics approval as it did not involve any human subjects and the mobile-based tool was developed for visualization of pedigree data for all users.

**Results**

**Pedigree and First Phenotype Data Collection**

iPed is a mobile-based, web-based, self-service tool for collecting and visualizing pedigree data on genetic phenotypes. A first-time user needs to register to save personal information for the next use. After a successful login, the user can select a phenotype of interest (Figure 1B), including disease phenotypes (eg, lung cancer, breast cancer, and rheumatoid arthritis), common phenotypes (eg, double eyelid, tall, and right-handed), and entertaining phenotypes (eg, singing well, high income, or social phobias). The user can also create a new phenotype and complete the family data collection for the created phenotype through an interactive dialogue with an intelligent robot (Figure 1C). The robot will ask some questions about the user’s age, whether the user has the phenotype, whether the user has a spouse or child, and whether the user’s relatives and their families have the phenotype (Figure 2).

After the first use, iPed will save the user’s family information in *YourPedigree* (Figure 1F), including family members and their ages. This makes it convenient to directly collect pedigree data about the user’s family members when the user describes a new genetic phenotype.

When the users log in again, they can check their family information (*Your pedigree*), view the genetic phenotypic information (eg, the phenotype name, such as dimple), and the...
corresponding visualization (Visualize the pedigree). They can also select a new phenotype on the home page (New) to visualize.

Figure 1. Main pages when the user logs back into iPed the next time. (A) The home page; (B) alternative phenotypes on iPed when the user taps on New; (C) the dialogue between the user and the robot when the user needs to define a new phenotype; (D) visualization of the genetic phenotypic data; (E) the genetic phenotype the user has entered, including the family members and their phenotypic information; (F) Your pedigree shows the family members and their ages.
Figure 2. The flow path of the questions asked by the intelligent robot when the user logs into iPed for the first time.

Phenotype Data Visualization and Modification

Phenotype Data Visualization

Phenotype data visualization is accessible by tapping on **Visualize the pedigree**, and the user can see the visualized phenotypic information on the result page (Figure 1D). When the users find information that needs to be changed, they can tap on **Visualize the phenotype once more** to complete the modification.

Phenotype Data Modification

When information needs to be modified, the user can just click on the name of phenotype such as *dimple* (Figure 1A) or tap on **Visualize the phenotype once more** on the result page (Figure 1D) and change the targeted family member’s status on the page showing phenotypic information (Figure 1E). If the family member’s status is changed, tapping on **Modify pedigree** (Figure 1E) will direct the user to **Your pedigree**. **YourPedigree** provides options to add or delete family members and modify their ages.
It should be noted that the already existing family members cannot be added again. After modifying the family member’s information, the user can return to change the member’s phenotypic information. After finishing all the modifications, the user can visualize the phenotypic information afresh.

New Phenotype Data Adding

If users intend to visualize new phenotypic data, they could tap on New on the home page, select an unfulfilled phenotype that they are interested in (Figure 1B), and complete the dialogue with the robot. The robot will simply ask whether the members added by the user have this phenotype. Afterward, it will generate the corresponding visualization.

**Discussion**

Principal Findings

Pedigree data are crucial in genetics studies and disease diagnosis, development, and prognosis. There are thousands of studies that have applied family history as a risk factor. However, this information is not easy to collect and manage. iPed provides a self-service tool for users to collect and visualize this information. With iPed, users do not need to prepare an input file first or learn any knowledge about genetics. They can visualize their pedigree data just by answering the intelligent robot’s questions, without any professional operations. At the same time, all the information submitted by users is stored in a database, so that visualizing a new phenotype or modifying previously entered data is more convenient.

Comparison With Prior Work

Recently, some web-based tools for collecting and visualizing pedigree data have been developed. There are some limitations to these existing tools; if the user would like to use these tools, they have to gain some knowledge first. For example, Pedigrees [13] is a web-based tool that is difficult to use for those who have little knowledge about JavaScript or specific web programming visualization libraries. HaploForge [22] is another web application that is hard to use, as the meaning of the different symbols and connecting lines can be confusing for users who do not know about genetics; it is always difficult to know how to proceed to the next operation. Ped_draw [23] can be used only when users prepare pedigree data first. In addition, many tools such as panogram [16] and HaploPainter [17] are not free to use for all users. There are also some tools such as PediDraw [24] and Madeleine 2.0 PDE [25] that were first released over a decade ago, and access to them is presently unstable or even disabled.

iPed is a mobile-based and self-service tool that can be used easily in place of software needing installation or web-based tools requiring professional knowledge. Collecting pedigree data is easier, as users only need to answer some questions asked by an intelligent robot and tap on some options. It is a simple and efficient tool for both professional and nonprofessional uses. Meanwhile, iPed provides a database to save all information submitted by users, providing greater convenience for subsequent uses. Additionally, iPed is free for everyone to use.

Strengths and Limitations

iPed enables the collection of pedigree data through dialogue with an intelligent robot. As the pedigree data are usually complex, the possibility of missing some information is high, and that can lead to wrong conclusions. The dialogue with iPed helps the user recall their pedigree data more comprehensively. Questions asked by iPed include the following: “How many uncles do you have?” “Is your uncle married?” “How many children does your uncle have?” and “Do your uncle’s children have the phenotype?” Without any other operations, the users can answer the questions just by tapping on the “yes,” “no,” or “unknown” options, and the pedigree data collection is accomplished when the dialogue ends. The pedigree data visualization will then generate automatically. Moreover, considering that there are associations between diverse phenotypes, iPed will save all the information submitted by the users after the first use. Therefore, it is easy to look over the phenotypes that have been entered before. iPed offers substantial help in clinical diagnosis of complications and genetics studies about the correlations of different phenotypes.

Although iPed provides many novel functions, there are still some limitations. First, in the visualization of pedigree data, the color black traditionally indicates a person with the phenotype and white indicates one without the phenotype. iPed will offer a more powerful function if more colors are introduced, indicating different meanings. Second, users should select a phenotype before the pedigree data collection, so that the resultant picture shows information for the specified phenotype. How to present multiple phenotypes in a single picture will be considered in the future. We will constantly update and upgrade iPed to offer a significantly better user experience.

Conclusions

iPed was developed as a mobile-based and self-service tool to collect and visualize pedigree data [26]; it can be used by professional researchers, clinicians, and those who possess little relevant knowledge. iPed shortens the amount of time patients spend in the hospital and improves the efficiency of the clinicians. With iPed, collection, management, and use of pedigree data will no longer be difficult.
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Abstract

Background: Neuraxial anesthesia is conventionally performed using a landmark-based technique. Preprocedural ultrasound is often used in challenging clinical scenarios to identify an ideal needle path. The procedure is then carried out by the operator recreating the ultrasound needle path from memory. We suggest that a needle guidance system using the Microsoft HoloLens mixed reality headset, which projects a hologram of the ideal needle path, can assist operators in replicating the correct needle angulation and result in fewer needle passes.

Objective: The objective of the study was to develop software for the mixed reality HoloLens headset, which could be used to augment the performance of neuraxial anesthesia, and establish its face validity in lumbar spine phantom models.

Methods: We developed an ultrasound transducer marker and software for the HoloLens, which registers the position and angulation of the ultrasound transducer during preprocedural scans. Once an image of a clear path from skin to the intrathecal space is acquired, a hologram of the ideal needle path is projected onto the user’s visual field. The ultrasound probe is removed while the hologram remains in the correct spatial position to visualize the needle trajectory during the procedure as if conducting real-time ultrasound. User testing was performed using a lumbar spine phantom.

Results: Preliminary work demonstrates that novice (2 anesthesia residents) and experienced operators (5 attending anesthesiologists) can rapidly learn to use mixed reality holograms to perform neuraxial anesthesia on lumbar spine phantom models.

Conclusions: Our study shows promising results for performing neuraxial anesthesia in phantoms using the HoloLens. Although this may have wide-ranging implications for image-guided therapies, further study is required to quantify the accuracy and safety benefit of using holographic guidance.

Trial Registration: ClinicalTrials.gov NCT04028284; https://clinicaltrials.gov/ct2/show/NCT04028284

(JMIR Form Res 2022;6(6):e36931) doi:10.2196/36931

Keywords: mixed reality; virtual reality; augmented reality; HoloLens; holograms; neuraxial anesthesia
Introduction

Neuraxial anesthesia has traditionally been a landmark-based technique, relying on operator feel, skill, and experience. Difficulty is highly influenced by patient body habitus, where obese patients or anatomical variations such as scoliosis or osteophytes increase difficulty and result in a higher failure rate [1,2]. Neuraxial anesthesia is not a benign procedure as multiple attempts or inaccurate needle trajectories can be anxiety provoking, cause patient discomfort, and lead to morbidity in the form of spinal/epidural hematomas, infection, dural puncture with a high risk of subsequent headaches, and nerve injury [3].

Though increasing in popularity, ultrasound guidance for neuraxial procedures is still relatively uncommon secondary to technical challenges of real-time guidance in conjunction with the difficulties of ultrasound imaging of bony structures [4]. In contrast to ultrasound-guided peripheral nerve blocks done with real-time guidance where the needle tip is visualized, the common technique for ultrasound use in neuraxial anesthesia is to provide preprocedure landmarks so the operator estimates the placement of the needle tip, depth, and trajectory before needle insertion. Anatomical landmarks are visualized using the ultrasound along multiple viewing planes and skin markings are made based on these images. The ultrasound probe is then removed from the site, placed at rest and subsequent needle insertion is done blindly based on the skin markings and the provider’s recollection of approximate depth and trajectory from memory. This is not true ultrasound guidance per se, but rather ultrasound-assisted guidance. Little is known about the accuracy with which operators replicate an ideal needle path once identified via ultrasound.

The Microsoft HoloLens was introduced in 2016 and is the first self-contained, head-mounted mixed reality (MR) computing device. The headset is equipped with 4 tracking cameras and an infrared time-of-flight sensor, which allow 3D mapping of the surrounding environment, objects, and the user’s hands in real time. It allows for MR, positionally stable holograms projected into a user’s visual field. The user interface allows the detection of intuitive hand gestures or voice commands for application control [5]. Medical applications have included education, remote consultation, preoperative surgical planning, and surgical/procedural navigation [6]. We aimed to develop a proof-of-concept MR solution using the HoloLens to aid neuraxial blockade by allowing visualization of the ideal needle path identified on preprocedure ultrasound.

Methods

Ethical Considerations

This pilot study is part of a randomized controlled trial titled “Using Augmented Reality to 3D Map Needle Pathways in Real Time to Enhance Neuraxial Anesthesia,” which has been approved by the Sunnybrook Research Institute Ethics Board (#291-2018). Study objectives and protocol were explained in detail to eligible participants (anesthesia residents and attendings), after which both verbal and written consent were obtained.

Hardware Configuration and Software Development

To enable the HoloLens to detect the ultrasound transducer position, a quick response code optical tracking marker was developed (Figure 1). First, a high-resolution 3D scan of a curvilinear ultrasound probe was carried out with an EinScan HX handheld 3D scanner (SHINING 3D Tech Co Ltd). The resulting model was modified via Autodesk Fusion 360 (Autodesk Inc., San Rafael, United States of America), a computer aided design software to create a probe mount which matched the shape of the US transducer and allowed the attachment of a 10 cm by 10 cm two-dimensional barcode. We found this to be the smallest size barcode that was reliably registered by the HoloLens’s 2-megapixel camera [5]. The marker was then 3D-printed via a CR-10S 3D printer (Creality) using polylactic acid material.

Software development was conducted in the Unity development environment (Unity Technologies). The software will be made open source following completion of future studies. Detection of the 2D barcode was accomplished by incorporating the Vuforia Augmented Reality (AR) Software Development Kit (PTC Inc). The software allows the HoloLens headset to precisely register the position of the barcode, and therefore the ultrasound transducer, via the tracking marker. Upon registering the ultrasound marker location, the operator then confirms on the ultrasound screen that the desired trajectory is displayed. The trajectory hologram is frozen by putting the ultrasound probe and marker outside the HoloLens camera visual field. We have found that the ultrasound probe marker’s position is registered by the HoloLens in most configurations that are ergonomic for ultrasound use. A hologram of a line is then projected into the headset user’s visual field in the location of the central axis of the ultrasound transducer (Figure 2). The position, angulation, and size of the needle path hologram remain constant as the HoloLens operator moves. Likewise, if the patient moves, the needle path hologram does not change position and hence the patient must return to their original position to maintain the accuracy of the previously identified ideal needle path. Of note, the hologram does not provide any visual projection of the optimal depth.

To establish feasibility, a lumbar spine neuraxial phantom was created for pilot testing of the guidance system [7]. Five attending anesthesiologists and two anesthesia residents were recruited. They were given a 5-minute orientation to the developed MR needle guidance system. After the orientation, we allowed an unlimited amount of time to practice using the HoloLens technology on lumbar spine neuraxial phantoms. Multimedia Appendix 1 provides an in-depth look at how the HoloLens is used for guidance of needle angulation in phantom models. The difference between the Tuohy needle and hologram positions is due to a recording artifact and is not perceived by the user.
Augmented Procedural Technique Using MR

Similar to established techniques, the patient is optimally positioned for neuraxial anesthesia. The sitting or lateral decubitus position may be used. A patient positioning device is ideal to minimize patient movement. The operator performs the procedure while wearing the HoloLens headset, which minimally interferes with procedure ergonomics and visibility. A preprocedural, nonsterile ultrasound scan of the lumbar spine is performed with the prepared tracking marker attached to the transducer (Figure 3). The posterior complex is identified and placed in the middle of the ultrasound screen. The angulation of the ultrasound transducer is then registered by the headset detecting the position of the ultrasound transducer marker, and a hologram is projected into the user’s workspace, which replicates the needle path through the middle of the transducer (Figure 3 inset) in a clear path from skin to posterior complex. The central axis of the ultrasound transducer is represented by a holographic white or orange line (10 mm length, 2 mm diameter). These steps can be adapted for a paramedian approach.

The transducer is removed from the field, and its center point is marked on the skin in the usual fashion. The spatially stable hologram representing the ideal needle path remains projected into the user’s visual field although the hologram does not provide any information on the desired needle depth nor does it register the needle’s position in the user’s visual frame. Typical sterile prepping and draping and local anesthetic injection do not disrupt the position of the needle path hologram. Operators may then use this hologram to precisely align the needle angulation with the holographic projection in 3 dimensions from the marked skin entry point (Figure 4).
Figure 3. The user performs a preprocedural ultrasound, allowing the headset to subsequently generate a spatially stable hologram. The inset shows the operator's mixed reality view displaying a holographic guidance graphic (orange line along the central axis of the ultrasound transducer) with the tracking marker attached to the ultrasound probe.

Figure 4. The user performs a neuraxial technique in standard sterile fashion. The inset shows the hologram projected into the user's visual field to aid replication of the ideal needle path as identified on ultrasound.

Results

After an informed consent process, 7 participants were recruited for the study. Five were attending anesthesiologists with a minimum of 2 years of clinical experience as consultants and two were anesthesia residents (postgraduate year 3 or above). Upon completion of the orientation and practice session, participants were asked a yes or no question: “Do you feel adequately prepared and comfortable to use this needle guidance system with a patient?” All participants indicated “yes.” All participants required 3 or fewer practice repetitions with the lumbar spine neuraxial phantoms to feel comfortable.

Discussion

Principal Findings

To our knowledge, this study is the first description of the development and feasibility testing of an MR tool for neuraxial anesthesia using a head-mounted display. We developed holographic needle guidance software using the Microsoft HoloLens and determined its use to be feasible in lumbar spine phantoms. Since not all procedures are amenable to real-time ultrasound due to challenges of simultaneously scanning and performing the technique (such as in the case of neuraxial blockade), establishment of the optimal midline and trajectory can be crucial for procedure success. Our MR system allows for a trajectory aid in such situations.

Multiple studies support the use of MR and/or AR systems for various procedures. Ameri et al [8] designed an MR ultrasound...
image-guided system specifically for internal jugular vein central line insertion. Their system provided a virtual depiction of the needle and its trajectory throughout the procedure. They found that using this system led to a higher success rate of central line insertions in phantom models compared to ultrasound guidance alone for novice users (graduate students). However, when the system was used by 25 experienced physicians (attendings, residents, and fellows from anesthesiology, critical care, and emergency medicine), there was no benefit compared to ultrasound alone.

In an interventional radiology setting, Faiella et al [9] used a similar AR navigation system for computed tomography–guided percutaneous lung biopsies. The system used separate sensors to track needle position and orientation as well as patient movement. Their group found the system easy to use and diagnostically accurate with a low complication rate. This system was particularly efficacious for pulmonary nodules less than 10 mm in size, for which they noted the most drastic reduction in procedure time and a greater proportion of histological diagnoses obtained. Also in an interventional radiology setting, Marker et al [10] successfully used an AR-navigated interventional magnetic resonance imaging system for perineural injections of the thoracic, lumbar, and hypogastric sympathetic plexi, quoting a mean needle tip error of 3.9 (SD 1.7) mm and a mean procedure time of 33 (SD 12) minutes. Similar to our study, their system provided an ideal needle trajectory but did not track the needle in real time. Cumulatively, these studies demonstrate the efficacy of MR/AR systems for multiple procedure types and suggest potential for increased procedural efficacy and efficiency.

However, various limitations exist for the use of MR/AR for medical procedures. In a study of 17 participants comparing the use of AR with ultrasound alone, there was no statistically significant difference in the accuracy of identifying spinal levels prior to epidural placement between the two modalities, suggesting that AR may not enhance procedure accuracy [11]. A 2018 study by Condino et al [12] compared 20 participants’ performance on connect-the-dots tasks using the Microsoft HoloLens versus the naked eye on monocular and binocular trials. Although participants rated task workload and visual comfort as being similar between modalities, user performance was statistically superior during naked eye trials. This group concluded that AR devices may not increase the precision of manual tasks.

Other challenges presented by the use of MR/AR in clinical settings, especially for new users, include visual field distortion, attentional blindness, and challenges with software user interface manipulation (especially while conducting a sterile procedure) [13]. Cost is also a potential barrier to accessing these technologies. The most recent version of the Microsoft HoloLens is currently retailing for US $3500 [5].

Although this study shows promising results, further data are needed to investigate the effectiveness of MR use for neuraxial blockade. Our group is currently conducting a randomized controlled trial to compare traditional techniques for thoracic epidural placement to an MR/HoloLens-assisted technique for elective abdominal surgery at Sunnybrook Health Sciences Centre (ClinicalTrials.gov identifier NCT04028284).

Conclusions

In this study, we report the successful development and first use of an MR needle guidance technique for neuraxial anesthesia using a head-mounted device, the Microsoft HoloLens. Although this may have wide-ranging implications for many image-guided therapies, further study is required to quantify the potential accuracy and safety benefit of holographic guidance.
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Holographic guidance of needle angulation in a phantom model of the lumbar spine.
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Abstract

Background: Many traditional lifestyle interventions use calorie prescriptions, but most individuals have difficulty sustaining calorie tracking and thus weight loss. In contrast, whole food plant-based diets (WFPBDs) have previously shown significant weight loss without this issue. However, most WFPBD interventions are face-to-face and time-intensive, and do not leverage gold standard behavioral strategies for health behavior change.

Objective: This open pilot trial was the first to evaluate the feasibility of a fully featured, remotely delivered behavioral weight loss intervention using an ad libitum WFPBD.

Methods: Over 12 weeks, participants (N=15) with overweight or obesity received a newly designed program that integrated behavioral weight loss and a WFPBD prescription via weekly web-based modules and brief phone coaching calls. Assessments were performed at baseline, midtreatment (6 weeks), and after treatment (12 weeks).

Results: The intervention was rated as highly acceptable (mean 4.40 out of 5, SE 0.18), and attrition was low (6.7%). In all, intention-to-treat analyses revealed that 69% (10.4/15) of the participants lost 5% of their weight (mean –5.89, SE 0.68 kg). Predefined benchmarks for quality of life were met.

Conclusions: A pilot digital behavioral weight loss intervention with a non–energy-restricted WFPBD was feasible, and the mean acceptability was high. Minimal contact time (80-150 minutes of study interventionist time per participant over 12 weeks) led to clinically relevant weight loss and dietary adherence for most participants (10.4/15, 69% and 11.8/15, 79%, respectively), and quality of life improvements (reliable change indices >1.53). We hope that this work will serve as a springboard for future larger scale randomized controlled studies evaluating the efficacy of such programs for weight loss, dietary change, and quality of life.

Trial Registration: ClinicalTrials.gov NCT04892030; https://clinicaltrials.gov/ct2/show/NCT04892030
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Introduction

Background

Excess weight is a leading cause of death in industrialized countries and contributes to a wide range of health issues, including cardiovascular disease, type 2 diabetes, risk of certain cancers, and early mortality [1-4]. Standard approaches to weight loss rely on calorie prescriptions to achieve negative energy balance [5]. Calorie prescriptions, in conjunction with the provision of psychological and behavioral strategies (eg, goal setting, stimulus control, self-monitoring, problem solving, and cognitive restructuring) to facilitate lifestyle modification, are considered the current gold standard behavioral weight loss treatments (S-BTs) [6]. S-BTs produce, on average, 5% to 8% of body weight loss following intensive, year-long intervention [5]. However, one-third of individuals do not lose clinically significant levels of weight, and one-third of initial weight lost is regained in the year after treatment, with continued weight regain thereafter [7].

Overall, 2 core limitations (reliance on calorie tracking and lack of appetite control optimization) may contribute to the suboptimal outcomes of S-BT. S-BTs rely on meticulous dietary self-monitoring (ie, tracking everything consumed), which is considered the cornerstone of treatment success [5]. Indeed, thorough dietary self-monitoring is one of the strongest identified predictors of weight loss and maintenance outcomes following S-BT [8-10]. However, many participants find calorie tracking to be unappealing and arduous [11,12] and are unable to track their calorie intake consistently, accurately, and in the long term [11,13-15]. Another limitation of S-BT is that it is not optimized to address the increase in appetite that individuals face when losing weight [16]. That is, when individuals lose weight, a host of biological adaptations occur, including unfavorable changes to appetite that serve to guard against fat loss [16,17]. However, although appetite is recognized to play a critical role in governing energy intake and driving suboptimal weight loss and maintenance outcomes [18], S-BTs are not optimized to address the increase in appetite that individuals face during weight loss.

In contrast, a whole food plant-based diet (WFPBD) can produce clinically significant weight loss, health, and quality of life improvements in the absence of calorie tracking [19-22]. WFPBDs include vegetables, fruits, legumes, starches, and whole grains in minimally processed forms. This maximizes nutrient-dense, low-energy density foods, while limiting energy-dense foods (eg, processed foods and animal products). Decreasing dietary energy density with ad libitum consumption can result in weight loss while satiating appetite [23-25], potentially by reducing passive intake of high-calorie or high-fat foods [26] by increasing the volume of food that cues fullness [27] or owing to the satiating effects of a high-fiber diet low in energy density [28]. Indeed, WFPBDs have been found to significantly decrease ad libitum consumption compared with other diets. For example, individuals assigned to eat WFPBD meals ad libitum ate, on average, 689 calories per day fewer than those assigned to eat animal-based, low-carbohydrate meals ad libitum [24]. Plant-based diets also merit consideration for health and environmental benefits. Regarding physical health, WFPBDs are robustly associated with reduced risk of chronic reduction, including reduced rates of cardiovascular risk [21,29,30], hypertension [21], type 2 diabetes [31], and certain cancers [32]. Regarding the environment, plant-based foods are superior to animal products in terms of land use, freshwater use, land acidification, and greenhouse gas emissions [33].

Despite the potential of WFPBDs for health and weight loss, existing interventions using WFPBDs have 2 key limitations. First, the vast majority of WFPBD interventions are conducted in-person, and delivery requires significant time of participants and highly trained professionals [7,20] (for an exception, see the study by Turner-McGrievy et al [34]), of which there is a shortage [35,36]. In contrast, remotely delivered weight loss interventions, especially those with minimal human support, have a higher potential for dissemination and can produce clinically significant weight loss when engagement (eg, interactivity) and health behavior change (eg, accountability and self-monitoring) features are included [15,37-39]. In addition, although gold standard approaches to weight loss incorporate psychological and behavioral strategies to facilitate lifestyle modification (eg, stimulus control and regular self-weighing), most WFPBD interventions have provided nutrition information alone [20,40]. This likely limits their efficacy, as behavioral and psychological skills are known to improve the efficacy of weight loss interventions [41], and simply knowing what to do to lose weight does not necessarily translate into behavior change, as demonstrated by the superior efficacy of S-BT to psychoeducation alone [42].

Objectives

This open trial pilot study addressed these limitations by evaluating the feasibility of a remotely delivered digital behavioral weight loss intervention using an ad libitum WFPBD. The intervention was designed with accessibility in mind and thus was remotely delivered and required minimal time from the participants and clinicians. The intervention consisted of two core components: (1) weekly web-based modules delivering WFPBD nutrition counseling and gold standard behavioral weight loss strategies and (2) one-on-one, 10- to 15-minute phone coaching calls, with a study interventionist for most weeks. The primary aim was to evaluate recruitment feasibility and acceptability. The secondary aim was to evaluate the preliminary impact of the intervention on weight loss and dietary adherence. As an exploratory aim, we evaluated the preliminary impact of the intervention on the quality of life.

Methods

Participants

Adult men and women with overweight or obesity (BMI ≥25 kg/m²), aged 18 to 75 years, and residing in the United States were eligible as part of larger recruitment efforts for the ongoing weight loss trials at the Drexel University Center for Weight, Eating and Lifestyle Science (WELL Center). Recruitment for other weight loss trials in the center occurred through advertisements at radio stations and in newspapers and social media posts. Notably, no advertising specific to this study was...
conducted. Individuals interested in participating in a weight loss study were contacted via phone, and preliminary eligibility for weight loss trials in the WELL Center was assessed. Depending on the enrollment status of the other ongoing trials, individuals were provided preliminary information about this study and could elect to be screened for it. In addition, individuals ineligible for other trials in the WELL Center could elect to be screened for this study. Trained research staff then conducted a preliminary screening for this study. Approximately 0 to 2.5 months later, the first author (CC) contacted interested participants to discuss full eligibility. Full eligibility was assessed by phone, and baseline assessments were scheduled for those who were interested and eligible. Figure S1 in Multimedia Appendix 1 details participant flow and reasons for exclusion. Of the individuals who underwent preliminary screening for this study (N=86), the reasons for exclusion included lack of interest in following the study diet (25/86, 29%), >5% weight loss in the past 3 months (10/86, 12%), medical condition influencing weight or appetite (8/86, 9%), ongoing participation in another weight loss trial underway at the center (6/86, 7%), eating disorder pathology (3/86, 3%), poor English comprehension (3/86, 3%), already following the diet study (2/86, 2%), inability to attend appointments (2/86, 2%), BMI <25 (2/86, 2%), inability to follow the study diet (1/86, 1%), and consumption of medication known to cause weight gain (1/86, 1%).

The participants were recruited between November 2020 and February 2021. Given the novelty of the intervention, before the pilot trial, 7 participants were enrolled in a pretest of the intervention between December 2020 and February 2021. Following the pretest, refinements to the intervention were made, including streamlining content, addressing common confusion about the WFPBD earlier on, and adding more structured questions and goal setting to the phone coaching calls. Table S1 in Multimedia Appendix 1 presents a list of intervention refinements and the rationale for each. The refined intervention was then delivered to a set of 15 participants in the pilot trial, starting between January and February 2021 and ending between March and April 2021. Because this was a pilot feasibility study, a power analysis was not performed [43]. We aimed for a sample of 14 participants, because we deemed this sample size sufficient to evaluate feasibility and acceptability. Notably, this sample size is consistent with prior internet-delivered weight loss pilot interventions [44]. Exclusion criteria were the use of medications for weight loss, ≥5% weight loss in the past 3 months, current or planned pregnancy within the study period, bariatric surgery history, currently following a WFPBD, diagnosis of a serious medical or psychiatric condition influencing weight or appetite, high substance use, and eating pathology (ie, binge eating disorder diagnosis or subthreshold loss-of-control eating or compensatory behaviors).

Study Design
The Template for Intervention Description and Replication checklist and guide was used to inform the description of the intervention [45]. Reporting followed the guidelines of the CONSORT (Consolidated Standards of Reporting Trials) extension to pilot and feasibility trials (excluding items specific to randomization) [46]. The intervention comprised two components: (1) weekly web-based modules delivering behavioral weight loss strategies and WFPBD nutrition psychoeducation and (2) brief 10- to 15-minute coaching calls with a study interventionist.

Dietary Prescription
Participants were prescribed a WFPBD that promoted the intake of fruits, vegetables, starches, legumes, and whole grains [47]. Participants were encouraged to avoid processed foods, refined oils, and animal products and to minimize the consumption of high-fat plant-based foods. An adapted traffic-light diet chart (Figure S2 in Multimedia Appendix 1 [47]) outlined foods to eat, limit, and avoid. The participants were advised to eat until satiation (without restricting energy intake). Consistent with past WFPBD interventions and to ensure nutritional adequacy, participants were instructed to consume 50 μg of vitamin B12 supplements daily [47,48]. The participants were asked to purchase vitamin B12 supplements. If doing so imposed a financial burden, participants were mailed vitamin B12 supplements.

Behavioral Intervention
The behavioral or psychological strategies used in the intervention were developed based on existing gold S-BT [49], evidence-based behavioral change techniques (BCTs) [50], and social cognitive theory [51]. Content specific to WFPBD was primarily adapted from the BROAD study [47]. The intervention was also informed by feedback from 7 participants who experienced the preliminary beta version of the program (in particular, participant feedback resulted in the addition of mobile-friendly and printable PDFs of key materials, links to transcripts of videos, individualized weight goals, streamlined modules, more detailed information on the traffic-light diet chart provided in weeks 1 and 2, increased representation of body sizes in intervention content, a Google Classrooms tutorial, and guided inquiry related to nonadherence to the WFPBD). To inform intervention replication, Table S2 in Multimedia Appendix 1 presents a list of the BCTs used in this study according to the BCT taxonomy by Michie et al [50], which includes 93 individual behavior techniques grouped into 16 superordinate clusters. The intervention included a variety of BCTs (14 BCT clusters and 31 specific techniques).

Modules
The weekly web-based modules delivered in the intervention were created using a Google Slide add-on (Pear Deck) that enabled the integration of interactive questions were hosted on a popular e-learning platform (Google Classroom). Content was presented through a combination of audio, text, images, and interactive elements (eg, written reflection prompts, draggable questions, and Knowledge Check quizzes). The materials were adapted from existing, successful, and in-person behavioral weight loss treatments. Specifically, WFPBD nutrition counseling content was based primarily on materials delivered in the BROAD study [47] and featured materials on energy density [25], food cravings [52], and nutrition psychoeducation [53,54]. Psychological and behavioral skills were similar to those used in the Diabetes Prevention Program protocols [55] and past successful behavioral weight loss treatments [56] and...
included core behavioral strategies for weight loss and maintenance, such as stimulus control [49], problem solving [49], habit formation [57], and relapse prevention [58]. Content was divided into three parts: (1) transition (weeks 1 and 2, in which participants were asked to begin transitioning to a WFPBD), (2) change (weeks 3-6, in which participants were asked to fully adopt a WFPBD), and (3) sustain (weeks 7-12, in which participants received behavioral and psychological skills aimed at facilitating long-term weight maintenance). The modules were designed to take between 10 and 30 minutes to complete. Table S3 in Multimedia Appendix 1 presents an outline of the weekly intervention content. Following each module, to solidify learning, participants completed weekly worksheets (Put into Practice Assignments).

Each week, a new module was made available. The participants accessed each module individually and completed it at their own pace. Participants could complete modules at any time within the assigned week but were encouraged to set aside a consistent time to view the intervention content each week. Each week, participants had access to additional recipes, optional further reading, and examples of people who had successfully adopted a WFPBD lifestyle. We included cooking and educational resources from a diverse set of people in terms of age, race, gender, and cultural background. If participants did not complete the module, up to 2 follow-up emails were sent or reminder calls, made.

Phone Coaching
To facilitate dietary adherence and provide accountability and individualized feedback, key components of successful weight loss interventions [50], 9 to 11 one-on-one, 10- to 15-minute phone check-in calls were scheduled. The participants were permitted to miss up to 2 coaching calls in the event of holidays or sickness, and the final coaching call was optional. Phone coaching was conducted by the primary investigator, a clinical psychology doctoral student with training and prior experience in delivering behavioral weight loss. Before the study, the primary investigator received day-long training in behavioral weight loss from experienced, advanced practitioners and received weekly individual supervision on effective delivery of behavioral weight loss. Calls consisted of positive reinforcement, problem-solving support, and motivational support, in line with a motivational interviewing approach [59]. Figure S3 in Multimedia Appendix 1 details the full phone coaching protocol.

Weekly Weighing
Given the research on the advantages of frequent self-weighing [60], each week, participants entered their weight into a web-based spreadsheet that auto-populated a graph to visually depict progress. Automated emails prompted participants to enter their weight.

Measures
Assessments were performed at baseline, midtreatment (6 weeks), and after treatment (12 weeks) and were conducted remotely via Zoom (Zoom Video Communications, Inc). Informed consent was obtained at the baseline assessment, and participants were provided a tutorial on how to complete the modules and use Google Classrooms. A compensation of US $10 for the midtreatment (6 weeks) and US $20 for the posttreatment (12 weeks) assessment was provided.

Plant-Based Diet Familiarity
To contextualize our sample, we assessed plant-based diet history at baseline by asking participants to report whether they had eaten a plant-based diet in the past, for at least three months. Participants’ responses were coded into the following categories: previously vegan, vegetarian, pescatarian, flexitarian, or no prior plant-based diet familiarity (omnivorous).

Acceptability
Acceptability was assessed after treatment with a questionnaire adapted from prior work [44] that asked participants to report how satisfied they were with the program, the degree to which they found the program helpful, and the likelihood that they would recommend it to family or friends using a Likert scale ranging from 1 (not at all) to 5 (very much). After treatment, participants reported how helpful they found each intervention component (phone check-ins, modules, Put into Practice Assignments, and weight charts). Items were averaged to calculate a composite acceptability score. The intervention was considered feasible if the mean acceptability ratings >4 out of 5 for at least 80% of the participants, a rate consistent with prior digital interventions [44]. To inform iterative development, following each module, participants rated the degree to which the module was helpful and engaging using the same scale. Modules with an average rating >4 out of 5 were considered acceptable.

Feasibility
To evaluate feasibility, we examined the percentage of participants who were successfully retained in the study (defined as completing at least 10 of the 12 weekly modules and posttreatment assessment). The intervention was considered feasible if at least 80% of the participants met our retention criteria (completing at least 10 of the 12 modules as well as the posttreatment assessment), a retention rate consistent with previous brief digital interventions [39]. In addition, we examined the number of modules completed by the participants.

Anthropometric Data
Participants self-weighed weekly and at the baseline, midtreatment (6 weeks), and posttreatment (12 weeks) assessments, following recommended guidelines, that is, instructed to weigh the first thing in the morning at least three times (a fourth if weights are discrepant by >0.2 lbs), in no or light clothes, and ensuring the scale is on a hard, flat surface. Weight was self-reported in pounds and was later converted to kilograms by the researchers. Self-reported weight following such guidelines generally have high accuracy [61,62]. Consistent with the weight losses observed in past interventions of a 12-week duration that were successfully delivered remotely with minimal human support [39,63,64], we considered weight loss to be suggestive of a preliminary impact if approximately 50% of our sample lost clinically meaningful levels of initial body weight (5% of initial body weight) [65].
Dietary Adherence
At baseline, midtreatment (6 weeks), and after treatment (12 weeks), participants completed an adapted 18-item food frequency questionnaire aligned with the prescribed WFPBD traffic-light diet (Figure S2 in Multimedia Appendix 1 [47]) using a Likert scale ranging from 1 (rarely or never) to 6 (3 or more times per day). We examined the mean differences in consumption of green-, yellow-, and red-zone foods and overall dietary improvements (ie, weighted scores for the yellow- and red-zone foods subtracted from the green-zone foods). To weight scores, we multiplied responses in the ultragreen- and ultrared-zone categories by 3 and light green– and light red–zone food categories by 2. For interpretability, we transformed the scores to a 0 to 100 scale, with higher scores representing greater adherence. We considered dietary change to be meaningful and indicative of a preliminary impact if at least 80% of participants improved their dietary adherence score by at least 20 points. Adapted food frequency questionnaires have been found to be a valid method for capturing dietary intake across a wide range of omnivorous and plant-based diets [66].

Quality of Life
Participants completed the 36-item Short-Form General Health Survey (SF-36) [67] at baseline, midtreatment (6 weeks), and after treatment (12 weeks). The SF-36 assesses 8 domains: physical functioning, limitations owing to physical health, pain, general health, energy or fatigue, social functioning, emotional well-being, and mental health. This measure has been shown to have good validity [68]. Scores were converted to a 0 to 100 scale, with higher scores indicating better functioning. This scale produces summaries of both physical health and mental health components. Owing to an error in survey creation, item 22 was not presented at baseline, although it was presented at midtreatment and after treatment. The omission of item 22 did not appear to change the results or adversely affect internal consistency. Internal consistency in our sample was excellent for physical health (α=.92) and good (α=.85) for the mental health component summary. Because the level of change in SF-36 scores that reflect a clinically significant improvement among weight loss samples is not yet well established, we calculated a reliable change index at the 0.20 level [69]. If the product exceeds a z-score of 1.28, reflecting 80% confidence, we consider our results to be suggestive of a preliminary impact.

Statistical Analyses
Descriptive statistics were calculated for each outcome and process measure to evaluate whether benchmarks (specified a priori) thought to represent feasibility across several outcome measures were achieved (Table 1). Wilcoxon signed-rank tests were used to examine the preliminary impact of the intervention on weight loss, dietary change, and quality of life from before to after treatment. All variables are reported as the mean and SE of the mean or as frequencies. Analyses were conducted per-protocol (PP) and using the intention-to-treat (ITT) approach [55]. We imputed missing data (n=1 at midtreatment and after treatment) using multiple imputation procedures, a recommended approach for dealing with missing weight loss data [70]. We used SPSS (version 26) to conduct multiple imputations, specifying 5 generated data sets.

Table 1. Summary of intervention outcomes.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Benchmark</th>
<th>Benchmark attainment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feasibility</td>
<td>≥80% retained</td>
<td>93.3a</td>
</tr>
<tr>
<td>Program acceptability</td>
<td>≥80% acceptability ≥4 out of 5</td>
<td>77.3</td>
</tr>
<tr>
<td>Weight loss</td>
<td>≥50% achieving 5%</td>
<td>69.3a</td>
</tr>
<tr>
<td>Dietary adherence</td>
<td>≥80% changed diet by ≥20 scale points</td>
<td>78.7</td>
</tr>
<tr>
<td>Quality of life, RCIb</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical health component summary</td>
<td>≥1.28</td>
<td>3.94a</td>
</tr>
<tr>
<td>Mental health component summary</td>
<td>≥1.28</td>
<td>1.53a</td>
</tr>
</tbody>
</table>

aOutcomes that met or exceeded our benchmark. The results were reported from the intention-to-treat analyses.

Ethics Approval
All aspects of the study design were specified a priori and the Drexel University Institutional Review Board approved this study (protocol number 2008008061). The study was registered at ClinicalTrials.gov on May 19, 2021 (identifier NCT04892030). All the participants provided written informed consent.

Results

Baseline Characteristics
A total of 15 individuals participated in the study. The sample was primarily White (11/15, 73%; 3/15, 20% Black or African American; 1/15, 7% South Asian), middle-aged (mean 52.67, SE 2.12 years), employed full- (11/15, 73%) or part-time (1/15, 7%), and married (10/15, 67%). All participants were female and identified as women. BMI ranged from 26.66 to 80.49 kg/m² (median 35.25, SE 4.58 kg/m²). All participants endorsed at least some higher education: with 47% (7/15) reporting a
postgraduate degree, 27% (4/15) reporting a college degree, 13% (2/15) reporting an associate degree, and 13% (2/15) reporting some college. Participants had variable prior experiences with plant-based eating: with 13% (2/15) having been flexitarian, 13% (2/15) having been pescatarian, 20% (3/15) having been vegetarian, and none having been vegan. There was no discernible pattern for income brackets, and 20% (3/15) of the participants chose not to answer.

### Summary of Results

Table 1 summarizes the benchmark attainment for each outcome measure. Table 2 presents the descriptive statistics of each outcome measure at midtreatment and after treatment, separately. Figure 1 presents the outcomes at midtreatment and after treatment. Variables are reported as mean and SE or as frequency and percentage.

#### Table 2. Differences in outcome measures at midtreatment and after treatment.

<table>
<thead>
<tr>
<th></th>
<th>Baseline (0 weeks), mean (SE)</th>
<th>Midtreatment (6 weeks), mean (SE)</th>
<th>After treatment (12 weeks), mean (SE)</th>
<th>Change, mean (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anthropometric measures</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>113.95 (11.87)</td>
<td>104.67 (10.09)</td>
<td>102.03 (9.97)</td>
<td>−5.89 (0.68)</td>
</tr>
<tr>
<td><strong>Self-report surveys</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WFPBD FFQ^{a} (0-100)^{b}</td>
<td>56.24 (1.95)</td>
<td>82.35 (2.01)</td>
<td>81.35 (2.21)</td>
<td>25.17 (1.70)</td>
</tr>
<tr>
<td>Green zone (raw mean)</td>
<td>3.30 (0.19)</td>
<td>4.66 (0.20)</td>
<td>4.56 (0.21)</td>
<td>1.14 (0.14)</td>
</tr>
<tr>
<td>Yellow zone (raw mean)</td>
<td>2.47 (0.14)</td>
<td>1.93 (0.11)</td>
<td>1.85 (0.13)</td>
<td>−0.61 (0.11)</td>
</tr>
<tr>
<td>Red zone (raw mean)</td>
<td>2.94 (0.16)</td>
<td>1.59 (0.09)</td>
<td>1.62 (0.11)</td>
<td>−1.38 (0.12)</td>
</tr>
<tr>
<td>Quality of life (physical)</td>
<td>67.17 (5.45)</td>
<td>81.02 (3.08)</td>
<td>82.76 (3.38)</td>
<td>13.54 (3.96)</td>
</tr>
<tr>
<td>Quality of life (mental)</td>
<td>72.08 (4.07)</td>
<td>76.21 (4.52)</td>
<td>79.40 (4.73)</td>
<td>7.43 (4.78)</td>
</tr>
</tbody>
</table>

^{a}WFPBD FFQ: whole food plant-based diet food frequency questionnaire.

^{b}The WFPBD FFQ transformed to a 0 to 100 scale. A score of 0 represented complete dietary nonadherence (ie, frequent intake of red and yellow zone foods and no or limited intake of green-zone foods), and a score of 100 represented complete adherence.

Figure 1. Outcomes at midtreatment and after treatment. Mean values for participants (N=15) at baseline, midtreatment (6 weeks), and after treatment (12 weeks) for (A) percent weight change, (B) diet change on the adapted food frequency questionnaire, (C) quality of life (physical component) as assessed by the 36-item Short-Form General Health Survey (SF-36), and (D) quality of life (mental component), as assessed by the SF-36. Error bars represent SE of the mean. Percent weight change and percent waist change, rather than percent weight loss and waist circumference loss, are depicted by the convention.
Feasibility

The feasibility benchmark of retaining at least 80% of the participants was met (Table 1). A participant dropped out of treatment in week 2. Of the remaining participants, only 1.2% (2/168) modules were collectively missed. Participants received 8 to 10 coaching calls (80-150 minutes of coaching over the 12-week intervention period). Of the treatment completers, 14% (2/14) received 8 calls, 36% (5/14) received 9 calls, and 50% (7/14) received 10 calls. The reasons for missed calls included holidays and sickness.

Acceptability

Acceptability was, on average, high (ITT: mean 4.40, SE 0.18; PP: mean 4.43, SE 0.18), although the percentage of participants attaining the program acceptability benchmark (ITT: mean 77.3%, SE 11.9%; PP: mean 73.3%, SE 26.7%) fell slightly below our goal of 80% attaining this benchmark (Table 1). Participants rated the weekly weigh-ins as most helpful (ITT: mean 4.53, SE 0.19; PP: mean 4.57, SE 0.17), followed by the web-based modules (ITT: mean 4.39, SE 0.21; PP: mean 4.43, SE 0.2), phone check-ins (ITT: mean 4.2, SE 0.29; PP: mean 4.21, SE 0.28) and Put into Practice Assignments (ITT: mean 3.96, SE 0.34; PP: mean 4, SE 0.31). All modules were rated as acceptable (24 out of 5) except for week 7, which presented content on common nutrition myths and advanced cooking techniques (ITT: mean 3.87, SE 0.27; PP: mean 3.89, SE 0.27) and week 8, which presented content on social support (ITT: mean 3.97, SE 0.23; PP: mean 3.96, SE 0.23). The highest rated module was week 11, which presented content on relapse prevention (ITT: mean 4.45, SE 0.19; PP: mean 4.42, SE 0.21), followed by week 9, which presented content on stress and emotional eating (ITT: mean 4.42, SE 0.21; PP: mean 4.46, SE 0.2).

Weight Loss

The weight loss benchmark was attained (Table 1). Weight loss (ITT: mean 5.89, SE 0.68 kg; PP: mean 5.86, SE 0.73 kg) was observed before to after intervention (z=-3.41; P<.001; Cohen d 0.74).

Dietary Change

The percentage of participants meeting the dietary adherence benchmark (ITT: 11.8/15, 79%; PP: 11/14, 79%) fell slightly short of our goal of 80% of participants meeting this benchmark (Table 1). Large dietary changes (ITT: mean 25.17, SE 1.70; PP: mean 25.2, SE 1.80) were observed from before to after treatment (z=-3.41; P<.001; Cohen d 1.55).

Quality of Life

The quality of life benchmark was met (Table 1). Large changes in the physical health component summary of the SF-36 (ITT: mean 13.54, SE 3.96; PP: mean 13.48, SE 4.24) were observed before to after treatment (z=-3.24; P<.001; Cohen d 0.97). Small to medium changes (ITT: mean 7.43, SE 4.78; PP: mean 7.59, SE 5.13) were observed in the mental health component summary (z=-1.24; P=.22; Cohen d 0.45).

Discussion

Principal Findings and Comparison With Prior Work

This open pilot trial was the first to evaluate a remotely delivered ad libitum WFPBD behavioral weight loss intervention for adults with overweight or obesity, with minimal coaching support contact (80-150 minutes per patient over the course of 3 months). Our study was unique in that it integrated behavioral weight loss with an ad libitum WFPBD prescription that was remotely delivered. The results support the feasibility of the intervention and the preliminary impact of the intervention on weight loss and quality of life. The overall acceptability ratings were high, although they did not reach our acceptability benchmark (ITT: 77.3% vs the 80% prespecified). Similarly, dietary change over the course of the intervention was large (Cohen d 1.55), although dietary adherence did not reach the dietary adherence benchmark (ITT: 78.7% vs 80% prespecified). Thus, this study extends research on the feasibility and, potentially, the acceptability of a remotely delivered lower intensity format [20]. Our results support future studies examining the impact of interventions on weight loss, dietary adherence, and quality of life.

The results are promising given the need for more accessible and lower intensity weight loss treatments [71], especially those that do not require substantial participant time (eg, calorie tracking) or staff time (approximately 10-15 minutes weekly). In contrast, current gold standard behavioral treatments are expensive to deliver and require a workforce of expert clinicians, of which there is a shortage [72]. Therefore, if supported by further research, policy makers and practitioners could offer such a program to individuals seeking weight loss.

In contrast to traditional weight loss approaches that rely on calorie tracking to achieve a negative energy balance, the outcomes of our study were achieved with an ad libitum diet. Thus, our work extends the literature on weight loss approaches that rely on natural satiation mechanisms to achieve negative energy balance [25,73]. Although our results bear replication, the percentage of participants meeting the 5% weight loss threshold is similar to the level of weight loss achieved in other web- or app-based behavioral weight loss programs requiring food tracking and supplemented by remote human support [39,74]. In addition, clinically significant changes in diet and quality of life were observed in most participants. Thus, in contrast to prevailing weight loss approaches that produce weight loss to the extent that individuals track calories and adhere to specific calorie goals [5], WFPBDs do not require burdensome calorie tracking. Instead, they allow individuals to achieve negative energy balance through natural satiation mechanisms and may thus represent a promising alternative weight loss approach. Further research on behavioral weight loss treatments using ad libitum diets is critical, given the demand for non–calorie-tracking weight loss approaches [12,75] and given that calorie tracking noncompliance is prevalent and largely tracks weight regain [7,9] among individuals in weight loss programs that prescribe calorie goals.

Finally, this study was unique in its integration of WFPBD nutrition psychoeducation with behavioral and psychological support contact (80-150 minutes per patient over the course of 3 months). Of the treatment completers, 14% (2/168) modules were collectively missed. Participants received 8 to 10 coaching calls (80-150 minutes of coaching over the 12-week intervention period). Of the treatment completers, 14% (2/14) received 8 calls, 36% (5/14) received 9 calls, and 50% (7/14) received 10 calls. The reasons for missed calls included holidays and sickness.
principles for health behavior change [49,50,55]. Such strategies (eg, regular self-weighing and relapse prevention), as well as the inclusion of features shown to produce engagement and health behavior change in prior remotely delivered interventions (eg, interactivity, personalized elements, accountability, and self-monitoring), may facilitate efficacy [15,37,39]; however, this requires testing with a larger sample.

limitations
This study had several limitations. First, the observed enrollment rate of 27% is somewhat smaller than that observed in other trials at our center (33%-38%) [49,76]. Several factors may have resulted in a slightly lower enrollment yield rate, including the fact that participants were recruited from a generic pool of participants (vs the usual practice of advertising a specific study), interested individuals were contacted after up to a 2.5-month delay, and screenings for several weight loss trials occurred concurrently, leading some individuals to, instead, enroll in other trials. We anticipate that recruiting for a fully powered trial will be feasible, especially with study-specific advertisements.

Dietary acceptability also affected the enrollment rate; 29% (25/86) of individuals screened for this study were excluded owing to a lack of interest in following the WFPBD, suggesting that a WFPBD is not universally acceptable. Notably, conventional diets used in S-BT (which require meticulous calorie tracking) are likewise not universally acceptable [12] and may prevent individuals from enrolling in S-BT. In addition, many individuals enrolled in S-BT are unable to sustain calorie-tracking requirements, suggesting that conventional diets are not feasible over the long term for many [15]. Thus, although not universally acceptable, ad libitum WFPBDs may represent a viable alternative, especially for those who find calorie-tracking approaches unappealing or unsustainable. A promising future research direction is to evaluate recruitment feasibility for behavioral weight loss programs using standard versus ad libitum WFPBDs.

As this was an open pilot trial, results need to be replicated in larger samples, with a control condition and long-term follow-up period. Given that ad libitum WFPBD interventions rely on natural satiation mechanisms rather than calorie tracking to achieve negative energy balance, it is possible that a behavioral weight loss program using an ad libitum WFPBD may produce more sustained weight loss outcomes than behavioral weight loss interventions using a traditional calorie-prescribed diet [77]; however, this question requires empirical testing. Given the notorious challenge of obtaining accurate self-reports of dietary intake [11], future research should include more rigorous measures of dietary intake, such as 24-hour recalls administered by a registered dietician. The dietary adherence measure in this study was likely limited by retrospective bias (eg, reports over the past month) and may have been affected by participant characteristics (eg, those with higher conscientiousness or nutrition knowledge may have had higher accuracy).

Notably, our sample consisted of middle-aged women with higher than average educational attainment [78]. The degree to which our findings can be generalized to samples beyond those represented in this study is unknown. Our sample may have also had higher than average levels of motivation to lose weight or change their diet, including greater willingness to make substantive dietary changes. Future research would benefit from examining not only the efficacy of behavioral weight loss treatments using WFPBDs but also its effectiveness in community samples [47]. It is also important to note that this study was conducted during the COVID-19 pandemic, which may have influenced dietary behavior.

Finally, to assist in intervention streamlining and cost-effectiveness, future research would benefit from disentangling active treatment components from inert ones, examining the optimal dose of costly intervention components (ie, phone coaching) and exploring stepped care approaches (eg, providing phone coaching only to those who do not respond to modules alone or automated messages). Indeed, in this intervention, acceptability ratings for phone coaching were variable (mean 4.20, SE 0.29), with some participants reporting that phone coaching was an essential treatment component for them, while others reporting a desire for less frequent meetings.

conclusions
In sum, the results supported the feasibility of a 12-week remotely delivered intervention, prescribing a nonenergy-restricted WFPBD with minimal human contact (10-15 minutes most weeks). Feasibility was achieved, and the results support further research to evaluate efficacy for weight loss, dietary adherence, and quality of life. The program appears promising, given the need for more accessible alternatives to in-person and calorie tracking–based weight loss approaches. If supported by further research, such an intervention could be considered a frontline treatment, owing to the cost-effectiveness of digital treatments [74]; the limited time required of participants and staff; individuals’ preferences for lower intensity treatments [79]; the need for remotely delivered treatments, especially in light of the COVID-19 pandemic; and the wide-ranging health benefits of this dietary approach. This intervention might be of particular benefit to individuals who do not have access to in-person treatment, who do not benefit from S-BT, or who find calorie-tracking approaches to weight loss difficult to sustain. To build upon the current research, we are currently conducting a randomized controlled trial evaluating the efficacy of a remotely delivered behavioral weight loss intervention using an ad libitum WFPBD, in comparison with the current gold standard behavioral weight loss approach (S-BT).
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Abstract

Background: Delirium in hospitalized patients is a syndrome of acute brain dysfunction. Diagnostic (International Classification of Diseases [ICD]) codes are often used in studies using electronic health records (EHRs), but they are inaccurate.

Objective: We sought to develop a more accurate method using natural language processing (NLP) to detect delirium episodes on the basis of unstructured clinical notes.

Methods: We collected 1.5 million notes from >10,000 patients from among 9 hospitals. Seven experts iteratively labeled 200,471 sentences. Using these, we trained three NLP classifiers: Support Vector Machine, Recurrent Neural Networks, and Transformer. Testing was performed using an external data set. We also evaluated associations with delirium billing (ICD) codes, medications, orders for restraints and sitters, direct assessments (Confusion Assessment Method [CAM] scores), and in-hospital mortality. F1 scores, confusion matrices, and areas under the receiver operating characteristic curve (AUCs) were used to compare NLP models. We used the \( \phi \) coefficient to measure associations with other delirium indicators.

Results: The transformer NLP performed best on the following parameters: micro F1=0.978, macro F1=0.918, positive AUC=0.984, and negative AUC=0.992. NLP detections exhibited higher correlations (\( \phi \)) than ICD codes with deliriogenic medications (0.194 vs 0.073 for ICD codes), restraints and sitter orders (0.358 vs 0.177), mortality (0.216 vs 0.000), and CAM scores (0.256 vs 0.028).

Conclusions: Clinical notes are an attractive alternative to ICD codes for EHR delirium studies but require automated methods. Our NLP model detects delirium with high accuracy, similar to manual chart review. Our NLP approach can provide more accurate determination of delirium for large-scale EHR-based studies regarding delirium, quality improvement, and clinical trails.

(JMIR Form Res 2022;6(6):e33834) doi:10.2196/33834
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Introduction

Delirium is an acute neuropsychiatric syndrome with features of inattention and global cognitive dysfunction, associated with increased hospital length of stay, in-hospital mortality, and long-term cognitive disability [1]. Delirium occurs in up to 26% of hospitalized patients; prevalence rates may reach 42% in patients older than age 65 years [2].

Electronic health records (EHRs) offer a rich source of information for studies of delirium; however, determining which patients have delirium is challenging. Manual review of medical records is time consuming, limiting studies to a small fraction of patients at risk. A more scalable approach is to use International Classification of Diseases (ICD) billing codes. This approach was recently used by a study [3] to assess 200 patients admitted to a skilled nursing facility, revealing that
ICD codes achieved 96.0% specificity but only 53.1% sensitivity. Another study [4] analyzed clinical data from 184 older adults at one academic medical center and found that ICD codes had a specificity of 98% and sensitivity of 18%. Thus, ICD codes miss a large fraction of patients with delirium.

On the other hand, rich information about patients' status exists in narrative clinical notes from doctors, nurses, physical therapists, and other health care workers [5]. However, extracting this information is challenging because of the flexibility of natural language.

In this work, we collected 1.5 million clinical notes from over 10,000 patients from 7 distinct cohorts from among 9 hospitals and developed a natural language processing (NLP) algorithm to identify patients with delirium from unstructured EHR notes.

**Methods**

**Data Set Description and Sentence Extraction**

We collected 1,565,678 clinical notes from 10,516 patients from 9 hospitals, including Massachusetts General Hospital, Brigham and Women's Hospital, Cooley Dickinson Hospital, Martha's Vineyard Hospital, McLean Hospital, Nantucket Cottage Hospital, Newton-Wellesley Hospital, North Shore Medical Center, and Spaulding Rehabilitation Hospital. These 10,516 patients were from 7 previously assembled cohort studies:

- Antiepileptic drug (AED) data set: this data set comprises patients who received AEDs and is used to study adverse effects of AEDs (n=852).
- GIFTS data set: this data set comprises older patients admitted for orthopedic surgery and is used to study delirium (n=576).
- Dementia data set: this data set comprises patients who were at risk for dementia and is used to study dementia (n=802).
- COVID-19 data set: this data set comprises patients who were hospitalized for COVID-19 and is used to study hospitalization, intensive care unit admission, intubation, and mortality prediction for patients with COVID-19 (n=3429).
- NCC data set: this data set is used to study neurological diseases such as delirium, headache, and anosmia for patients at neurocritical care units (n=1985).
- LTM data set: this data set comprises acutely ill patients undergoing continuous electroencephalographic monitoring (n=395). These patients underwent in-person delirium assessments by research staff. Thus, this data set contains assessment records rather than clinical notes.
- Control data set: this data set comprises inpatients randomly selected as a control group from the Massachusetts General Brigham hospital system (n=2477).

Demographic features of these cohorts are shown in Multimedia Appendix 1.

**Creating the Gold Standard: Sentence Labeling**

We first created a comprehensive collection of keywords related to delirium; these included the following: “delirium,” “delirious,” “encephalopathy,” “confused,” “confusion,” “agitated,” “agitation,” “inattentive,” “inattention,” “disorient,” “disoriented,” “disorientation,” “reorient,” “restraints,” “lethargy,” “psychosis,” “hallucination,” “inappropriate behavior,” “fluctuating arousal,” “altered mental status,” “mental status change,” “fluctuating mental status,” and “waxing and waning mental status.” We extracted all sentences containing any of these keywords from the assembled collection of notes.

Next, we created a gold-standard set of labels for sentences. Examples are shown in Multimedia Appendix 2.

We developed a graphical user interface (GUI) for efficient iterative labeling of sentences. Active learning, an algorithm to select the most informative samples, was used to select candidate sentences in each round. The labeling process was as follows:

- Step 0: candidate sentences were randomly selected from the set of unlabeled sentences.
- Step 1: experts labeled candidate sentences and created regular expressions called “always patterns” (described below in Regular Expression Generation).
- Step 2: unlabeled sentences were screened for “always patterns,” corresponding labels were assigned to sentences that match, and these were added to the labeled set.
- Step 3: the labeled sentences were used to train a classifier (introduced in Prediction Model).
- Step 4: the classifier was used to scan unlabeled sentences and assign them a label and an embedding vector.
- Step 5: sentence embedding vectors were used to generate an embedding map via Uniform Manifold Approximation and Projection [6].
- Step 6: candidate sentences were selected from the unlabeled data set with two query strategies: uncertainty based on the entropy of prediction scores and diversity based on the embedding map (Multimedia Appendix 3). Each query selects half of the candidate sentences for the next round. Then, the process was reverted to step 1.

**Regular Expression Generation**

While labeling sentences, experts created “always patterns”: a regular expression that, when present, warrants assigning the corresponding label to the sentence. Multimedia Appendix 2 provides examples of “always patterns” for positive, negative, and neither patterns. The GUI used “always patterns” to scan the residual unlabeled sentences to assign a label to all matched sentences, thus enhancing labeling efficiency.

**Prediction Model**

We developed three models to identify delirium sentences: Support Vector Machine (SVM), long short-term memory (LSTM), and Transformer models. The LSTM model was also used in active learning when collecting labels. Details of the three models are as follows.

SVM is a widely used text classifier based on a “bag of words” representation [7]. Sentences with delirium-related keywords are first transformed into sentence vectors via “a bag of unigrams and bigrams,” and the SVM algorithm finds hyperplanes that separate different categories. The distances between sample points and hyperplanes are used to calculate prediction scores.
Recurrent neural networks with LSTM units (RNN-LSTM) are common models for sequence learning, where an LSTM unit contains a cell for memory, an input gate to control input information flow, an output gate to control output information flow, and a forgetting gate to update memory [8]. We used a 3-layer bidirectional RNN with LSTM units to encode sentences. The vector representation corresponding to the keyword location was used for classification.

A transformer is a previously proposed [9] transduction model that computes a representation of each word in a sentence relying on self-attention. It is also the model used in Bidirectional Encoder Representations from Transformers (BERT) [10]. We used a 3-layer Transformer model to transform a sentence into a sequence of vectors. The vector representation corresponding to the delirium keyword was then used for classification. The word vectors from BERT were used as initial vectors.

**Comparison of Delirium NLP Results With Other Delirium Indicators**

To evaluate construct validity of our EHR-based delirium detection algorithms, we evaluated the strength of the association between presence of delirium as detected by our NLP models with other clinical outcomes or events known to be associated with delirium. These included the use of ICD billing codes for delirium; use of medications related to delirium; use of restraints and sitters; and in-hospital mortality. For one cohort (the LTM data set) we had access to one-time in-person delirium assessments using the Confusion Assessment Method (CAM), which has been already been validated as a good proxy for DSM-5 in prior studies. For these, we compared the presence of delirium, as defined by CAM, with the presence of positive delirium sentences in clinical notes during hospitalization. Details are provided in Multimedia Appendix 4.

**Interrater Agreement**

Pairwise interrater agreement (IRA) is used to measure agreement between human and human (model) for each category. Details are provided in Multimedia Appendix 5.

**Data Split for Evaluation**

We combined the AED, GIFTS, Dementia, COVID-19, NCC, and Control data sets to yield a data set for sentence labeling based on active learning. We collected 200,471 labeled sentences, including those directly labeled by human experts and those matched by “always patterns.” Of the 200,471 labeled sentences, 176,800 were “positive,” 15,577 were “negative,” and 8094 were “neither” sentences.

We designed two types of tests for NLP delirium detection algorithms: an internal test and an external test (see Multimedia Appendix 6).

**Internal Test**

In the internal test, we followed the standard machine learning evaluation pipeline, randomly splitting the 200,471 labeled sentences into a training data set (120,283 sentences, 60%), validation data set (40,094 sentences, 20%) for hyperparameter tuning, and test data set (40,094 sentences, 20%) for performance evaluation.

**External Test**

The LTM data set was not used for training the NLP algorithms. It was used entirely for testing. The LTM data set contained 16,067 sentences: 14,378 positive, 1193 negative, and 496 neither sentences.

**Data Security and Ethics Approval**

We have ethics approval (2013P001024) from the MassGeneral Brigham institutional review board to work with identified data internally. We will deidentify the data for sharing them with external partners to test and improve the models together. Some existing deidentification algorithms have been developed, such as the Physionet algorithm [11] and the Philter algorithm [12], but the recall of these algorithms is close to 100% rather than 100% perfect. Another option is federated learning, namely training the model across multiple decentralized machines holding local data by us and our external partners, without exchanging them.

**Results**

**Performances of Delirium NLP classifiers**

In the following analysis, the 95% CIs were calculated through bootstrapping [13].

Table 1 compares performances of SVM, RNN-LSTM, and Transformer on both internal and external tests. As the data set is an imbalanced multiclass data set, micro F1 scores, and macro F1 scores were used to evaluate performance [14]. When using micro F1 scores, the performance of the SVM, RNN-LSTM, and Transformer models was close on both the internal and external test sets. However, when using macro F1 scores, which measure average performance across categories, on the internal test the Transformer (0.927, 95% CI 0.925-0.930) performed similarly to the RNN-LSTM (0.922, 95% CI 0.920-0.925), and both Transformer and RNN-LSTM outperformed the SVM (0.839, 95% CI 0.835-0.842). In the external test set, the Transformer (0.918, 95% CI 0.914-0.921) displayed the best performance, while the SVM (0.885, 95% CI 0.881-0.889) displayed slightly better performance than the RNN-LSTM (0.868, 95% CI 0.862-0.874). Overall, the Transformer was thus the best model based on both micro F1 and macro F1 metrics.

Figure 1 illustrates confusion matrices for the best Transformer, normalized by row to show recall (sensitivity), and by column to show precision (positive predictive value). For the Positive category, precision and recall on both the internal and external test were close to 0.99. For the Negative category, on the internal test, precision (0.916, 95% CI 0.911-0.920) was slightly higher than recall (0.893, 95% CI 0.889-0.897), while on the external test, recall (0.947, 95% CI 0.942-0.951) was much higher than precision (0.861, 95% CI 0.852-0.870). For the Neither category, on both internal and external tests, precision (0.916, 95% CI 0.909-0.923 vs 0.886, 95% CI 0.877-0.894) was better than recall (0.867, 95% CI 0.860-0.873 vs 0.848, 95% CI 0.836-0.859). In summary, performance on the Negative category was better than that on the Neither category, and performance on the Positive category was better still.
Figure 2 compares receiver operating characteristic (ROC) curves and areas under the ROC curve (AUCs) for the Positive, Negative, and Neither categories on both internal and external tests. On the internal test data, the Transformer (Positive: 0.981, 95% CI 0.980-0.983; Negative: 0.985, 95% CI 0.984-0.986; Neither: 0.974, 95% CI 0.971-0.976) and RNN-LSTM (Positive: 0.980, 95% CI 0.978-0.981; Negative: 0.982, 95% CI 0.981-0.983; Neither: 0.972, 95% CI 0.969-0.974) were close, and both were better than SVM (Positive: 0.962, 95% CI 0.961-0.964; Negative: 0.962, 95% CI 0.961-0.963; Neither: 0.966, 95% CI 0.963-0.968).

On the external test, for the Positive category, the Transformer (0.984, 95% CI 0.983-0.985) was the best, and the RNN-LSTM (0.980, 95% CI 0.979-0.984) was better than the SVM (0.979, 95% CI 0.977-0.981). For the Negative category, the Transformer (0.992, 95% CI 0.991-0.993) was the best, followed by RNN-LSTM (0.984, 95% CI 0.982-0.985), and then the SVM (0.979, 95% CI 0.977-0.981). For the Neither category, the SVM (0.984, 95% CI 0.982-0.986) was the best, followed by the Transformer (0.969, 95% CI 0.967-0.973) and the RNN-LSTM (0.952, 95% CI 0.949-0.955).

We conclude that overall, the Transformer model performed the best. Hereinafter, “NLP” refers to the Transformer model.

Table 1. F1 scores for the Support Vector Machine, recurrent neural networks with long short-term model, and the Transformer model.

<table>
<thead>
<tr>
<th>Scores</th>
<th>Support Vector Machine, mean (95% CI)</th>
<th>Recurrent neural networks with long short-term model, mean (95% CI)</th>
<th>Transformer, mean (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Micro F1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internal test</td>
<td>0.949 (0.948-0.951)</td>
<td>0.977 (0.976-0.978)</td>
<td>0.978 (0.977-0.979)</td>
</tr>
<tr>
<td>External test</td>
<td>0.964 (0.963-0.966)</td>
<td>0.967 (0.965-0.968)</td>
<td>0.978 (0.977-0.979)</td>
</tr>
<tr>
<td>Macro F1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internal test</td>
<td>0.839 (0.835-0.842)</td>
<td>0.922 (0.920-0.925)</td>
<td>0.927 (0.925-0.930)</td>
</tr>
<tr>
<td>External test</td>
<td>0.885 (0.881-0.889)</td>
<td>0.868 (0.862-0.874)</td>
<td>0.918 (0.914-0.921)</td>
</tr>
</tbody>
</table>
Figure 2. Receiver operating characteristic (ROC) curves for delirium classifiers. AUC: area under the curve, LSTM: long short-term model, SVM: Support Vector Machine.

### Associations Between Delirium NLP Results and Other Delirium Indicators

Next, we compared associations between delirium NLP results and other delirium indicators. Results are shown in Table 2. For the NCC cohort (n=1985 patients), we assessed associations of NLP-detected delirium with delirium ICD code usage, medications, restraints and sitter orders, and mortality. For the LTM data set (n=395), we analyzed associations with CAM scores. For comparison, we also calculated the association of ICD code usage with the same delirium indicators.

We calculated these delirium indicators at the patient level, such that each patient is assigned a “+1” for NLP-based detection of delirium if they have one or more sentences classified as Positive by the NLP Transformer algorithm; otherwise, they were assigned a “–1.” Similarly, patients were assigned scores of “+1” or “–1” for each of the other delirium indicators. We used the $\phi$ coefficient (mean square contingency coefficient) to measure associations between NLP-based delirium detections and each delirium indicator. When using our NLP detector to classify sentences in the NCC (or LTM) data set, the NCC (or LTM) data were only used as test data, as illustrated in Multimedia Appendix 6.

Table 2 shows that associations of delirium indicators with NLP results are much stronger than those with ICD codes. In the NCC data set, the NLP model identified 1117 out of 1985 patients with positive delirium sentences (which were verified to be correct through manual review) but no delirium ICD codes. This highlights the low sensitivity of delirium ICD codes relative to manual chart review, and the excellent sensitivity of the NLP algorithm.
Table 2. Associations between delirium natural language processing indicators and other delirium indicators.

<table>
<thead>
<tr>
<th>Data sets and delirium indicators</th>
<th>International Classification of Diseases codes, mean (95% CI)</th>
<th>Natural language processing classifiers, mean (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>International Classification of Diseases codes</td>
<td>1</td>
<td>0.134 (0.133 to 0.135)</td>
</tr>
<tr>
<td>Medication</td>
<td>0.073 (0.072 to 0.074)</td>
<td>0.194 (0.192 to 0.197)</td>
</tr>
<tr>
<td>Restraints and sitter orders</td>
<td>0.177 (0.176 to 0.179)</td>
<td>0.358 (0.357 to 0.361)</td>
</tr>
<tr>
<td>Mortality</td>
<td>0.000 (--0.0002 to 0.0001)</td>
<td>0.216 (0.215 to 0.217)</td>
</tr>
<tr>
<td>LTM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confusion Assessment Method</td>
<td>-0.028 (--0.025 to --0.030)</td>
<td>0.256 (0.252 to 0.259)</td>
</tr>
</tbody>
</table>

Coverage Analysis

In creating the gold standard for labeling sentences, we developed many “always patterns” for delirium. While this set of sentences was large, we hypothesized that it might not be exhaustive; therefore, we investigated the coverage of our “always patterns” in another data set.

We analyzed the coverage of “always patterns” as follows. First, in the development data set (AED, GIFTS, Dementia, COVID-19, NCC, and control cohorts)—used for labeling the gold-standard set of sentences and for developing “always patterns”—97.6% (195,680) of sentences with delirium keywords were matched by at least one “always pattern.” In the LTM data set, which was not used for labeling sentences, 78.2% (12,569) of sentences with delirium keywords matched at least one “always pattern.”

We next tested the extent to which sentences not matched by “always patterns” were still accurately classified by the NLP model. To accomplish this, we randomly selected 400 sentences as follows:

- 100 sentences that both the Transformer and LSTM models predicted “Positive” for delirium
- 100 sentences that both the Transformer and LSTM models predicted “Negative” for delirium
- 100 sentences that both the Transformer and LSTM models predicted “Neither”; namely, not relevant to delirium
- 100 sentences on which the Transformer and LSTM models disagreed.

Two human experts (SM and MBW) independently labeled these 400 unmatched sentences. Pairwise IRA results are shown in Figure 3, where 95% CIs were calculated through Bootstrapping [13]. For unmatched sentences, the performance of model IRA (LSTM, Transformer) was close to that of human IRA for the Negative category but displayed gaps for Positive and Neither categories compared with human IRA.

We next investigated whether performance gaps in the new data set could be easily removed without repeating a large amount of sentence relabeling. For this investigation, we tried fine-tuning the Transformer model with a previously reported procedure [10]. This was readily done (green bars).

We conclude that the Transformer model is quite general, but not exhaustive; nevertheless, when gaps are encountered, the model can be readily tuned to accommodate previously unseen delirium sentence patterns.

Figure 4 illustrates mortality rates for the patients with different numbers of days with delirium in the GIFTS data set. The mortality rate increases monotonically with the number of delirium days.
Discussion

Principal Findings

Our results show that an NLP approach can accurately detect patients with delirium, using unstructured clinical notes. These results are likely to be robust because they are based on a large collection of clinical notes from over 10,000 patients. The proposed delirium NLP approach is much more accurate, and especially more sensitive, than delirium ICD codes; it was able to detect patients who have delirium described in clinical notes but have no delirium ICD codes in their medical records. Further enhancing validity, NLP delirium detections are strongly associated with clinical factors known to be associated with delirium, including delirium-associated medications, use of restraints, and in-hospital mortality. This NLP tool will be useful for large-scale EHR research on delirium.

Application

The delirium NLP approach proposed in this work has many potential applications. First, the approach will be applied to many future large-scale studies regarding delirium, such as the causes of delirium and the effects of delirium on outcomes such as dementia. Second, the approach can review entire medical records in order to identify specific parts of the hospital, which seem to have more delirium, which can be used for quality improvement and resource allocation.
improvement. We can use this to identify factors (eg, medications) that might explain why delirium occurs. Third, the approach can be used to develop a delirium prediction model for clinical trials. The detection results of the NLP approach can be used as targets of prediction models, and the prediction models can be used to identify patients at a high risk for delirium, which provides information for interventions. The barriers of the applications are data and trust or transparency.

**Comparison With Prior Work**

Many prior studies have utilized ICD codes to identify delirium for large-scale EHR studies [3,4]. Our findings confirm observations from these earlier studies that ICD codes generally have high specificity but low sensitivity, leading to many missed cases of delirium. We investigated this finding in detail in the NCC cohort, where we observed that 1117 of 1985 patients who had positive delirium sentences had no corresponding delirium ICD codes. To confirm these findings, we used the NLP Transformer model to select the sentence with the highest positive score for each patient, and then manually reviewed the 1117 selected sentences, thereby manually confirming that these were true positives. These results show that the NLP approach largely overcomes the low sensitivity of delirium ICD codes.

NLP has been used to extract phenotypes from clinical notes in several previous studies. McCoy et al [15] used NLP to analyze discharge notes to improve prediction of suicide and accidental death after discharge. Gundlapalli et al [16] reported that a relatively simple case finding method based on string matching for specific keywords coupled with a negation algorithm and information extracted by a more complex NLP system could identify patients with inflammatory bowel disease. Zhou et al [17] applied an NLP approach to identify patients with depression on the basis of discharge summaries. Yang et al [18] explored transformer-based models for clinical concept extraction. Mascio et al [19] analyzed the impact of various word representations, text preprocessing, and classification algorithms on the performance of different text classification tasks based on EHRs. Most prior medical NLP used negation detection algorithms to deal with the negative cases. However, we found many negative cases that did not contain clear negative expressions. Therefore, we classified phenotype expressions as positive, negative, or neither (not relevant), and trained 3-class classifiers.

A few prior studies used NLP for delirium research. One such study [20] summarized patterns in the delirium literature over time, using unsupervised learning methods; by contrast, our work used NLP to extract information from clinical notes. Another study [21] detected delirium using an open-source NLP pipeline MedTaggerIE—an unstructured information management architecture–based information extraction framework. Shao et al [22] experimented with 3 different topic modeling methods and a keyword search method for identifying delirium-related documents and sentences in clinical notes. Weir et al [23] designed classifiers for patients with delirium by combining text data with ICD, Ninth Revision codes. Sun et al [24] defined a generic process for developing a clinical risk prediction model, applied the model calibration process at 4 hospitals, and generated risk prediction models for delirium. Jauk et al [25] implemented a random forest–based algorithm to identify hospitalized patients at high risk for delirium. A key difference between these prior studies and this study is that they aimed to detect delirium at the patient level (ie, whether a patient ever experienced delirium during a hospitalization). By contrast, our approach detects delirium at the sentence level, which provides more fine-grained temporal information (ie, on which days was a patient experiencing delirium). Such information is important for estimating the overall burden of delirium, and for studies that attempt to relate time-varying factors to the development of delirium.

**Strengths**

This work leveraged a large cohort composed of multiple different cohorts. These data sets provide a good source for variety of delirium expression in clinical notes. Additionally, we developed a novel GUI labeling tool and used active learning to enhance labeling efficiency. Furthermore, we compared 3 widely used NLP classifiers including a state-of-the-art Transformer model for delirium detection. Finally, we compared our delirium NLP detector with other delirium indicators, and we were able to demonstrate that our NLP method is substantially better than traditional methods based on ICD codes.

**Limitations**

Although our data were obtained from 9 hospitals, all were in the same geographic region (Massachusetts). Thus, our cohort may not be representative of other US or non-US populations. One important future direction is to test our delirium NLP algorithm using data from other regions. Additionally, the coverage rate of the “always pattern” for the development data set was 97.6% (n=195,680) owing to active learning, but decreased to 78.2% (n=12,569) on an independent test set. Further rounds of active learning to enlarge the available training data will help further expand the generalizability of the NLP Transformer model to new data sets. Nevertheless, our fine-tuning experiments show that extending the model to new data sets may require only a relatively small amount of additional labeling effort.

**Conclusions**

In this work, we developed a new delirium NLP detection approach that identifies patients with delirium from unstructured clinical notes. In many cases, the delirium information was only recorded in clinical notes and was absent from ICD codes. We anticipate that this model will be useful for large-scale EHR-based research on delirium, especially detecting delirium at a fine-grained level such as the note and sentence levels. Additionally, the labeling process based on active learning developed for this study was very efficient, achieving a coverage rate of 97.6% (n=195,680) in the development data set after just 5 rounds of labeling. This labeling method can be used for other studies related to phenotype detection based on unstructured clinical notes.
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Abstract

Background: Pain is an unpleasant sensation that signals potential or actual bodily injury. The locations of bodily pain can be communicated and recorded by freehand drawing on 2D or 3D (manikin) surface maps. Freehand pain drawings are often part of validated pain questionnaires (eg, the Brief Pain Inventory) and use 2D templates with undemarcated body outlines. The simultaneous analysis of drawings allows the generation of pain frequency maps that are clinically useful for identifying areas of common pain in a disease. The grid-based approach (dividing a template into cells) allows easy generation of pain frequency maps, but the grid’s granularity influences data capture accuracy and end-user usability. The grid-free templates circumvent the problem related to grid creation and selection and provide an unbiased basis for drawings that most resemble paper drawings. However, the precise capture of drawn areas poses considerable challenges in producing pain frequency maps. While web-based applications and mobile-based apps for freehand digital drawings are widely available, tools for generating pain frequency maps from grid-free drawings are lacking.

Objective: We sought to provide an algorithm that can process any number of freehand drawings on any grid-free 2D body template to generate a pain frequency map. We envisage the use of the algorithm in clinical or research settings to facilitate fine-grain comparisons of human pain anatomy between disease diagnosis or disorders or as an outcome metric to guide monitoring or discovery of treatments.

Methods: We designed a web-based tool to capture freehand pain drawings using a grid-free 2D body template. Each drawing consisted of overlapping rectangles (Scalable Vector Graphics <rect> elements) created by scribbling in the same area of the body template. An algorithm was developed and implemented in Python to compute the overlap of rectangles and generate a pain frequency map. The utility of the algorithm was demonstrated on drawings obtained from 2 clinical data sets, one of which was a clinical drug trial (ISRCTN68734605). We also used simulated data sets of overlapping rectangles to evaluate the performance of the algorithm.

Results: The algorithm produced nonoverlapping rectangles representing unique locations on the body template. Each rectangle carries an overlap frequency that denotes the number of participants with pain at that location. When transformed into an HTML file, the output is feasibly rendered as a pain frequency map on web browsers. The layout (vertical-horizontal) of the output rectangles can be specified based on the dimensions of the body regions. The output can also be exported to a CSV file for further analysis.

Conclusions: Although further validation in much larger clinical data sets is required, the algorithm in its current form allows for the generation of pain frequency maps from any number of freehand drawings on any 2D body template.

(JMIR Form Res 2022;6(6):e36687) doi:10.2196/36687
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Introduction

Background

Pain is an unpleasant sensation signaling potential or actual injury to the body site [1]. The location of pain can be communicated or recorded by drawing onto a body template (eg, Brief Pain Inventory [2]). Pain drawings have been used clinically and in research for decades [3]. Jang et al [4] reported that patients were more confident about communicating the locations of pain to the clinician in the form of a drawing as opposed to a written description, and the clinicians also favored drawings over written descriptions. Digital technology is now commonplace and circumvents problems associated with the processing and storage of pain drawings; hence, pain drawings are now widely acquired as digital images when possible [5]. Numerous web-based applications and mobile apps offer digital pain manikins, both commercial and academic [6]. Most digital pain manikins use 2D templates, which are whole-body coronal or sagittal views of the human body. There is often a choice of gender and body type for 2D or 3D surface templates [7-9]. A typical digital pain manikin consists of a body template and self-explanatory instructions for the patient regarding how to indicate the locations where they experience the most discomfort.

The pain frequency map is generated by the simultaneous analysis of all digital pain drawings to compute the locations of pain that participants have in common. To aid visualization, the maps also use color codes to highlight locations on the body in accordance with their frequency of occurrence in the sample being studied. Such maps are clinically useful in identifying where sensations commonly relate to disease anatomy [10,11] and the factors that influence the subjective localization of pathology. These maps are perhaps most important in chronic primary pain syndromes [12], which are defined by the locations of pain in the absence of disease (eg, chronic back pain).

The ease with which pain frequency maps are generated critically depends on the nature of the body template used. For body templates where the anatomical locations are already predefined and demarcated [7,13], the pain drawings are swiftly completed, and the data captured are binary, where 1 indicates a selection, and 0 indicates no selection. As a result, the generation of pain frequency maps is relatively straightforward, because only the number of participants who selected each location needs to be deduced [14]. However, such frequency maps may not entirely capture the underlined spatial patterns of pain because of loss of spatial resolution caused due to the pixel (ie, x-y coordinate, representing the smallest possible division for the body template) being preassigned to larger (hence fewer) anatomical regions (eg, the Collaborative Health Outcomes Information Registry [CHOIR] body template has 74 divisions to click [7]). In addition, assumptions must be made about where the anatomical locations of pain are clinically relevant or important.

Freehand pain drawings, using body templates with undemarcated or blank body outlines, are unbiased. Some body templates supporting freehand drawings use a grid with a predefined number of cells (eg, GeoPain app with a 3D body template uses a grid of 2026 cells [9] and Manchester Digital Pain Manikin uses a grid of 12,800 cells for its 2D body template [15]). The grid-based templates also allow the easy generation of pain frequency maps because each location (a cell) is binary in nature and is either selected or not selected. However, as body templates come in a variety of shapes and sizes [5], the aspect ratio (ratio of width to height) of the body regions also changes, and it is therefore not possible to standardize a grid (no one-size-fits-all). The optimal grid granularity (resolution) of each body template must be assessed. The granularity of the grid determines the end-user experience and accuracy of the captured data [15].

The grid-free body template, as the name suggests, overcomes the problem of grid creation and selection and provides an assumption-free basis for pain drawings that most resemble paper drawings. The number of clickable locations is of the order of thousands (depending on the pencil size). In addition, the participant may choose to draw repeatedly in the same location, similar to what happens when pen and paper are used. The precise capture of drawn areas, along with no predefined locations (cells), poses considerable challenges in generating pain frequency maps. The drawings on grid-free templates require intricate pixel-level analysis to generate a pain frequency map, and the tools for generating such maps are lacking or not freely available [16-18].

Objectives

In this paper, we describe a novel and unbiased algorithm developed specifically to generate a spatial pain frequency map from freehand pain drawings on a generic 2D whole-body template. We also assessed the performance of the algorithm’s Python script and demonstrated its utility by generating pain frequency maps from pain drawings obtained from 2 clinical data sets.

Methods

Creating the Digital Body Template (Manikin)

An image outline (or template) of the human body is embedded in an HTML page to create a digital body template (manikin) to capture drawings of pain locations.

The responsiveness of the body template (ie, the ability to highlight or zoom in or out of a region) requires vectors, which are created using lines, points, and shapes to represent the different regions (demarcations) of the body. Using Scalable Vector Graphics (SVG), an XML-based language, it is possible to display vectors and create a responsive body template.

The locations of pain can be recorded on any body template by inserting basic SVG elements such as circles and rectangles. These shapes are inserted by specifying their position and size as the core attributes. For example, the circle requires coordinates (cx, cy) of the center and the radius (r), and the rectangle requires coordinates (x, y) of the top left corner along with width and height. In addition to the core attributes, the SVG elements can also contain style-related attributes (eg, fill, visibility, and opacity) and any number of customized attributes with prefix data- (eg, data-region and data-date-inserted).
The circle and rectangle elements can be created in SVG:

```
<circle cx="5" cy="5" r="10" fill="green" visibility="hidden" />
<rect x="5" y="5" width="20" height="10" fill="red" opacity="0.8" data-region="front" />
```

We used the SVG `<rect>` element to record the location of pain because the intersection of the 2 rectangles is always a rectangle (consistent geometry) that is required for the algorithm to function.

We downloaded a sexless human body outline image (TIFF), which is an adaptation of one of the oldest templates from the early works of Sir Henry Head [19]. The image has 4 views of the human body in 2D: coronal (front and back) and sagittal (left and right). The image was modified to demarcate 4 nonoverlapping regions: the front, side head (right), side head (left), and back. For making regions clickable, the body image was vectorized and converted into SVG using the Inkscape Editor (version 1.1) [20]. Vectorization produced 4 vectors (beziergons), where each vector has an associated bounding box, which is the tightest fitting rectangle that encloses all points on the vector (Figure 1).

In order to facilitate data capture from drawings of bodily pain locations, we first developed **Body Pain Map**, a tool using Linux-Apache-Perl-MongoDB–based infrastructure. The HTML5 webpage of the tool consists of a 2-column layout where the right column embeds the SVG body template and the left column contains 7 JavaScript-powered control elements (Figure 2), which are (1) size of rectangular pencil tip (`<select>` element with 3 options, small, medium, and large, signifying red squares of dimensions: 10, 30, and 60). The dimension of the smallest square was based on the smallest width found on the body template (eg, little finger), (2) zoom in (`<button>` element) to allow a closer view, (3) zoom out (`<button>` element) to allow a wider view, (4) Erase (`<button>` element) to remove a previous pain recording, (5) undo eraser (`<button>` element) to restate a previously removed recording, (6) clear (`<button>` element) to remove all recordings, and (7) submit (`<button>` element) to submit drawings for storage in the MongoDB database for analysis and reconstruction purposes. A blank body template can be submitted (eg, when the participant has no bodily pain to draw).

For making the Body Pain Map easily accessible as a web-based tool, we placed the HTML document on a secure Linux machine running the Secure Socket Layer (SSL)–enabled Apache HTTP web server (Figure 3). The tool can be accessed on the web [21] and tested on modern web browsers (eg, Google Chrome, Mozilla Firefox, and Microsoft Edge).

**Figure 1.** The body template (manikin) shows 4 regions. The tightest fitted rectangle (bounding box) enclosing each region is shown in black.
Figure 2. HTML webpage with a 2-column layout. The left column contains all control elements (buttons) and the right column contains the Scalable Vector Graphics body template. The participant can click anywhere on the template (divided into 4 regions) to locate their pain; a pain drawing of body regions, which comprises overlapping squares (rectangles of same width and height) of varying sizes is shown here. These drawings are input to the algorithm.

Figure 3. Each participant accesses the Body Pain Map tool through their web browser securely. The pain drawings are captured and stored in a MongoDB database. A sample JSON document of the pain recording (denoting Scalable Vector Graphics <rect> element) is shown as an example with core attributes in the color red.

Developing the Algorithm to Generate a Pain Frequency Map

Overview
The pain frequency map is generated by superimposing several drawings made by the participants using a rectangular pencil tip on a given body template. The drawing from each participant indicates where the pain is located on the body and can comprise multiple overlapping rectangles. The degree to which the rectangles overlap when all drawings are superimposed is of interest. The algorithm described in the Overlap Computation Algorithm section generates a pain frequency map that denotes the proportion of overlap in the rectangles between participant drawings. By default, the areas where the proportion of overlap is higher (ie, where pain is more commonly located) are redder in color. Areas with less overlap appear less red. Areas that are colored white are regions within the body template where no participant has drawn.
Overlap Computation Algorithm

The key steps in the overlap computation algorithm are (1) data decomposition, (2) creating partitions, (3) merging partitions to create nonoverlapping rectangles, and (4) optimizing nonoverlapping rectangles.

Data Decomposition

The first step toward 2D overlap computation is the decomposition of the source data from all participants’ drawings on a given 2D body template.

Let \( T \) be the total number of participants, \( P \) (\(|P| \leq T\)) be the set of strings denoting all participants with a drawing, \( R \) be the set of visible and unique rectangles from all participants in the front region of the body template, and \( I \) be the index set of set \( R \), we assume that all participants in \( P \) contribute a drawing each, and as each participant drawing contains at least one rectangle, we define the relationship between rectangles (indexes) and participants as a surjective function \( \text{rectToParticipant} \):

Assuming that each rectangle has attributes \( x \) (x coordinate of the top left corner), \( y \) (y coordinate of the top left corner), \( w \) (width) and \( h \) (height) we decompose rectangles along the x- and y-axis using the functions \( \text{coordX} \) and \( \text{coordY} \):

Creating Partitions

In this step, we create nonoverlapping partitions along the x- and y-axis. Each partition is an interval window of varying size and represents an area enclosed by at least one rectangle.

Let \( E \) be the domain and \( C \) (family of sets) be the range of the function \( \text{coordX} \) or \( \text{coordY} \) depending on the axis.

The function \( \text{partition} \) for creating partitions along the x- and y-axis is defined as follows:

Merging Partitions to Create Nonoverlapping Rectangles

This step involves merging the X and Y partitions (nonoverlapping interval windows) to create nonoverlapping rectangles.

Let \( P_x \) and \( D_x \) (family of sets) be the domain and range of \( \text{partitionX} \) and \( P_y \) and \( D_y \) (family of sets) be the domain and range of \( \text{partition} \).

We define \( O \) (a family of sets of participants \( P \)) as a set of all overlaps. The function \( \text{rectToParticipant} \) defined earlier is used to map the rectangles to their corresponding participants.

For any \( o \) (\( o \in O \)) the set of nonoverlapping rectangles \( R_{ME} \) can then be defined as:

Each element in \( R_{ME} \) represents a unique, nonoverlapping location in the front region of the body template and carries an overlap frequency \(|o|\) or proportion given by \( \square \).

Optimizing Nonoverlapping Rectangles

In the previous step we generated nonoverlapping rectangles some of which might be adjoined.

This step describes the merging of adjoining rectangles for all the observed overlaps (\( O \)). The merging of rectangles is important for two main reasons: (1) to optimize the dimensions of the rectangles (ie, as wide or long as possible) and (2) to reduce the size of the output file (SVG) for efficient rendering by the web browser.

Let \( r_1 \) and \( r_2 \) be 2 nonoverlapping rectangles associated to the overlap \( o \) (\( o \in O \)).

The 2 rectangles \( r_1 \) and \( r_2 \) are eligible for horizontal or vertical merging, provided that either of the following conditions is met.

Horizontal merging produced wider rectangles, whereas vertical merging produced longer rectangles (Figure 4).
Figure 4. Illustration of the algorithm’s input and output. (A) A, B, and C are individuals who have drawn red, blue and green rectangles that overlap on a body template. (B) These overlapping rectangles are inputted to the algorithm. The output is 11 nonoverlapping rectangles (horizontal layout), named 1 to 11 in parentheses. Each rectangle represents a location with the proportion of pain. For example, A(1) = 1/3, AB (3) = 2/3, ABC (6) = 3/3. (C) This shows the output from the algorithm in the vertical layout. The choice of layout (horizontal or wider rectangles or vertical or longer rectangles) can be made as per the locations of pain. For the legs, the rectangles might be better visualized when the layout is vertical, whereas horizontal layout is preferred for the abdominal area. (D) The illustration of the algorithm’s output when the input is a single drawing made by one individual (A, B and C are the same individual). In this case, the output is simply 5 nonoverlapping rectangles instead of 11 each with a proportion of 1.0. (E) A, B and C are individuals who have drawn red, blue and green rectangles that overlap in a nested fashion, on a body template. These nested rectangles when inputted to the algorithm produce 9 nonoverlapping rectangles, with (F) showing the horizontal and (G) showing the vertical layout. (H) The demonstration of the output (ie, 1 nonoverlapping rectangle) when the input is a single drawing consisting of nested rectangles. This tends to occur when the individual elects to switch between pencil (tip) size: small, medium and large.

Algorithm Analysis Pipeline Construction

For implementing the overlap computation algorithm, we developed a command line workflow in Python programming language release 3.9 [22], which involves 3 steps (scripts) described further. The scripts can be run in either sequential or pipeline mode (using the named pipe command “|”). Each script performs a specific operation and accepts parameters in the form of command line options and arguments. The scripts use some core Python modules that are responsible for reading command line arguments, parsing and validating SVG to be processed, and producing the output for the subsequent step in the workflow. The following scripts can be obtained by contacting the corresponding author (AD):

1. extract_data.py: this script is only used if the pain drawings are originally saved as SVG files (a file per participant). The script extracts all the pain recordings denoted by <rect> elements with the same width and height attributes. The script produces a CSV output. The columns in the output are (1) participant: the identifier of the drawing, (2) x: the x coordinate of the top left corner of the rectangle, (3) y: the y coordinate of the top left corner of the rectangle, (4) width: the width of the rectangle, (5) region: the region of the body template where the recording belongs (eg, front or back), and (6) visibility: the visibility status of the recording (hidden means erased). The script also provides the option of including or excluding empty files. These files represent instances when the participant had no pain to draw or indicate on the body template. The script also allows users to extract data from specific body regions (eg, front or back).

2. compute_overlap.py: this script implements the overlap computation algorithm to produce nonoverlapping rectangles. Each rectangle represents a unique location on the body template. The script accepts input in CSV format with columns, namely, participant, x, y, width, height, and region. The script returns a CSV output where rows are nonoverlapping rectangles, and the columns (rectangles’ attributes) are (1) x: the x coordinate of the top left corner of the rectangle, (2) y: the y coordinate of the top left corner of the rectangle, (3) width: the width of the rectangle, (4) height: the height of the rectangle, (5) area: the area of the rectangle, (6) overlap: the identifiers of drawings that overlap, (7) overlap_frequency: the number of identifiers that overlap, and (8) overlap_proportion: the proportion of identifiers that overlap. The proportion is calculated from the total number of drawings, which may include empty
drawings. The script also allows users to filter the output by providing the range for overlap (frequency) and thresholds for the width and height of the rectangles.

3. **plot_heatmap.py**: this script plots the nonoverlapping rectangles on the blank SVG body template and generates a pain frequency map (heat map) as an HTML file. The color of the pain frequency map can be specified either by its native name or as a hexadecimal color code (default #ff0000 or red). The intensity (shade or gradient) of the participant overlap on the pain frequency map is displayed using the opacity attribute of an SVG element. Opacity is any number strictly between 0 and 1. For optimum color coding, the opacity for each output rectangle is calculated as follows:

Data Generation for Algorithm Implementation

**Simulation**

We examined the performance of the algorithm’s Python script `compute_overlap.py` in 2 separate simulations on a machine (Intel Xeon[R] Silver 4110 CPU@2.10GHz and 16-GB RAM) running Ubuntu 18.04. Given an XY plane of dimensions 1000×1000 with the origin at (0,0), let X and Y be the set of all natural numbers on the x- and y-axis. The set of all ordered pairs P is denoted by the Cartesian product \(X \times Y\) of sets \(X\), \(Y\).

**Simulation 1**

We assumed that the drawings from every individual consisted of a single rectangle (analogous to a single mouse click on the body template). This situation is extremely unlikely; however, the purpose of this simulation was to test the ability of the algorithm to compute an overlap, given a set of overlapping rectangles.

A total of 10 data sets were generated for this simulation. The first data set consisted of 10,000 rectangles, and for each consecutive data set, the number of rectangles was increased by 10,000. For each data set, the coordinates of the origin of the rectangles were sampled without replacement from the set of ordered pairs (\(P\)), and the dimensions (width and height) were sampled with replacement from a sequence starting at 10 and ending at 100 (incremental step is 10).

**Simulation 2**

We assumed that a typical participant drawing of pain locations consisted of 100 rectangles (equivalent to 100 mouse clicks on the body template). For this simulation, we sought to assess performance with an increasing number of participants.

A total of 10 data sets were generated for this simulation. The first data set consisted of 100 participants, and for each consecutive data set, we increased the number of participants by 100. For each participant, the origin of the rectangles was sampled without replacement from the set of ordered pairs (\(P\)), and the dimensions (width and height) were sampled with replacement from a sequence starting at 10 and ending at 100 (incremental step is 10).

Each simulation produced 10 CSV files for analysis by the algorithm. The CSV file consisted of the columns, namely, **participant**, x, y, width, height, and region. For both simulations, there was only one region (the XY plane); therefore, the region was simply labeled xy-plane.

**Actual**

Finally, we used the digital pain drawings from 2 clinical data sets; the first data set (data set 1) consisted of 23 individuals who were screened for a clinical drug trial (ISRCTN68734605) [23], and the second data set (data set 2) comprised 30 participants with chronic back pain who were recruited into a separate study [24]. The pain drawings were stored as MongoDB documents (Figure 3), which were organized into subdocuments ordered by the date and time of insertion. The virtual pencil tip used for the drawings was a square, an SVG `<rect>` element, where the width and height attributes were the same (Figure 2).

**Results**

**Simulation**

The simulations were carried out to assess the performance of the algorithm’s Python script `compute_overlap.py`. The simulations reveal that the script’s execution time (seconds) increases linearly as a function of the number of input rectangles (Figure 5), up to 400 seconds for 100,000 rectangles (simulation 1). Assuming that a typical participant drawing consists of 100 rectangles, the execution time for 1000 participant drawings is 300 seconds (simulation 2).
Figure 5. Simulations to assess the performance of the algorithm’s Python script – compute_overlap.py. The y-axis shows the execution time of the script in seconds and the x-axis shows the number of rectangles handled by the script. The output from the script, the number of nonoverlapping rectangles is shown in red. The plot (A) shows the script’s performance on the data sets from simulation 1 where the number of rectangles per participant was set to 1, and plot (B) shows the performance on the data sets generated in simulation 2 where the number of rectangles per participant drawing was set to 100.

Actual

We first extracted all drawings (<rect> elements with the same width and height attributes) from the 2 data sets stored in the MongoDB database into CSV files. Data set 1 produced 4016 and data set 2 produced 4167 recordings, respectively, sorted by the participant identifier and the date and time of insertion. The characteristics of the participants from the 2 data sets pertaining to the Body Pain Map exercise are summarized in Table 1.

For generating pain frequency maps, we only used visible and unique (nonidentical) recordings from the 2 clinical data sets. Identical recordings from the same participant (<rect> elements with complete overlay) were filtered based on the recording’s last visibility status. If visibility was hidden (meaning erased), the recording was excluded. This exercise produced 2 CSV files (one file per data set) with 3242 and 3993 rows, respectively, signifying unique and visible recordings across all 4 regions, namely, front, side (right), side (left), and back as summarized in Table 2.

The CSV data sets were independently processed by the Python script compute_overlap.py on a machine (Intel(R) Xeon (R) Silver 4110 CPU @ 2.10GHz and 16 GB RAM) running Ubuntu 18.04. The script processed the first CSV data set in 4 seconds and produced 6653 nonoverlapping rectangles with an overlap frequency between 1 and 8. The second CSV data set was processed in 7 seconds and produced 6010 nonoverlapping rectangles with an overlap frequency ranging from 1 to 21. Each nonoverlapping rectangle represents a unique location on the 2D body template and carries an overlap frequency, which denotes the number of participants with pain at that location.

The nonoverlapping rectangles for the 2 clinical data sets were subsequently plotted on the body template using the Python script plot_heatmap.py, and a pain frequency map was generated for data set 1 (Figure 6) and data set 2 (Figure 7).

Table 1. Pencil and eraser clicks made by the participants from the 2 clinical data sets while using the Body Pain Map tool.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Data set 1</th>
<th>Data set 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants, N</td>
<td>23</td>
<td>30</td>
</tr>
<tr>
<td>Clicks, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pencil&lt;sup&gt;a&lt;/sup&gt;</td>
<td>174.6 (208.5)</td>
<td>138.9 (108.2)</td>
</tr>
<tr>
<td>Eraser&lt;sup&gt;b&lt;/sup&gt;</td>
<td>16.7 (32.7)</td>
<td>1.5 (4.2)</td>
</tr>
<tr>
<td>Visible and unique pencil clicks, mean (SD)</td>
<td>141.0 (176.5)</td>
<td>133.1 (105.5)</td>
</tr>
<tr>
<td>Mean pencil size&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</td>
<td>26.6 (10.3)</td>
<td>25.2 (6.0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Each pencil click denotes a recording of the pain location and creates a Scalable Vector Graphics <rect> element with the same width and height attributes (a square).

<sup>b</sup>The eraser click hides the previously inserted Scalable Vector Graphics <rect> element.

<sup>c</sup>On the basis of the visible and unique pencil clicks to record (draw) pain locations.
Table 2. Visible and unique pencil recordings made in each region for 2 clinical data sets\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Data set 1</th>
<th>Data set 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recordings, N</td>
<td>3242</td>
<td>3993</td>
</tr>
<tr>
<td>Region, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Front</td>
<td>1381 (42.6)</td>
<td>800 (20.0)</td>
</tr>
<tr>
<td>Side (right)</td>
<td>80 (2.5)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Side (left)</td>
<td>103 (3.2)</td>
<td>11 (0.3)</td>
</tr>
<tr>
<td>Back</td>
<td>1678 (51.7)</td>
<td>3182 (79.7)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Data are derived from the Scalable Vector Graphics drawings and provided to the algorithm’s Python scripts to generate a pain frequency map.

Figure 6. Illustration of the pain frequency map produced from freehand pain drawings (data set 1) obtained from patients (N=23) who were screened for a clinical drug trial. In the interactive map (HTML format), the user can slide the black pointer on the gradient bar (shown in the middle) to view locations based on the overlap threshold (ie, $\leq$ overlap proportion) and save the map as a PNG file.
**Discussion**

**Principal Findings**

Drawing pain locations on body templates is widely and increasingly being used in research and pain clinics. These are frequently part of questionnaires (e.g., the Brief Pain Inventory [25]). The topography of bodily pain is often summarized as a pain frequency map but relies on digitization of paper drawings, which is labor intensive and may be infeasible for larger studies [26]. Although freehand digital drawing tools are available to capture pain locations, they are often restricted to specific body templates [6]. Other tools parcellate the body (e.g., the CHOIR Body Map [7] and Michigan Body Map [13]), which allows easy generation of pain frequency maps but lacks the resolution required.

In this paper, we first described the Body Pain Map [21], a web-based platform used to capture freehand pain drawings as SVG `<rect>` elements and then thoroughly described the algorithm to generate a pain frequency map from the drawings. We further described the implementation of the algorithm as a Python-based analysis pipeline and tested its performance in 2 different simulations. We demonstrated the utility of the algorithm by producing pain frequency maps (Figure 6 and Figure 7) from freehand drawings obtained from 23 patients screened for a clinical drug trial (ISRCTN68734605) [23] and 30 patients diagnosed with chronic primary back pain [24].

The key advantage of this algorithm is that it can handle data from any undemarcated body template. In other words, the body template does not need to be divided using a mesh with a fixed number of cells (e.g., GeoPain, a body surface map rendered on a 3D manikin [9] and Manchester Digital Pain Manikin [15]) or demarcated into regions with anatomical labels (e.g., CHOIR [7]). Only the outline or perimeter of the body template requires demarcation. The label-free and grid-free approach is unbiased and allows the participants to freely draw the locations of their bodily pain, closely mimicking the experience of drawing on paper. Although the user is unlikely to draw in the entire space, given the nature of freehand drawing, they can draw repeatedly in the same area. This results in redundant data, which are not usually of interest to most clinician researchers. Our algorithm processes raw (source pixel) data in grid-free space to address this difficulty, and in doing so, it also achieves lossless compression.

The algorithm accepts a single CSV (plain text) file with pain recordings captured as rectangles and produces nonoverlapping rectangles. Each nonoverlapping rectangle is a unique location.
on the body template and carries an overlap frequency, which denotes the number of participants with pain in that location. The output, when transformed into an HTML file, can be feasibly rendered on modern web browsers (eg, Google Chrome, Mozilla Firefox, or Microsoft Edge) or printed at the desired resolution for publishing as we have shown for 2 clinical data sets. The algorithm also contains features to optimize the display of the pain frequency map. Rectangles can be produced either in a horizontal (wider) or vertical layout (longer; Figure 4). For example, for the leg, the rectangles may be better visualized with a vertical layout, whereas a horizontal layout is preferred for wider regions such as the abdomen.

As the individual can draw freely on the body template, the output (ie, nonoverlapping rectangles) produced by the algorithm is highly granular. Given the required spatial information (x-y coordinates within the body region), it is possible to retrospectively create a grid and reassign the cells and anatomical labels as required. The output from the algorithm can be subjected to coordinate transformation using linear algebra and labeled to allow harmonization with other body atlases or templates with anatomical labels (eg, arms and legs) in nature [7]. The unbiased output can also be trained to provide demarcations for a given pain disorder within any 2D body template. The demarcations or boundaries of areas for an anatomical label (eg, shoulder) may also be determined empirically through feedback from any group of individuals. It is also possible to acquire drawings from gender-specific body templates provided by the Hannover Medical School [8] and subsequently use the coordinate transformation to harmonize the algorithm’s output on a gender-neutral template for comparisons between sexes.

**Limitations**

The algorithm generates nonoverlapping rectangles without any knowledge of the region boundaries within the 2D body template. Hence, some rectangles in the output may fall partly outside these regions. This overflow occurs when drawings include the border (or are close to the border) of the body regions. For generating pain frequency maps, this is not a problem because rectangles falling outside the regions can be easily masked (hidden) using SVG. For other analysis purposes, the problem can be feasibly mitigated by approaches such as (1) dividing the body template into small regions and applying bounding box correction to filter output nonoverlapping rectangles by region or (2) creating a null drawing that delicately fills the entire body template, ensuring that the `<rect>` elements are within the regional boundaries. With this approach, the null drawing is added to actual participant drawings, and the algorithm is executed on the combined data set. In the resulting output, only the nonoverlapping rectangles that are common to both the null drawing and the actual drawings are retained, and the rest (overlap frequency is 1) are discarded.

The algorithm is optimized to generate pain frequency data only for the locations of the body template on which at least one participant has drawn. Adding the null drawing would allow representation (in the pain frequency map) of body locations within the template that no participant has drawn and may also be required for inferential statistics. As the null drawing is specific to a body template, it does not have to be recreated, and the approach can be applied to prospective data sets (drawings), provided they are acquired using the same body template.

**Comparison With Prior Work**

Software tools (R package, CHOIR Body Map [27]) have recently been developed to generate co-occurrence maps. The map shows the number of times 2 locations on the body template are endorsed together by patients in a data set. However, these tools are only applicable to the CHOIR body template [7], where the participant can only click on 74 predefined locations.

Generating a pain frequency map for body templates with either demarcations or grid is straightforward because the locations are predefined and fixed, and it is a case of deducing the number of participants that selected each location [14].

Studies in which a nondemarcated and grid-free body template was used for freehand drawings used customized tools for the simultaneous analysis of their drawings. These tools are not freely available in the public domain [16-18]. Other studies [28,29] converted their drawings (originally saved as PNG images) into NIfTI format [30] and analyzed them using image-processing tools provided by the Functional Magnetic Resonance Imaging of the Brain (FMRIB) Software Library [31].

The primary purpose of our algorithm and other methods used in previous studies is to generate pain frequency maps, which requires simultaneous analysis of all freehand drawings provided by participants. Previous studies have stored freehand pain drawings as bitmap images (eg, PNG); therefore, the generation of a pain frequency map requires the extraction and analysis of all pixels [16-18,28,29].

Our algorithm processes drawings in which pain locations are indicated using rectangles (the pencil tip is a square, which is fundamentally a rectangle). This has several advantages, such as the fact that the input from the drawings can be simply stored as a CSV (plain text) file because all locations are represented as rectangles with attributes x, y, width, and height. This is also more efficient than the storage and extraction of pixels from the drawings. The output also comprises rectangles and can be stored as CSV files for statistical analyses and visualized using images (eg, SVG and PNG). We used SVG because it allows the reconstruction and visualization of the input and output rectangles at the desired resolution. CSV storage also facilitates the merging of several independent data sets acquired using the same body template for a combined analysis.

**Conclusions**

Body maps have long been used in research and clinical practice to facilitate communication between pain and other sensations [32]. The choice of a drawing tool or body part selection depends on the nature of the research question and the participants. It is important to clinically validate any digital tool used to capture the topography of body sensations [33]. Our algorithm is primarily developed to render pain frequency maps for efficient display and printing, but the output (ie, nonoverlapping rectangles) can be readily subjected to statistical...
analyses (eg, statistical comparisons of pain frequency maps between different patient cohorts or the same patient cohort over multiple time points). Although we chose to digitize and use a specific body template in our study, the algorithm described can process any number of freehand drawings on any 2D body template to produce a pain frequency map. The nonoverlapping rectangles generated by the algorithm can be labeled anatomically or mapped onto a grid to facilitate analyses and harmonization with other body templates.

Our freehand pain drawing tool (Body Pain Map [21]) uses resolution-independent and XML document object model–based SVG technology. However, our algorithm can also generate pain frequency maps from drawings created using other technologies (eg, HTML5 <canvas> element), provided that the pain locations are captured as rectangles and the location attributes (ie, x, y, width, and height) are accessible.

As the algorithm has already been implemented as a Python command line workflow, it is possible to schedule an automated pain frequency map construction through the cron daemon (Linux environment) and filter and visualize the output using several criteria (eg, region, overlap frequency, width, and height of rectangles). The Python scripts can be obtained by contacting the corresponding author (AD).

We envisage the use of the algorithm in clinical or research settings to facilitate fine-grain comparisons of human pain anatomy between disease diagnosis or disorders or as an outcome metric to guide the monitoring or discovery of treatments.
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Abstract

Background: Noise-induced hearing loss (NIHL) affects millions of people despite being almost completely preventable. For recreational music listening through personal listening equipment (such as earbuds), it seems that listeners do not yet have a way to accurately assess their risk of developing hearing loss and prevent it accordingly.

Objective: The aim of this study is to analyze the perceived utility of a hypothetical device that encourages NIHL prevention based on listeners’ exposure to noise and to determine the most effective methods of such encouragement. Here, we describe 3 different potential NIHL risk notification method types, as follows: auditory, external visual, and visual.

Methods: An open, web-based survey was created on Google Forms, and the link was posted to Amazon’s Mechanical Turk as well as music-related Reddit communities. The survey was designed to gauge each respondent’s self-assessed NIHL awareness, willingness to lower their audio if reminded, and NIHL risk notification type preference. The likelihood of a specific notification type to encourage NIHL prevention among its users was based on the average of each user’s responses to 2 survey questions. Data collection started on July 13, 2020, and ended on July 17, 2020.

Results: Of the 116 respondents, 92 (79.3%) reported having prior awareness about NIHL; however, 60 (51.7%) described doing nothing to prevent it despite 96 (82.8%) feeling a moderate, high, or extreme risk of developing NIHL. Of those who already prevented NIHL, 96% (53.5/56) described using estimates to guide their prevention instead of using data. A Kruskal-Wallis test corrected for ties showed that despite the visual NIHL risk notification type being selected by the highest number of participants (84/116, 72.4%), the auditory type had a significantly higher ($H = 6.848; P = .03$) average percentage likelihood of encouraging NIHL prevention (62%, SD 24%) among the 40 respondents who chose it, with a median likelihood of 56% (95% CI 50%-75%). The visual type’s average likelihood was 50% (SD 28.1%), with a median of 50% (95% CI 37.5%-56.3%). Regardless of the NIHL risk notification type, 69% (80/116) of respondents were not opposed to using NIHL risk notifications and lowering their audio volume accordingly.

Conclusions: The hypothetical device detailed here was thought to be useful because most respondents (82.8%, 96/116) felt an extreme to moderate risk of developing NIHL and such a device could provide accurate data to those who currently use estimates to prevent NIHL, and most respondents were willing to act on NIHL risk notifications. The most effective NIHL risk notification type seemed to be the auditory type, but many aspects of this study need further research to determine which implementation method should reach the public.

(JMIR Form Res 2022;6(6):e24903) doi:10.2196/24903

KEYWORDS
mHealth; mobile health; prevention; NIHL; noise induced hearing loss; MIHL; music induced hearing loss; intervention; wearable device
Introduction

Background

Listening to music is a common recreational activity that occurs in a variety of settings. Although music is often played at a safe volume, if it is played at a sufficiently high volume for a long enough period, it can result in permanent noise-induced hearing loss (NIHL) [1]. An estimated 12.5% of children and adolescents aged 6-19 years (approximately 5.2 million in the United States) and 14% of adults aged 20-69 years (approximately 27.7 million in the United States) have NIHL [2,3]. From 1988 to 2010, Su and Chan [4] did not find a significant increase or decrease in the prevalence of NIHL in adolescents aged 12-19 years, whereas there was a consistently large percentage of the population with NIHL. Across that time frame, the incidence of NIHL in adolescents of that age seemed to be between a lower bound of 13% in the National Health and Nutrition Examination Survey 2009-2010 and an upper bound of 27% in National Health and Nutrition Examination Survey 2007-2008 [4]. Su and Chan [4] also mentioned that adolescent exposure to loud music through headphones increased whereas the use of hearing protection declined. As a nationally representative data set, estimates from these results indicate a large number of NIHL cases among adolescents in the United States. The already problematic incidence rate of NIHL is exacerbated by the fact that NIHL is both irreversible and largely preventable [5,6].

Occupational and Recreational NIHL Differences

NIHL can arise from noise in both occupational and recreational settings [5,7]. Recreational hearing loss is sometimes referred to as music-induced hearing loss, a more specific version of NIHL. As both terms refer to hearing loss caused by noise, NIHL will be the term used in this study. With the rise of personal listening equipment and a general lack of education on NIHL prevention, NIHL is poised to remain a large public health issue in the future [4,8]. Although in the past NIHL was mainly considered to be caused by occupational noise, an increasing number of studies have started citing leisure time sounds as a significant contributor to the development of NIHL [6].

Recreational hearing loss is different from other types of NIHL, which can make it harder to combat. Whereas employers must adhere to regulations for acceptable occupational noise exposure set by the National Institute for Occupational Safety and Health (NIOSH) or the International Organization for Standardization, individual music listeners have complete freedom to adjust the noise entering their ear. If listeners are unaware of the safe noise exposure limits, they can easily exceed them [8]. NIOSH deems a permissible level of noise exposure as noise equal to 8 hours of an equivalent continuous sound level of 85 dB with an exchange rate of 3 dB [9]. Without the equipment to measure and calculate one’s incurred noise exposure, especially factoring in the 3-dB exchange rate, consumers can rely only on estimation. As Mercier and Hohmann [10] found that 60% of attendants at a music event did not perceive potentially dangerous audio levels (>87 dB) to be too loud and that 71% already suffered some degree of tinnitus, it seems likely that consumers do not already have the ability to effectively prevent NIHL on their own.

Another aspect of the problem is that a listener’s enjoyment of their music can be tied to their music’s volume [5]. Mercier and Hohmann [10] found that many young people believe that music is enhanced when played loudly. Kageyama [11] also found that among a group of 46 participants whose median age was 18 years, the sound levels they usually listened to were significantly higher than the levels at which they were comfortable hearing, suggesting that adolescents valued the volume of their music over their personal comfort and possibly the health of their ears. Thus, even if an individual is aware of the risks of NIHL, they may not have the incentive or necessary data to effectively prevent the development of NIHL [5]. Other studies indicate that even when individuals are aware of their risk of developing NIHL, they are still reluctant to use hearing protection [12,13].

Proposed Solution

As there is strong evidence that NIHL can accumulate from a variety of sources [14], care should be taken to reduce NIHL from controllable sources. Preventing recreational hearing loss early is also paramount as it could limit the possibility of incurring greater total hearing loss over the course of one’s lifetime [14].

Once NIHL is obtained, the effects of NIHL could perennially cause great emotional, financial, and social stress that could otherwise be avoided [6]. Beyond the more apparent negative effects that NIHL can have on one’s quality of life, such as not being able to understand daily conversation, NIHL can also affect the income one receives [15,16]. Neitzel et al [17] found that considerably conservative estimates of the economic benefit of preventing NIHL could be anywhere from US $58 billion to US $152 billion in higher salaries.

Kaplan-Neeman et al [18] have previously shown the feasibility of using personal listening equipment and mobile apps to calculate and monitor listening habits. Their study found that people often inaccurately estimate their own listening habits. Participant self-reports for both listening levels and volume settings were only moderately correlated (r=0.655 and r=0.624, respectively) with the actual volume settings. Regardless, even a correct estimation of the actual volume setting would not necessarily mean that the participant had an awareness of their risk of developing NIHL. A total of 22% (8/37) of the participants surpassed the NIOSH daily noise exposure guideline at least once during the 14-day monitoring period.

Existing Solutions

Unlike other potential contexts for music such as concerts, which already have products to mitigate NIHL risk (eg, earplugs), existing products for recreational music listening do not seem detailed enough to be useful to consumers. Apple does allow iPhone operating system (iOS; Apple Inc) 14 users to monitor the output decibel levels of their AirPods through what is called control center; however, the control center will not actively notify users about their listening without the user checking it first. In addition, the warning does not factor in the personal listening equipment’s noise output over a period, which is an
important aspect of NIOSH’s regulation. The warning also does not seem to provide much more discrimination of risk to the user than simply always limiting a certain volume output.

There are many sound meter apps on both the Google Play and Apple App stores, but most only record the noise levels entering the personal listening equipment’s microphones or the microphones on the mobile devices themselves, as opposed to recording the output audio of the personal listening equipment itself. Different personal listening equipment may also output the same audio signal differently, which will need to be accounted for on a case-by-case basis. In addition, of the iOS apps we checked which measure the output audio of the earbud itself, many only support newer system versions such as Apple’s Health app for iOS 13+, which may limit the number of consumers that could easily make use of the product. A future review of such existing technologies will help better examine the utility of the device discussed in this paper.

Study Objectives
This study seeks to build on the recommendation by Kaplan-Neeman et al [18] to create a technological solution for consumers to objectively monitor their listening habits and better encourage individual NIHL prevention. Providing listeners with some reminder about their music volume based on actual data (rather than estimation) can provide them with the information they need to be more cautious about their own chronic loud noise exposure, especially in response to the sensation-seeking tendency often associated with loud noise [11].

This study is not a randomized controlled trial, as no intervention was applied. It was only a survey. The survey questions were designed to gauge each respondent’s self-reported understanding of NIHL and to determine which hypothetical NIHL risk notification method respondents would most effectively respond to. In addition to a phone app NIHL risk notification similar to the method described by Kaplan-Neeman et al [18], 2 additional methods were considered here: auditory notifications (eg, a voice played through the user’s personal listening equipment) and external visual notifications (eg, some external device that is not a mobile phone, such as a watch). In the survey, the use case for each NIHL risk notification was described to respondents as being limited to situations where they were listening to music through personal listening equipment such as earbuds or headphones.

It was hypothesized that a significant majority of the population that uses personal listening equipment to listen to music is not aware of NIHL, do not have accurate methods to proactively analyze and prevent NIHL on their own, and are willing to reduce their music volume if reminded to do so. Thus, it was also hypothesized that technology that informs users of their risk of developing NIHL would be useful.

Methods

Survey Design
An open, web-based survey was created on Google Forms with 11 total questions, of which 3 were adaptive follow-up questions. The complete survey can be found in Multimedia Appendix 1. There were 5 pages of questions, of which 2 housed the adaptive follow-up questions (located on pages 2 and 4). The number of questionnaire items per page ranged from 5 to 1. Participants were able to return and change their answers before their survey submission. Before final form submission, they were not given a complete summary of their choices; however, they were able to request an automated summary of their answers after submission. The question order was not randomized among survey respondents. Only for a couple of questions were respondents able to provide a nonresponse answer, which took the form of a free response answer option. The data from the survey were automatically captured in a Google spreadsheet linked to the form. A statement was included at the beginning of the survey to ensure that respondents understood the privacy of the responses they provided, the purpose of the study, and all participants confirmed that they read the privacy statement and consented to having their responses used for this study. Participants were not told about how long or where the data would be stored, nor were they told who the investigator was. As this study was not connected to any institution, we did not apply for approval by an institutional review board.

After asking about the respondent’s age, the following three questions were aimed at understanding each survey taker’s familiarity with NIHL:

1. “Before this survey, had you heard of noise-induced hearing loss?”
2. “Do you believe you are at risk for developing noise-induced hearing loss?”
3. “Have you been diagnosed with noise-induced hearing loss?”

If a respondent answered “Yes” to the question, “Have you been diagnosed with NIHL?” they were then asked to describe the cause or causes of their NIHL. If a respondent answered “No,” they moved on to the next section. The following four questions sought to understand each participant’s willingness to mitigate their risk of NIHL:

1. “Do you do anything to actively prevent noise-induced hearing loss?”
2. “Would you like to receive some notification about your risk of developing noise-induced hearing loss from music or the environment around you?”
3. “Would you lower the volume of audio entering your ear if you were reminded?”
4. “Please select all of the notification methods that you would prefer to receive.”

If a respondent answered “Yes” to the question, “Do you do anything to actively prevent NIHL?” they were additionally asked if they used quantitative techniques to prevent NIHL. They were also asked to describe their NIHL prevention methods. The 2 questions that asked if the participant would like to receive NIHL risk notifications and if they would be willing to lower their audio volume both used the same 5-point Likert scale. The 5 answer choices on that scale spanned a range of qualitative responses, as follows: definitely, probably, maybe, probably not, and definitely not. The question about NIHL risk notification preferences was set up so that participants were able to select as many notification types as they preferred.
meaning that respondents could each cast votes for more than one method. The available choices were audio, external visual, and visual notifications on your phone, as well as 2 additional choices, other and none. At the end of the survey, a final question was included simply asking respondents to write anything extra they might like to include. For workers on Amazon’s Mechanical Turk (MTurk), an additional question asked for their worker ID, and their survey completion screen also included a survey code which workers were asked to paste into MTurk to check for attentive survey completion. The survey was administered in two separate phases: the first phase was to collect responses from MTurk workers, and the second was for responses from Reddit users (Redditors).

**Collecting Data Using Amazon’s MTurk**

MTurk is a website that allows people to be able to answer small tasks. The only requirement for workers on the site is to be aged ≥18 years. MTurk workers neither evidently share a common ideology nor are grouped in some easily discernible way compared with groups on Reddit.

An Amazon MTurk batch was created using the “survey link” template. A picture of what MTurk workers saw can be found in Figure 1. After determining the average survey completion time using a previous MTurk batch, workers were allotted 4 minutes to complete the survey and were compensated with US $0.50 each. Participants were given an estimate of the length of time of the survey in the job description posting on MTurk. The job was not mandatory and all workers chose to take the task from their end. After each batch, worker qualifications (which function like digital tags on MTurk workers) were assigned to every worker ID that had taken the survey. Workers with these qualifications were then filtered out from future survey batches to prevent workers from retaking the survey.

A total of 5 batches were run to collect a total of 195 responses, with the longest batch taking 12 hours to complete and the largest batch requiring 100 responses. MTurk batches were run from July 13, 2020, to July 15, 2020. A summary of all the collected data can be found in Multimedia Appendix 2.

Completed work was rejected if the answer to the adaptive question “How do you prevent NIHL?” was incomprehensible or otherwise unusable for analysis (eg, “yes, i over time of period t0 actively NHL [sic]”) or meaningless as an answer to the question (eg, “NO”). Such answers reflected a carelessness in answering the survey, which likely carried over to the responses that respondents gave for other questions. As it was otherwise impossible to accurately identify which specific questions had been answered attentively, all their responses were deemed useless for analysis.

As the adaptive question “How do you prevent NIHL?” would only appear to respondents who answered that they do actively prevent NIHL, this response rejection method could not determine the attentiveness of respondents who did not actively prevent NIHL. Thus, if this removal method was continued and the data were then used, the resulting data set would have an artificially high percentage of people who did not already prevent NIHL. However, the data set could not include data filled out by inattentive respondents because of the potential to include false data that do not represent each respondent’s true beliefs. As the data points could neither be kept nor correctly removed without introducing unfair bias into the entire data set, all MTurk data were not used for any conclusive analysis. Thus, this study cannot be applied to the general public.

**Figure 1.** Example of a job request posted to Mechanical Turk.
Collecting Data Using Reddit

Reddit was chosen as another site to gather data because it was the easiest and cheapest way to reach a group of users based on a common interest, in this case music. Users on the site often engage in discussions around the theme of each community; these communities are called *subreddits*. The common interest in that theme necessarily preselected participants to be those who enjoyed music to some degree. The goal was to gauge the opinions of recreational music listeners who might use the theoretical product described in this study.

After all MTurk batches had finished, the original survey was slightly modified to remove MTurk-specific features, such as the question about a worker ID and the survey code at the end of the survey. A Reddit post was then drafted with the survey link included, and participants were given an estimate for the survey completion time in the post’s description on Reddit. A picture of what each Reddit user saw can be found in Figure 2. The survey was not mandatory. Users self-selected to take the survey from their end and were not actively selected by researchers.

The survey was posted after confirming the approval of each subreddit’s moderators. In the end, the subreddits to which the survey was posted were /r/samplesize, /r/WeAreTheMusicMakers, /r/TameImpala, /r/indieheads, /r/musictheory, /r/deathgrips, and /r/Music. The survey remained open to responses for 56 hours starting on July 15, 2020. No incentives were provided to the respondents, financial or otherwise. We did not screen the survey data for repeat respondents, assign cookies to users, or try to determine participation rates. Similarly, IP addresses and log files were not collected or used.

![Example of a survey announcement post Reddit, as posted to the subreddit/r/musictheory.](https://theimageurl.com)

### Noise Induced Hearing Loss Survey

**Hello r/musictheory!** Below is a quick survey (~3 min) to gauge the general public’s understanding of noise induced hearing loss (NIHL). I am collecting data to see how a new product could help people prevent NIHL. If you have some time, your participation would be greatly appreciated! All data will be kept completely confidential and no personal information will be collected. More information is available on the first page of this survey.

[https://forms.gle/eq4Gy35dGt72zQDS8](https://forms.gle/eq4Gy35dGt72zQDS8)

### Cleaning Survey Data

As every question on the survey was mandatory in order to submit the form, completion of the survey was implicit in the survey’s submission. No survey that was terminated before completion was received. After removing the responses from MTurk workers and 3 Reddit users whose free response answers could not be used (eg, providing answers such as “Poop based fart receptacle,” “Death grips,” and “poop”), 116 responses made up the final pool of respondent data. Every response gathered from the survey can be found in the Microsoft Excel sheet located in Multimedia Appendix 2. Thus, the resulting sample was a convenience sample of music listeners from Reddit. An original, unmodified copy of the data was preserved on a spreadsheet page in the Microsoft Excel file separate from where data were manipulated to create figures.

Some assumptions were made about certain free responses to create more uniformity in the data (eg, changing the response “all ok” into being a vote for every notification type). In response to the question asking about NIHL prevention methods, 2 respondents used the additional selection choice “Other” instead of either “Exact Decibel Level” or “Estimate” to write a more detailed description of their NIHL prevention method. These responses were sorted into either the “Estimate” or “Exact” groups. The response “i do not i just try to avoid loud place [sic]” was counted in the “Estimate” group, and the response “a mix of the two” was counted in both the “Estimate” and “Exact” groups as half of a vote to maintain a consistent total number of respondents (n=116). After every manipulation of the data, the new set was compared with the original to ensure that all information was carried over accurately, and no information was lost or changed without reason.

### Ethical Considerations

This study is exempt from a Research Ethics Board review as the methodology falls under the criteria outlined in section 46.104 Exempt research(d)(2)(i) and (d)(2)(i)(ii) of the US Department of Health and Human Services, Basic HHS Policy for Protection of Human Research Subjects [19].

### Results

#### Demographics

The following analysis stems completely from the questions used in the survey, which were quoted in the Methods section of this study and are included in both Multimedia Appendices 1 and 2. After removing unusable responses as detailed in the last methods section, there were a total of 116 respondents to
the survey, of whom all were Reddit users. The composition of this group is as follows: 57.8% (67/116) of respondents were between the ages of 18 and 30 years, 31% (36/116) were <18 years old, 8.6% (10/116) were 31-50 years old, and 2.6% (3/116) were >50 years old.

NIHL Awareness

Among music listeners, there was a high awareness of NIHL. Table 1 shows that 79.3% (92/116) respondents had knowledge of NIHL before taking the survey; 2% (2/90) of respondents reported being officially diagnosed with some form of NIHL, although there were a total of 4 respondents (including those 2 respondents) who described having hearing-related issues such as tinnitus and hyperacusis. This suggests that some portion of the population had undiagnosed hearing loss.

Table 1. Perceived risk of developing noise-induced hearing loss (NIHLa; N=116).

<table>
<thead>
<tr>
<th>Perceived NIHL risk</th>
<th>Did you have awareness of NIHL before this survey?, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes (n=92)</td>
</tr>
<tr>
<td>Extreme risk</td>
<td>5 (5)</td>
</tr>
<tr>
<td>High risk</td>
<td>26 (28)</td>
</tr>
<tr>
<td>Moderate risk</td>
<td>48 (52)</td>
</tr>
<tr>
<td>Little risk</td>
<td>13 (14)</td>
</tr>
<tr>
<td>No risk</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

aNIHL: Noise-induced hearing loss.

Figure 3. NIHL awareness and prevention methods. NIHL: noise-induced hearing loss.

NIHL Risk Notification Comparisons

The NIHL risk notification type associated with the greatest likelihood of encouraging NIHL prevention was the auditory type as shown in Table 2.

The percentages shown in Table 2 represent the average likelihood of NIHL prevention across all respondents who voted for a certain NIHL risk notification type. An individual respondent’s likelihood of preventing NIHL was determined using their responses to the questions asking if they would like to receive a notification about their risk of developing NIHL, and if they would be willing to lower their media volume if
reminded to. The five possible answer choices for each question were “Definitely,” “Probably,” “Maybe,” “Probably not,” and “Definitely not.” These qualitative responses were mapped to percentage values at regular 25-point intervals, starting with “Definitely not” being equivalent to 0% and ending with “Definitely” as equivalent to 100%. Each respondent’s likelihood of preventing NIHL was then estimated to be the product of their answers to the 2 questions. A table of all possible percentages and their products is presented in Table 3.

The average likelihood of eventual NIHL prevention across all respondents who voted for the auditory NIHL risk notification (n=40) was 62% (SD 24%) with a median of 56% (95% CI 50%-75%). This was significantly higher than the average across all visual NIHL risk notification voters (n=84), which was 50% (SD 28%) with a median of 50% (95% CI 38%-56%). There was no significant difference (H\textsubscript{1} = 6.365; P = .19) between the auditory NIHL risk notification and the external visual NIHL risk notification, whose average probability of encouraging NIHL was 52% (SD 30%) and had a median of 57% (95% CI 38%-75%). A Kruskal-Wallis test corrected for ties revealed a significant difference (H\textsubscript{1} = 6.848; P = .03) between the auditory and visual NIHL risk notifications. No significant difference was observed between visual and external visual NIHL risk notifications (H\textsubscript{1} = 6.307; P = .64) either.

As shown in Table 2, where “n” reflects the number of unique respondents who chose a notification type, the NIHL risk notification that was selected the most often was the visual NIHL risk notification with 84 votes. The auditory and external visual NIHL risk notifications each received 40 votes. A total of 12 respondents chose the “None” selection, with the average chance of preventing NIHL in that group being 14% (SD 21%). A total of 3 respondents chose “Other,” and their mean likelihood of preventing NIHL was 21% (SD 16%). The three “Other” responses provided by respondents are listed below exactly as they were typed by each respondent:

1. “Nonintrusive pop-up in a top empty corner, warning for SERIOUS issues (that can be deactivated) and not bug you about everything, as phones do.”
2. “Vibration maybe?”
3. “Haptic, on a watch or something.”

### Table 2. Average likelihood of each noise-induced hearing loss (NIHL\textsuperscript{a}) risk notification type to encourage NIHL prevention.

<table>
<thead>
<tr>
<th>NIHL risk notification type</th>
<th>Likelihood (%), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auditory (n=40)</td>
<td>62 (24)</td>
</tr>
<tr>
<td>External visual (n=40)</td>
<td>52 (29)</td>
</tr>
<tr>
<td>Visual (n=84)</td>
<td>50 (28)</td>
</tr>
<tr>
<td>Other (n=3)</td>
<td>21 (16)</td>
</tr>
<tr>
<td>None (n=12)</td>
<td>14 (21)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}NIHL: Noise-induced hearing loss.

### Table 3. Response ranking system.

<table>
<thead>
<tr>
<th>Possible responses</th>
<th>Definitely (%)</th>
<th>Probably (%)</th>
<th>Maybe (%)</th>
<th>Probably not (%)</th>
<th>Definitely not (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definitely</td>
<td>100</td>
<td>75</td>
<td>50</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td>Probably</td>
<td>75</td>
<td>56.3</td>
<td>38.5</td>
<td>18.8</td>
<td>0</td>
</tr>
<tr>
<td>Maybe</td>
<td>50</td>
<td>38.5</td>
<td>25</td>
<td>12.5</td>
<td>0</td>
</tr>
<tr>
<td>Probably not</td>
<td>25</td>
<td>18.8</td>
<td>12.5</td>
<td>6.3</td>
<td>0</td>
</tr>
<tr>
<td>Definitely not</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Respondent Willingness to Prevent NIHL**

As shown in Table 4, on average, most respondents were inclined to lower the volume of audio entering their ears. The percentages listed in Table 4 are related to the total number of respondents for that age range. Regardless of age, 66.4% (77/116) of respondents would either “Definitely” or “Probably” turn down their audio volume if reminded to. In addition, of those respondents who did not already prevent NIHL, 57% (34/60) would either “Definitely” or “Probably” turn down their audio volume. A total of 18.9% (22/116) respondents chose “Maybe,” and 14.7% (17/116) respondents chose either “Probably not” or “Definitely not.”
Discussion

Principal Findings

Overall, the data seemed to suggest that technology that can provide music listeners with a real-time assessment of their risk of developing NIHL would be useful for encouraging NIHL prevention. A majority (60/116, 51.7%) of the population did not practice any form of NIHL prevention despite 79.3% (92/116) of respondents having some awareness of NIHL. Even within the population that did prevent NIHL, only about 4% (2.5/56) reported using noise level data to aid in the prevention of NIHL. Across the entire population of respondents, 82.8% (96/116) felt more than a little risk of developing NIHL. None of the respondents reported a complete lack of risk. Of the respondents, 66.3% (77/116) were willing to lower their audio volume if they were reminded to, and the NIHL risk notification that had the highest mean estimated chance of encouraging NIHL prevention was the auditory NIHL risk notification at 61.9%. The NIHL risk notification type respondents preferred the most seemed to be the visual NIHL risk notification type with 84 total votes.

As there was a high percentage (53.5/56, 96%) of respondents who used estimates in their prevention of NIHL, and 51.7% (60/116) of all respondents did not practice preventing NIHL, technology that can both encourage NIHL prevention in those who do not already prevent it and provide more accurate data to those who currently estimate their noise exposure would be useful. Without data to guide prevention methods, consumers of music may either not truly prevent NIHL or be listening to music at too low a volume to enjoy the activity. For those who do not already prevent NIHL, technology that encourages NIHL prevention could allow them to enjoy their music for a longer period of their lives. Even though a majority of the population did have awareness of NIHL, technology that informs the user of their risk of developing NIHL could still be useful because most respondents did not prevent it, do not have accurate methods of actively analyzing and preventing NIHL on their own, and are willing to reduce their music volume if reminded to.

Future Work

The results of this study readily lend themselves to many opportunities for future research and overall seem to suggest an encouraging environment for the future of NIHL awareness and prevention. Instead of increasing NIHL awareness through conventional methods such as bolstering NIHL education in schools, future efforts to increase NIHL awareness and prevention could take the form of more targeted individual encouragement through technology. Below are various flaws in the research methodology that seriously affected the conclusions that could be drawn, which future studies would do well to improve upon.

Study Population

In choosing Reddit communities already related to music, the survey collection method likely encouraged a bias toward respondents who heavily listened to music, and thus, may disproportionately favor using an NIHL risk notification compared with the general public. This study may also not have fully sampled a group that was representative of people who regularly listen to music, as those music listeners who were not in the chosen subreddits were not given the same opportunity to supply their responses. This bias may have resulted in a seemingly greater concern for preserving hearing ability than may truly reflect the population of people who would benefit from awareness about NIHL. In addition, without an external incentive to complete the survey, respondents who did go out of their way to supply responses might have already believed more in the utility of an NIHL risk notification. To obtain a more accurate estimate of the general public’s perception of NIHL risk notifications, future surveys should use a population more representative of the general public and provide an additional incentive to complete the survey, such as a monetary reward. A more randomized sampling method should also be used to create a sample of those who enjoy music. Future surveys should also try to include more participants aged ≥31 years, as well as possibly control for the countries of each participant. The timing of the survey’s posting may also be important to for control in future studies.

Data Collection

A more quantitative data collection method to determine the usefulness of each NIHL risk notification should be used in the future. The Kruskal-Wallis test used here inflated the possibility of type 1 errors, especially with having to correct for ties in the data. Future studies could also incorporate data from pure tone audiometry measurements and otoacoustic emission tests. There should also be a way to assess the true level of NIHL knowledge each participant had, instead of letting them self-report either a “Yes” or a “No.” It may also be easier to gauge how respondents feel toward individual NIHL risk notification types by having a more direct rating system for each individual NIHL risk notification. A picture of each hypothetical NIHL risk notification. A picture of each hypothetical NIHL risk notification type 1 errors, especially with having to correct for ties in the data. Future studies could also incorporate data from pure tone audiometry measurements and otoacoustic emission tests. There should also be a way to assess the true level of NIHL knowledge each participant had, instead of letting them self-report either a “Yes” or a “No.” It may also be easier to gauge how respondents feel toward individual NIHL risk notification types by having a more direct rating system for each individual NIHL risk notification. A picture of each hypothetical NIHL risk notification. A picture of each hypothetical NIHL risk notification type 1 errors, especially with having to correct for ties in the data. Future studies could also incorporate data from pure tone audiometry measurements and otoacoustic emission tests. There should also be a way to assess the true level of NIHL knowledge each participant had, instead of letting them self-report either a “Yes” or a “No.” It may also be easier to gauge how respondents feel toward individual NIHL risk notification types by having a more direct rating system for each individual NIHL risk notification. A picture of each hypothetical NIHL risk notification. A picture of each hypothetical NIHL risk notification type 1 errors, especially with having to correct for ties in the data. Future studies could also incorporate data from pure tone audiometry measurements and otoacoustic emission tests. There should also be a way to assess the true level of NIHL knowledge each participant had, instead of letting them self-report either a “Yes” or a “No.” It may also be easier to gauge how respondents feel toward individual NIHL risk notification types by having a more direct rating system for each individual NIHL risk notification. A picture of each hypothetical NIHL risk notification. A picture of each hypothetical NIHL risk notification type 1 errors, especially with having to correct for ties in the data. Future studies could also incorporate data from pure tone audiometry measurements and otoacoustic emission tests. There should also be a way to assess the true level of NIHL knowledge each participant had, instead of letting them self-report either a “Yes” or a “No.” It may also be easier to gauge how respondents feel toward individual NIHL risk notification types by having a more direct rating system for each individual NIHL risk notification. A picture of each hypothetical NIHL risk notification. A picture of each hypothetical NIHL risk notification type 1 errors, especially with having to correct for ties in the data. Future studies could also incorporate data from pure tone audiometry measurements and otoacoustic emission tests. There should also be a way to assess the true level of NIHL knowledge each participant had, instead of letting them self-report either a “Yes” or a “No.” It may also be easier to gauge how respondents feel toward individual NIHL risk notification types by having a more direct rating system for each individual NIHL risk notification. A picture of each hypothetical NIHL risk notification. A picture of each hypothetical NIHL risk notification type 1 errors, especially with having to correct for ties in the data. Future studies could also incorporate data from pure tone audiometry measurements and otoacoustic emission tests. There should also be a way to assess the true level of NIHL knowledge each participant had, instead of letting them self-report either a “Yes” or a “No.” It may also be easier to gauge how respondents feel toward individual NIHL risk notification types by having a more direct rating system for each individual NIHL risk notification. A picture of each hypothetical NIHL risk notification. A picture of each hypothetical NIHL risk notification type 1 errors, especially with having to correct for ties in the data. Future studies could also incorporate data from pure tone audiometry measurements and otoacoustic emission tests. There should also be a way to assess the true level of NIHL knowledge each participant had, instead of letting them self-report either a “Yes” or a “No.” It may also be easier to gauge how respondents feel toward individual NIHL risk notification types by having a more direct rating system for each individual NIHL risk notification. A picture of each hypothetical NIHL risk notification. A picture of each hypothetical NIHL risk notification type 1 errors, especially with having to correct for ties in the data. Future studies could also incorporate data from pure tone audiometry measurements and otoacoustic emission tests. There should also be a way to assess the true level of NIHL knowledge each participant had, instead of letting them self-report either a “Yes” or a “No.” It may also be easier to gauge how respondents feel toward individual NIHL risk notification types by having a more direct rating system for each individual NIHL risk notification. A picture of each hypothetical NIHL risk notification. A picture of each hypothetical NIHL risk notification.
notification would also have made each notification type easier to conceptualize for respondents.

MTurk Data

Although the MTurk data may not truly reflect a more general population of people, some apparent differences between the Reddit and MTurk data suggest that NIHL risk notifications might not be as useful for the general public. A much greater percentage (33/63, 56%) of MTurk workers than Reddit users (22/56, 4.5%) indicated that they used exact decibel levels to inform their NIHL prevention. This seems counterintuitive because conventional logic might suggest that people who interact with audio more would be more likely to have the technology and inclination to accurately track their risk. In addition, a higher percentage of MTurk respondents (54/121, 44.6%) than Reddit respondents (12/116, 10.3%) indicated that none of the listed notification types were good, suggesting that a different notification type may be necessary to encourage NIHL prevention in the general public. Interestingly, a much higher percentage (55/121, 45.5%) of MTurk respondents indicated that they had officially diagnosed NIHL compared with 1.7% (2/116) of respondents in the Reddit population. It should be noted again that the MTurk data can only indicate a need to more accurately study the general public to either confirm or reject these trends, as the various flaws in the response collection process delegitimize the significance of any conclusions that could be drawn. Many MTurk responses also suggested that respondents did not understand English very well, which may have led to them unintentionally answering questions inaccurately.

Changing Behaviors

Despite this survey describing some likelihood of NIHL risk notifications (especially the auditory type) successfully encouraging NIHL prevention, significantly more research needs to be done to determine which NIHL risk notification could actually encourage lasting behavioral change in practice. Within each of the three NIHL risk notification types identified here, there are numerous design choices to be considered during the production of actual prototypes, which may change the overall effectiveness of each NIHL risk notification. Choices such as using more images over text in a visual notification or perhaps using different people’s voices for the audio NIHL risk notification all may need to be considered. Similar to the work by Kaplan-Neeman et al [18], future work must be done with all forms of NIHL risk notifications to conclusively determine what system and data presentation methods might actually encourage user change.

Moving Forward

The three NIHL risk notifications described here correlate to 3 distinct types of consumer products that could be created in the future. External visual NIHL risk notifications could take the form of wearable watches, as mentioned earlier, or something similar to Figure 4, where a physical connection to the user’s media source is maintained. “Audio Jack” and “screen” icon sources from the study by Daksina [20] and Ahmad [21], respectively. The overall figure was designed by author DTZ. It should be noted that a potential flaw in the utility of this risk notification type may be the current consumer trend toward wireless listening equipment. The audio NIHL risk notification was conceptualized as a software and hardware package that both performed the required noise exposure calculations and provided the NIHL risk notifications as audio cues all from within the user’s personal listening equipment. The visual NIHL risk notification was mainly envisioned as an app on the user’s phone to measure the audio equipment output and then visually display NIHL warnings to the user.

Another NIHL risk notification method was later theorized by Tim Nieuwenhuis, which adds to the potential utility of the visual notification method. In the idea, an external physical device would act as the user’s ear and measure the noise output of the personal listening device as the user plays a provided audio file for calibration. The device would then send the data back to the user’s phone. The NIHL risk notification app combines the output data with the audio signal data going out of the phone to build a model for estimating the noise that enters the user’s ear. The notification itself would likely still appear on the app. There is potential for this method to be applicable to recreational music listening through speakers, although an issue then might be determining the user’s position in a room.

It may also be worthwhile to adapt NIHL risk notifications for contexts beyond recreational music listening at home. Future NIHL risk notifications could be created for other situations with a high risk of causing NIHL, such as playing an instrument or attending music festivals [6,22]. A version might be created to augment the usefulness of existing earplugs. Significant consideration should be given to the fact that the NIHL risk notifications theorized here rely heavily on being able to use the user’s personal listening equipment to calculate a time-weighted dBA average of noise exposure entering the ear, which may not be as feasible in other contexts or within equipment such as earplugs.
**Figure 4.** A visual screen is attached to the back of a mobile phone, similar to existing portable digital-to-analog converters. The audio connection is facilitated by a male to 2-female audio splitter cable.
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The complete Google Form as presented to survey respondents.

[PDF File (Adobe PDF File), 277 KB - formative_v6f6e24903_app1.pdf ]

**Multimedia Appendix 2**

Complete catalog of all survey data collected in this study. The compiled data from every survey batch are on the spreadsheet page titled “Compiled,” which has already been sorted. The “Cleaning Data” page was where all the data were manipulated to create graphs. Preliminary data tables can be found on the far-right side of the page.

[XLSX File (Microsoft Excel File), 195 KB - formative_v6f6e24903_app2.xlsx ]
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Abstract

Background: With the region’s highest population growth rate (30%), Uganda is on the brink of a population explosion, yet access to and utilization of public health control measures like modern contraception is a challenge. This is due to remotely located health facilities, noncustomized health content, and poor or nonfunctional post-facility follow-up.

Objective: The aim of our study was to evaluate the feasibility and acceptability of a telehealth engagement platform primarily targeting men; the platform provided behavioral and informational messaging on modern contraception (ie, family planning) and its impact on shaping sexual and reproductive health and knowledge and uptake of family planning services.

Methods: A longitudinal cohort of men aged 18 years and older gave consent to receive mobile phone messages on family planning; follow-up was performed at months 1, 4, and 6 to assess key study-related outcomes on knowledge transfer and acquisition on modern contraception, partner communication, and spousal uptake of family planning. Qualitative interviews with the study participants’ spouses were also performed.

Results: The study included 551 study participants, 450 of whom were men, the primary study participants, who received the family planning mobile messages and 101 of whom were their spouses. Of the 450 primary participants, 426 (95%) successfully received the messages and only 24 (5%) reported not receiving them. The average response (ie, participation) rate in weekly quizzes was 23%. There was a noted 18.1% increase in couple communication attributed to the intervention; couples opened up more to each other on matters concerning family planning.

Conclusions: Using digital channels to address the concerns and inquiries of participants in real time or as fast as possible helped to increase the likelihood that couples adopted family planning.

(JMIR Form Res 2022;6(6):e34424) doi:10.2196/34424
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**Introduction**

**Background**

In 2021, Uganda’s population was 42.4 million people, representing growth of about 30% compared to 2014, when the national population census reported a population of 36.9 million [1]. Over 55% of the country’s population was below the age of 15 years and thus close to childbearing age.

According to the 2016 Uganda Demographic Health Survey, the total average fertility rate was 5.4 children per woman [2]. However, the rate is known to be higher in rural and semiurban parts of the country, where on average a woman gives birth to 7 children in her lifetime, making Uganda a country with one of the fastest growing populations in the world. These trends point to a looming population explosion in a setting with high poverty levels, low literacy rates, and limited access to quality health services unless population mitigation measures are urgently taken up.

Population explosion control measures, such as modern contraception, have shown promise in driving socioeconomic growth and political stability in sub-Saharan Africa [3,4]. However, modern contraception (ie, family planning) uptake in Uganda had tended to remain suboptimal, with a 30% contraceptive prevalence rate; the current unmet need for family planning among women has been placed at 34% [5,6].

A number of factors have been identified to account for the above trends, including a lack of access to credible information on modern contraception, lack of male partner support and engagement in decision-making, and poor or nonfunctional post-service follow-up mechanisms to address challenges like side effects, myths, and misconceptions [7,8].

**Digital Technology and Reproductive Health Services Delivery in Africa**

The application of information technology and digital tools in the delivery of sexual and reproductive health (SRH) services is gaining momentum, with the use of artificial intelligence (AI), short message service (SMS) messaging, and hotlines having been documented. For example, askNivi, an AI chatbot, was piloted in Kenya as a demand-generation tool for contraception uptake targeting adolescents and young women; it resulted in a 41% probable increase in the likelihood of contraceptive uptake among users [9]. Similarly, a study by Njagi J. [10] showed that helplines (also called hotlines) provided an alternative, reliable channel for young girls and women to seek clarity and guidance on their SRH issues in a society where the nature of adult-child relations is hierarchical and conservative. The use of mobile SMS for the dissemination of health information on family planning and antenatal attendance reminders for pregnant women has been piloted in sub-Saharan Africa and has made a positive impact [11,12].

**Goal of This Study**

The aim of our study was to evaluate the feasibility and acceptability of a telehealth engagement platform primarily targeting men, with behavioral and informational messaging on modern contraception (ie, family planning) and its impact on shaping their knowledge of sexual and reproductive health (SRH) and their uptake of family planning services.

**Methods**

**Sample Size Calculation**

The primary outcome used to estimate the study’s sample size was the change in uptake of family planning services of participants who received the men’s telehealth information package (mTIP) intervention. According to the most recent Uganda Demographic Health Survey, held in 2016, the proportion of men aged 15 to 55 that use any family planning method was 60% [2]. Assuming that there would be a 25% increase in family planning uptake due to the intervention, 5% type I error, and 90% power, we calculated that we would need to enroll 432 men. The sample size was then adjusted for an anticipated 10% attrition over the 3-month study period, which gave us a total of 475 men as the sample size to be recruited.

**Inclusion and Exclusion Criteria**

Potential study participants were eligible for participation if they were aged 18 to 55 years, had a spouse or current active sexual partner (sexually active was defined as having at least 1 sexual encounter in the previous 6 months), owned a mobile phone, and were willing to take part in all study-related activities, especially periodic surveys using questionnaires. Study participants that were unable to effectively comprehend the study-related activities, unable to communicate due to suboptimal mental status or low literacy levels, or did not own a phone were excluded.

**Study Setting and Participant Recruitment**

We targeted men 18 years and older who consented to participate in the study. The participant recruitment took place in 8 community settings that included academic institutions, workplaces, and social gatherings, such as at sports grounds. The study team set up a tent at each site with an appropriate level of privacy and confidentiality for the purposes of the informed consent process. Study participants that consented to take part in the study were then required to send a trigger message to the study’s SMS prepaid short code so as to start receiving mobile messages on family planning. The SMS short code was operated and maintained at The Medical Concierge Group (TMCG), a digital health and telemedicine company headquartered in Uganda that was one of the study partners. Prior to full study enrollment, a beta-test study with 25 participants was performed, with the findings used to improve the data collection tools and informed consent documents, which were resubmitted to our institutional review board for approval.

**Mobile Message Design and Dissemination**

The information-behavior-motivation (IBM) skills model formed the basis of the development of the mobile messages. This model has been utilized in behavioral change approaches with the end goal of influencing adoption of positive behavior through providing correct information for informed decision-making and creating an environment that motivates the adoption of this positive behavior, for example, through reminders and nudges [13,14]. Messages on SRH focusing on modern contraception
were developed by the study team and reviewed by a community advisory board and an SRH specialist for appropriateness, relevance, and local context. The messages covered IBM aspects of contraception and family planning communication. The messages were designed to go out on a weekly schedule via a prepaid short code (8884) with an average of 2 messages received weekly over a period of 60 days by the study participants. The messages were delivered in English.

**Study Participant Follow-up and Engagement**

All study participants had access to a study toll-free telephone and SMS platform that was available 24 hours a day and staffed by qualified health professionals to offer remote resolutions to participants’ inquiries, including referrals and links to SRH and other health services. In addition, proactive follow up was performed by the study team at months 1, 4, and 6 after the date of study enrollment to perform specific study procedures and assess the participants for the knowledge they had gained on modern contraceptive methods, couple communication on family planning, and partner uptake of family planning.

**Data Collection**

During the scheduled routine follow-up phone calls, the study participants were interviewed by one of the study staff, who was trained in phone interviews, at TMCG. During the interviews, the study team interacted with the participants to assess their awareness of family planning methods, the men’s attitudes and practices, self and spousal use of family planning, spousal communication about family planning decision-making, and the men’s opinions about their roles in family planning decision-making. The interview dates and times were negotiated and agreed upon by both the study staff and participants. The interviews were conducted in either the local language (Luganda) or English. A pretested electronic questionnaire built on an open data kit was used to collect information on the participants’ experiences with the telehealth platform and phone ownership. The study telehealth platforms (ie, SMS and the hotline) were analyzed for performance on message delivery, study participants’ engagement in quizzes, and completion of all study requirements. In-person short interviews were conducted with 25 randomly selected study participants (15 men and 10 women) to gather insights on the feasibility and accessibility of the mTIP intervention.

**Data Analysis and Interpretation**

Quantitative data collected through the open data kit were analyzed using Stata software (StataCorp). Quantitative data were collected through TMCG’s telehealth platforms (SMS and the hotline) following the dissemination of the information on family planning via mobile phone. This focused on the number of SMS messages and voice calls, number of referrals, number of participants who completed all study assessments, and any other data regarding family planning, which were summarized and used as a measure of feasibility and scalability. For a qualitative inquiry, the study used in-depth interviews to elicit information from 15 men and 10 women on their experiences regarding family planning. The audio data were transcribed, coded, and thematically analyzed to address the objectives of the study. Multiple data sources from in-depth interviews with both male and female participants were used for data triangulation. We also used an information-rich description of the findings to ensure transparency. **Table 1** summarizes the demographic characteristics of the interview participants.
Table 1. Summary of characteristics of the participants who underwent in-depth interviews.

<table>
<thead>
<tr>
<th>No.</th>
<th>Age, years</th>
<th>Sex</th>
<th>Occupation</th>
<th>Marital status</th>
<th>Children, n</th>
<th>Religion</th>
<th>Level of education</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>56</td>
<td>Male</td>
<td>Unemployed</td>
<td>Married</td>
<td>8</td>
<td>Anglican</td>
<td>University</td>
</tr>
<tr>
<td>2</td>
<td>27</td>
<td>Male</td>
<td>Businessperson</td>
<td>Single</td>
<td>0</td>
<td>Catholic</td>
<td>University</td>
</tr>
<tr>
<td>3</td>
<td>32</td>
<td>Male</td>
<td>Teacher</td>
<td>Married</td>
<td>3</td>
<td>Born again</td>
<td>University</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>Male</td>
<td>Student</td>
<td>Married</td>
<td>0</td>
<td>Born again</td>
<td>University</td>
</tr>
<tr>
<td>5</td>
<td>24</td>
<td>Male</td>
<td>Driver</td>
<td>Married</td>
<td>1</td>
<td>Catholic</td>
<td>Primary</td>
</tr>
<tr>
<td>6</td>
<td>28</td>
<td>Male</td>
<td>Private employee</td>
<td>Married</td>
<td>2</td>
<td>Muslim</td>
<td>Secondary</td>
</tr>
<tr>
<td>7</td>
<td>30</td>
<td>Female</td>
<td>Private employee</td>
<td>Married</td>
<td>2</td>
<td>Born again</td>
<td>Secondary</td>
</tr>
<tr>
<td>8</td>
<td>25</td>
<td>Female</td>
<td>Businessperson</td>
<td>Married</td>
<td>1</td>
<td>Born again</td>
<td>Secondary</td>
</tr>
<tr>
<td>9</td>
<td>22</td>
<td>Female</td>
<td>Farmer</td>
<td>Married</td>
<td>2</td>
<td>Anglican</td>
<td>Secondary</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>Female</td>
<td>Casual laborer</td>
<td>Married</td>
<td>2</td>
<td>Catholic</td>
<td>Primary</td>
</tr>
<tr>
<td>11</td>
<td>29</td>
<td>Female</td>
<td>Teacher</td>
<td>Married</td>
<td>2</td>
<td>Catholic</td>
<td>Tertiary</td>
</tr>
<tr>
<td>12</td>
<td>29</td>
<td>Female</td>
<td>Housewife</td>
<td>Married</td>
<td>3</td>
<td>Catholic</td>
<td>No school</td>
</tr>
<tr>
<td>13</td>
<td>50</td>
<td>Male</td>
<td>Civil servant</td>
<td>Married</td>
<td>0</td>
<td>Seventh-day Adventist</td>
<td>University</td>
</tr>
<tr>
<td>14</td>
<td>41</td>
<td>Male</td>
<td>Religious leader</td>
<td>Married</td>
<td>5</td>
<td>Seventh-day Adventist</td>
<td>Tertiary</td>
</tr>
<tr>
<td>15</td>
<td>24</td>
<td>Male</td>
<td>Student</td>
<td>Single</td>
<td>0</td>
<td>Seventh-day Adventist</td>
<td>University</td>
</tr>
<tr>
<td>16</td>
<td>25</td>
<td>Male</td>
<td>Casual laborer</td>
<td>Married</td>
<td>1</td>
<td>Born again</td>
<td>Secondary</td>
</tr>
<tr>
<td>17</td>
<td>30</td>
<td>Male</td>
<td>Self employed</td>
<td>Married</td>
<td>3</td>
<td>Catholic</td>
<td>University</td>
</tr>
<tr>
<td>18</td>
<td>38</td>
<td>Male</td>
<td>Police officer</td>
<td>Married</td>
<td>4</td>
<td>Anglican</td>
<td>University</td>
</tr>
<tr>
<td>19</td>
<td>30</td>
<td>Male</td>
<td>Teacher</td>
<td>Married</td>
<td>1</td>
<td>Catholic</td>
<td>Tertiary</td>
</tr>
<tr>
<td>20</td>
<td>38</td>
<td>Male</td>
<td>Former security</td>
<td>Married</td>
<td>4</td>
<td>Catholic</td>
<td>Primary</td>
</tr>
<tr>
<td>21</td>
<td>35</td>
<td>Male</td>
<td>Teacher</td>
<td>Married</td>
<td>4</td>
<td>Catholic</td>
<td>University</td>
</tr>
<tr>
<td>22</td>
<td>26</td>
<td>Female</td>
<td>Businessperson</td>
<td>Married</td>
<td>2</td>
<td>Born again</td>
<td>Secondary</td>
</tr>
<tr>
<td>23</td>
<td>28</td>
<td>Female</td>
<td>Private employee</td>
<td>Married</td>
<td>0</td>
<td>Anglican</td>
<td>University</td>
</tr>
<tr>
<td>24</td>
<td>23</td>
<td>Female</td>
<td>Unemployed</td>
<td>Married</td>
<td>1</td>
<td>Unknown</td>
<td>No school</td>
</tr>
<tr>
<td>25</td>
<td>32</td>
<td>Female</td>
<td>Teacher</td>
<td>Married</td>
<td>6</td>
<td>Seventh-day Adventist</td>
<td>Tertiary</td>
</tr>
</tbody>
</table>

**Ethics Approval**

The study was approved by the Joint Clinical Research Centre institutional review board (approval number 0906-2019) and registered with the Uganda National Council of Science and Technology (reference number HS425ES). All the study procedures, compensation, benefits, potential risk of participation, and the voluntary and confidential nature of participation were discussed. Written informed consent was obtained from all respondents before enrollment in this qualitative study. For young adults with low literacy, we used a thumbprint in the presence of a witness.

**Results**

**Demographic Characteristics**

A total of 551 study participants were recruited, including 450 men (the primary study participants) and 101 women (their spouses), who were proactively observed by the study team over a 6-month period via voice follow-up calls at months 1, 4, and 6 after enrollment. The demographic characteristics of the study participants are summarized in Table 2.
Table 2. Demographic characteristics of the study participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Men (N=450)</th>
<th>Spouses (N=101)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>25 (22-30)</td>
<td>25 (23-28)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>257 (57.1)</td>
<td>15 (14.9)</td>
</tr>
<tr>
<td>Married (religious, civil, or customary)</td>
<td>177 (39.3)</td>
<td>59 (58.4)</td>
</tr>
<tr>
<td>Widowed, separated, or divorced</td>
<td>8 (1.8)</td>
<td>17 (16.8)</td>
</tr>
<tr>
<td>Has spouse, but not legally married</td>
<td>8 (1.8)</td>
<td>10 (9.9)</td>
</tr>
<tr>
<td>Current occupation, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>143 (31.8)</td>
<td>15 (14.9)</td>
</tr>
<tr>
<td>Employed</td>
<td>296 (65.8)</td>
<td>59 (58.4)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>7 (1.6)</td>
<td>17 (16.8)</td>
</tr>
<tr>
<td>Declined to answer</td>
<td>4 (0.9)</td>
<td>10 (9.9)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No education (did not complete any education)</td>
<td>2 (0.4)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Primary level</td>
<td>62 (13.8)</td>
<td>9 (8.9)</td>
</tr>
<tr>
<td>Secondary level</td>
<td>234 (52)</td>
<td>60 (59.4)</td>
</tr>
<tr>
<td>University^a</td>
<td>149 (33.1)</td>
<td>29 (28.7)</td>
</tr>
<tr>
<td>Declined to answer</td>
<td>3 (0.7)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Type of digital device owned (multiple choice), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basic mobile phone</td>
<td>281 (60.8)</td>
<td>39 (36.1)</td>
</tr>
<tr>
<td>Smartphone</td>
<td>177 (38.3)</td>
<td>69 (63.9)</td>
</tr>
<tr>
<td>Desktop computer</td>
<td>2 (0.4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Laptop</td>
<td>1 (0.2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Tablet</td>
<td>1 (0.2)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

^Makerere and Kyambogo Universities are both non–faith-based tertiary institutions.

User Statistics

The study participants were observed for 6 months with follow-up voice calls placed 1, 4, and 6 months after the date of enrollment to assess key study-related outcomes on knowledge transfer and acquisition related to modern contraception, partner communication, and spousal uptake of family planning. The retention rate of the study participants over the 6-month period is shown in Figure 1.
A total of 26,988 SMS messages were sent out over the 6-month study period, with an average of 66 messages received by each study participant. Out of the 450 men (the primary study participants) onboarded into the messaging system, 426 (95%) successfully received the messages and only 24 (5%) reported having not received them. The messages were interrupted with periodic quizzes to assess knowledge transfer and acquisition, using a total of 9 questions sent out on a weekly basis. The average response (ie, participation) rate in the weekly quizzes was 23%. We noted an 18.1% increase in couple communication attributed to the mTIP, as the couples opened up to each other more on matters concerning family planning, as highlighted in the sample responses below.

**Study Participants’ Preferences**

Interview findings revealed that the men’s telehealth information package was effective and as such, feasible and acceptable for empowerment regarding family planning. As Participant 3 affirmed, “When you read these messages, you find directions...you are guided...the person cares.”

The messages were also timely, clear, educational, captivating, and laden with wise counsel, building confidence regarding family planning. They were also shareable, making it possible for the men to share the information. As Participant 3 affirmed, “It has given us confidence about family planning...when you get information from medical personnel...you are in a comfortable position to practice it.”

Additionally, the questions within the messages were not only stimulatory, but also enhanced discussion and reflection to deepen understanding. Further, the language of the messages was commended for its simplicity and clarity, accentuating access to family planning. Notwithstanding this, the respondents emphasized the need to have the messages translated into the local language to increase access, especially for those that may not be able to read and write.

The improvement in couple communication stemming from this study made it plausible for the spouses to open up to each other, rather than secretly take up family planning. The couples had candid conversations on family size, spacing, finances, and their family planning options. As Participant 1 explained, “this kind of study has enabled us...[to] come together as partners. You know in our local setting; we don’t want to share this kind...”
of information with our wives...so this...has enabled us [to] realign our education about family planning.”

The men were empowered to support their wives regarding family planning, creating harmony in the home. Some men were relieved that their wives were using family planning, which according to Participants 9’s narrative was a relief from the potential financial strain of a large family: “I started family planning, now my second born is two years and he [her husband] sees it as very good. He is going to plan for them well, and that space is enough for a child to grow well without falling sick all the time...he is happy.”

Discussion

Male Involvement in Family Planning

Innovations addressing male involvement in SRH and family planning services have mainly centered on structural barriers by extending clinic hours, allocating specific clinic times for men, and using male champions, among other strategies [13,14]. However, the need to target men with informational and behavioral messages on family planning by leveraging channels that reach them where they are located (eg, homes, workplaces, or bars) is still new, with digital solutions taking center stage [14,15].

Our study assessed the acceptability and feasibility of an mTIP that leveraged a toll-free hotline and SMS messages as channels to disseminate information on SRH and modern contraception. The 95% success rate for mobile message dissemination (426 of the 450 men successfully received the messages) shows the potential digital platforms have as effective channels for cascading family planning information to target audiences. This is especially important in reaching men who are often left out from traditional physical and mass media campaigns, as these operate in spaces that are largely seen as spaces for women, require lengthy contact time, and are not customized to meet the individual needs of men [16,17].

The 6-month retention rate of study participants in the virtual cohort was 399/450 (88.7%), positioning digital channels like SMS and voice calls as effective and sustainable platforms for continuous engagement beyond physical locations. This is supported by the rising number of people in Uganda who own mobile phones; that number stood at approximately 26 million in December 2020 [18]. In addition, the virtual cohort offered an opportunity for follow up beyond the confines of the health facility or community outreach activities, which are the traditional entry points to accessing family planning services in Uganda.

The relatively high mobile phone ownership rate among the spouses (65/101, 63.9%) offered an opportunity to diversify the digital innovations that can be deployed in the space of family planning. For example, gamified mobile applications that assess decision-making skills and knowledge transfer have been noted to stimulate more engagement with users [19,20]. The 23% participation rate of study participants in the weekly quizzes was relatively low even when compared to other studies that leveraged SMS quizzes during end user assessments. For example, the “Text-to-Change” study, which used SMS messages to disseminate information targeted at youth on HIV and AIDS, had a 53% average participation rate [21]. The discrepancy might be attributable to the absence in our study of complementary media platforms, such as flyers or a radio campaign, to increase awareness and boost participation.

Using simple, rather than complex, language or terminology in developing mobile health messages is important for end users to easily interpret the messages. This was revealed through interviews with the participants, who commended the simple, comprehensible family planning messages. In a setting where health care delivery models leave men out, owing to their work schedules and negative health-seeking behaviors, innovations that engage them within their comfort zones will be instrumental in overcoming barriers to health care access embedded within patriarchal societies in sub-Saharan Africa. This is especially important in our context, where women have traditionally sought for permission and support from their partners, in the form of transport and time, in order to access SRH services such as family planning [22,23].

In addition, given the limited contact time and space and the inadequate customization of traditional media and interpersonal communication models to suit specific local demographics for health information, current trends in mobile phone ownership in Uganda [20] offer the opportunity to leverage these ubiquitous tools for health information dissemination and reach larger audiences with minimal investment.

Principal Results

Out of the 450 men (the primary study participants) onboarded onto the family planning mobile message plan, 426 (95%) successfully received the messages and only 24 reported having not received them. The average response (ie, participation) rate in the weekly quizzes was 23%. There was a noted 18.1% increase in couple communication attributed to the mTIP, and the couples opened up to each other more on matters concerning family planning.

Limitations

Periodic outages of the SMS system inhibited the receipt of some of the scheduled family planning messages, disrupting information access flow. This was addressed by setting up an alert system for outages that enabled the software developers to be notified early enough for quick resolution with minimal disruption. Additionally, the unavailability of some of the study participants’ phones during the scheduled phone calls disrupted communication. This was addressed by rescheduling the follow-up call on an alternative day within the follow-up window. The study achieved 95% (551 of 576) of its target sample size, which was slightly deficient, but only negligibly affected the statistical power of the results. Notwithstanding this, the study will serve as a pilot study for a future large, randomized controlled trial of mobile phones as a channel for disseminating information on family planning, to truly measure the impact of digital telehealth as a channel for promoting family planning.
Comparison With Prior Work

The use of mobile phones as a channel for disseminating information to bring about behavioral change has gained momentum in sub-Saharan Africa. The use of hotlines, SMS messages, mobile phone apps, and social media have been documented. In most cases, one or a combination of these channels is used to cascade health information to the target audiences, with the desired behavioral change outcomes being tracked. SMS messages have been extensively deployed in different public health programs for patient education and self-awareness of noncommunicable diseases, reminder systems in maternal health to promote antenatal attendance, and by health systems to strengthen the performance of health workers [22,23].

Therefore, the choice of SMS messages in our study as a channel for engaging with the study participants was closely informed by similar past programs. As a measure to curb message fatigue among recipients, past SMS interventions have limited the number of messages sent out to an average of 1 to 2 per week, similar to the approach taken in our study. A review of demographic health data on SMS-based family planning communication within low- and middle-income countries showed an uptake of about 5.4% within selected African countries [24]. This low utilization and uptake mirrors our 24% average participation in the periodic quizzes. Methods for assessing interventional impact in most studies have involved administering before and after interviews. For our study, we opted to perform interviews during the study at 1, 4, and 6 months from the enrollment date, in order to track changes in the outcome indicators. We believe this helped to rule out any possible impact from confounding factors that could have arisen from one-time assessment surveys or interviews.

Conclusions

Digitally supported communications channels (SMS messages and phone hotlines) for disseminating health information on family planning could be leveraged for a wider reach with minimal resource input given limited contact time and space and the capacity for customization of the message to specific demographics. Digitally supported communication channels can provide ways to address participants’ concerns and inquiries in real time, or as fast as possible, increasing the likelihood of adoption of family planning among couples. There is a need for additional studies on the influence of mobile messaging on behavioral changes.
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Abstract

Background: Prevention of falls among older adults has boosted the development of technological solutions, requiring testing in clinical contexts and robust studies that need prior validation of procedures and data collection tools.

Objective: The objectives of our study were to test the data collection procedure, train the team, and test the usability of the FallSensing Games app by older adults in a community setting.

Methods: This study was conducted as a pretest of a future pilot study. Older adults were recruited in a day care center, and several tests were applied. Physical exercise sessions were held using the interactive FallSensing Games app. Nurse training strategies was completed.

Results: A total of 11 older adults participated. The mean age was 75.08 (SD 3.80) years, mostly female (10/11, 91%) and with low (3-6 years) schooling (10/11, 91%). Clinically, the results show a group of older adults with comorbidities. Cognitive evaluation of the participants through the Mini Mental State Examination showed results with an average score of 25.64 (SD 3.5). Functional capacity assessed using the Lawton Instrumental Activities of Daily Living Scale (overall score from 0-23, with lower scores reflecting worse capacity to perform activities) showed impairment in different instrumental activities of daily living (average score 14.27). The data collection tool proved to enable easy interpretation; however, its structure needed small adjustments to facilitate the data collection process. Despite the length of the questionnaire, its implementation took an average of 21 minutes. For the assessment of the prevalence of fear of falling, the need to add a question was identified. The performance of functional tests under the guidance and presence of rehabilitation nurses ensured the safety of the participants. The interactive games were well accepted by the participants, and the physical exercises allowed data collection on the functionality of the older adults, such as the number of repetitions in the tests, range of movement (angle), duration of the movements, and execution of each cycle. Concerning the training of the nurses, it was crucial that they had experience with the platform, specifically the position of the chair facing the platform, the position of the feet, the posture of participants, and the use of sensors.

Conclusions: In the future pilot study, the researchers point out the need to design a study with mixed methods (quantitative and qualitative), thus enriching the study results.

(JMIR Form Res 2022;6(6):e26196) doi:10.2196/26196
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Introduction

In community settings, fall episodes are highly prevalent among the population of older adults [1,2]. Regardless of the severity of the related injuries, the impact on health and quality of life of older adults and their families can be significant since they often trigger and accelerate a cycle of restrictions and barriers leading to the dependency of the older person for activities of daily living [3-5]. Evidence suggests that the frequency of falls increases with age and degree of fragility [6] and that the presence of risk factors directly influences the risk of fall [7,8].

A structured and standardized screening and assessment of the risk of fall in older adults contribute to its prevention and reduction and are central to the design of the intervention and risk monitoring [7].

Changes in gait and balance are factors that have been strongly associated with the outcome of fall in older adult population, and rapid tests, such as the 30-Second Chair Stand Test (30CST) [9], the 4-Stage Balance Test (4SBT) [10,11] and the Timed Up and Go (TUG) test [7,12], are recommended for their assessment.

Evidence-based fall prevention programs have demonstrated a significant reduction in fall risk, falls, and related injuries in older people in a community setting [13,14]. An exercise program with proven effectiveness in preventing falls is the Otago Exercise Program (OEP), designed at the University of Otago Medical School [15-21]. The focus of the OEP is to improve strength and balance with a simple, affordable, and easy home-implemented solution for 12 months, monitored by a health professional through monthly telephone interviews and biannual home visits.

Recent evidence has strived to integrate technologies into physical exercise programs that have shown a positive effect in adherence and overcoming barriers to exercise, as well as improvements in physical functioning [22,23]. Some technological solutions to facilitate the process of monitoring and fall prevention have already been developed in Portugal, such as the FallSensing Screening and FallSensing Games apps, designed by Fraunhofer Center for Assistive Information and Communication Solutions (AICOS) Portugal.

The FallSensing Screening app uses inertial measurement units (IMUs) to extract information about the user’s movements, using these data to characterize the movement; it then uses metrics calculated after processing the sensor signal, obtained during the execution of the functional tests performed by the user. The IMU, composed by a triaxial accelerometer, triaxial gyroscope, and triaxial magnetometer, was used to acquire inertial data during the exercises at 50 Hz. Data were transmitted using Bluetooth Low Energy wireless technology to a main computer where the processing occurs. The interactive FallSensing Games app, based on the OEP, aims to improve physical functionality and is also used as a motivator for participants who perform the exercises.

Therefore, there is an excellent opportunity and a need to develop new user-tailored solutions supported on more robust and valid fall risk predictive models and good clinical practice in fall prevention [6]. Technological solutions need validation in a clinical context, through methodologically robust experimental studies.

In research, pretesting is an essential stage before the pilot study because it allows for identifying weaknesses in the development of measurement instruments (structure, content, semantics) to determine the potential respondents’ difficulty in interpreting the questions and complexity of the evaluation process. In addition, it enables benchmarking and training procedures and standardizes the modus operandi in data collection, thus contributing to improving the reproducibility and accuracy of measurements [24,25]. This study aims to test the data collection procedure, train the team, and test the usability of the FallSensing Games app by older adults in a community setting.

Methods

Study Design

A pretest study was performed for the successful implementation of a future larger pilot study. Two research centers were involved in the project, the Nursing School of Porto (ESEP) and the Fraunhofer AICOS Portugal.

Participants

Participants were recruited in one of the day centers in western Porto city. For the realization of the FallSensing Games, a minimum of 6 participants was required, but in this study the sample included 11 older adults.

The inclusion criteria were being aged 65 years or older, living at home, walking independently, not presenting with cognitive impairment according to the Portuguese version of the Mini Mental State Examination (MMSE) [26], not having severe visual or hearing impairment, signing informed consent, and presenting moderate to high risk of falling (assessed through 4 short questions with a dichotomous answer option).

Participant exclusion criteria included having chronic or acute illness conditions for which exercise is contraindicated; ever having hip or knee surgery or having a history of lower limb fractures in the last 12 months; having participated in physical exercise programs in the last 12 months; having participated in another research study; or having a final MMSE score below 22 (with up to 2 years of school), below 24 (3 to 6 years of school), or below 27 (7 years or more of school).

Materials

After selection criteria application, data were collected by the main researchers, and functional testing was performed by two rehabilitation nurses who had received training sessions. In accordance with the best practices recommended for clinical research, the main researcher ensures that their team is trained to implement the different procedures at the different stages of the investigation process. Thus, the training of rehabilitation nurses was performed by the principal investigators. A meeting was held with all the investigators and rehabilitation nurses to present the investigation plan, provide the study dossier (research project, assessment instruments for functional testing instruments, and Otago exercise manual), introduce technologies, explain data collection procedures, and review
communication techniques. In the end, there was time for clarification. Subsequently, a training session was held (Figure 1).

The training procedures took place for a week, covering use of the data collection instrument and performance of functional tests and physical exercises sessions. Among investigators, after consensus meetings, 2 researchers used the data collection instrument, independently and randomly among the participants, in similar spaces. The monitoring of the instrument application time and use of field notes to document difficulties and other observations, such as opinions made by the respondents, were the resources used to assess the applicability of the data collection instrument. Before moving on to the physical exercise sessions, the researchers met to analyze and decide by consensus the questionnaire items identified as needing improvement. Participants performed the functional tests on 3 consecutive days to avoid interfering with the activities previously planned by the day center (Figure 2).

**Figure 1.** Training procedures.

<table>
<thead>
<tr>
<th>Nurse training strategies</th>
<th>Place, number, and length of training</th>
</tr>
</thead>
</table>
| Test the execution of functional tests on volunteers | • University facilities  
• One session  
• 30 minutes |
| Apply the sensors and use the platform with volunteers | • University facilities  
• One session  
• 30 minutes |
| Test the physical exercises of the Otago Exercise Program with minigames in volunteers | • University facilities  
• One session  
• 60 minutes |

**Figure 2.** Study plan.

<table>
<thead>
<tr>
<th>Plan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Days</td>
</tr>
<tr>
<td>Application of the data collection instrument</td>
</tr>
<tr>
<td>Performing functional tests</td>
</tr>
<tr>
<td>Agreement meeting</td>
</tr>
<tr>
<td>Physical exercise session</td>
</tr>
</tbody>
</table>

**Instrument**

The data collection instrument included sociodemographic, clinical, and functional evaluation; fear of falling, and the acceptance of technology. Lower limb strength and muscle resistance were the functional variables assessed through the 30CST; mobility was evaluated by the TUG test (normal step). These functional tests and the 4SBT allowed evaluation of the risk of fall, which was also assessed with the Fall Risk Screening Tool. The functional capacity for activities of daily living was assessed using the Lawton Instrumental Activities of Daily Living Scale (IADL), fear of falling using the Falls Efficacy Scale–International (FES-I), and acceptance of technology by participants and health professionals by the System Usability Scale (SUS). The domains of the instrument are presented below.

**30CST Instrument**

The performance in the 30CST is used as a measure of the strength and muscle resistance of the lower limbs, specifically the extensor muscles of the knee [27,28]. It is a quick test without a dynamometer, training, or special equipment, which allows evaluating the strength of the lower limbs by counting the number of times the individual stands and sits in 30 seconds [9-30]. More strength in the lower limbs is associated with better balance [9-30], and the functional improvement of older adults after a fall prevention program will be manifested by a greater number of repetitions in 30 seconds in the posttest assessment [14]. The results have shown good psychometric qualities [9-30].
TUG Test (Normal Step)
Since mobility assessment of older adults is a central component in the geriatric assessment [31], the TUG test is proposed to evaluate the clinical utility of the timed stand and walk test. This test measures in seconds the time an individual takes to stand from a chair, walk a distance of 3 meters, return, and sit back in the chair. These authors reported that time spent on the TUG test performance was related to scores on the Berg Balance Scale ($r=0.72$) and the walking speed ($r=-0.55$) and Barthel Activities of Daily Living Index ($r=-0.51$) scores. Individuals who completed the test in less than 20 seconds were independent in transferring, and individuals who completed the test in more than 30 seconds tended to be dependent on this task.

The TUG test has been widely referred to and used [12] as a screening test to assess the risk of fall in older adults in community settings, namely through the guideline of the American Geriatric Society and British Geriatric Society and in the US Centers for Disease Control and Prevention (Stopping Elderly Accidents, Deaths, and Injuries [STEADI initiative]).

A prospective design conducted to evaluate the predictive ability of the TUG test for future falls and estimate the best cutoff point of the test pointed to 12.6 seconds, with the corresponding values of sensitivity (30.5%), specificity (89.5%), positive predictive value (46.2%), and negative predictive value (81.4%) [12]. The researchers who conducted the study emphasized the high specificity (89.5%) and high negative predictive value (81.4%) to a cutoff point of 12.6 seconds as a support for the clinical utility of this test in older adults at high risk of falling. Researchers reported that after a fall prevention program, performing the test in less time is indicative of improvement [14]. In Portugal, this test has been used in several studies [32,33].

4SBT Instrument
The balance tests were conceptually developed to track balance impairments [11,34,35] placing the older adults at risk of falling [10,11]. More specifically, the 4SBT is used to track impairment in the static balance of older adults. Several authors have found the test with an excellent performance in test-retest reliability ($r=0.97$) and interrater reliability ($K=.92$) [10,36]. The success of fall prevention programs is measured by comparing the positions achieved in 10 seconds in the pre- and postprogram evaluation [14]. The final score will be the number of positions successfully completed for 10 seconds without losing balance. The older adults who cannot maintain position 3 for 10 seconds have a high risk of falling [37].

IADL Instrument
The IADL assesses the level of independence of older adults in performing activities of daily living, which integrate day-to-day tasks such as using the telephone, shopping, preparing food, housekeeping, washing clothes, using transport, preparing medication, and handle finances. It is an easy-to-administer tool that can be used with older adults in a community and hospital setting [38-40].

In this study, the Portuguese version [41], which uses the same items as the original version but applies a polychotomous score (0, 1, 2, 3, or 4) instead of the original dichotomous score (0 and 1), was used, allowing for a better description of a person’s ability to perform the tasks, giving each response option a different score. The total score of the scale varies from 0 to 23, with a lower score corresponding to worse performance. In the validation study, the instrument showed good metric qualities to be applied in a community setting.

FES-I Instrument
The fear of falling among older adults is an expressive problem and highly relevant because it is associated with adverse effects on mobility and quality of life [42-44]. One of the instruments used to evaluate this construct is the FES-I [45]. Its adaptation to different languages and cultural contexts (following the protocol recommended by the Prevention of Falls Network Europe Group), has allowed the instrument to be widely applied and the results compared in different populations and contexts. The FES-I version is an instrument that incorporates some daily activities that are a little more complex than those of the original version and others more focused on the social life of older adults as a way to overcome some weaknesses identified in the original version. For each of the 16 items, the answer option is based on a 4-point Likert scale (1=not at all worried; 2=somewhat worried; 3=moderately worried; 4=very worried). The instrument has shown validity, reliability, and comparability across cultures, so it is recommended for research practice and the clinical context, namely in fall prevention programs for older adults population [46].

In this research, the FES-I version validated for the Portuguese population [47] showed excellent internal consistency ($\alpha=.98$) and test-retest reliability (intraclass correlation coefficient $2.1=0.999$). Concurrent validity, assessed using the Activity-Specific Balance Confidence Scale, presented results indicative of good concurrent validity ($r_s=–0.85; P<.001)$. Considering the global results, the authors consider the Portuguese version of the FES-I a reliable and valid measure to assess the fear of falling among the Portuguese older adult population living in the community.

SUS Instrument
To validate the acceptance of the technology by participants and health professionals, the responses of the SUS was analyzed. This rapid test evaluates the usability of a certain product or service [48]. This test has several features that provide a good assessment of the overall usability, such as the flexibility to evaluate interface technologies, interactive voice response systems [49], hardware platforms used in more traditional computer interfaces, and websites. Ease and speed of use (by both participants and system administrators), ease of operation of scoring, and the free access characteristic are also advantages.

The original SUS instrument consists of 10 statements that are scored on a 5-point Likert scale (1=strongly disagree to 5=strongly agree) [48]. The final score can vary from 0 to 100 points, with a better score indicating better usability [49], and the final score needs to be considered following the instructions of the original instrument because statements switch between positive and negative. A study conducted at the national level performed a psychometric analysis of the tool intending to...
translate, culturally adapt, and contribute to the validation of the European Portuguese version of the SUS [50].

Procedures

Technology Platform

The technology platform uses mobile app inertial sensors to extract information on movement performed by the participant and related characterization. This platform measures pressure distribution at 50 Hz and comprises 1600 pressure sensors (10 mm × 10 mm) with maximum value of 100 N/sensor. The size of the active area of the pressure platform is a square matrix of 40 cm × 40 cm. Voltage data are converted with an 8-bit A/D converter and transmitted via USB to the main computer. The risk of fall is then determined from parameters calculated after processing the signal from the inertial sensors during the execution of functional tests such as walking, sitting, and standing.

Games

The interactive FallSensing Games app is based on the OEP and the use of inertial sensors to monitor the movements performed by the participants during these exercises. To interact with the characters and achieve the objectives of each game, participants must perform the suggested movements correctly. Monitoring the movements of participants in each game allows us to assess the evolution of physical capacity and extract parameters related to functional capacity.

The FallSensing Games app comprises 3 minigames, with each minigame comprising 2 to 3 exercises from the OEP. The composition of the minigames is as follows [29]:

- Minigame 1 includes knee bends and sit-to-stand exercises monitored with a sensor on the thigh.
- Minigame 2 includes lateral hip abduction (side hip), frontal knee extension (front knee), and backwards knee flexion (back knee) monitored with the sensor on the ankle.
- Minigame 3 includes calf and toe raises monitored with sensors on the top of the foot.

Physical Exercise Session

The Otago physical exercise session, supported by interactive games, was implemented by the rehabilitation nurses in the day centers. Participants were divided into 2 groups. In the physical exercise session, after the demonstration, the rehabilitation nurse started with the warm-up exercises suggested by the OEP followed by exercises to strengthen the lower limbs and improve balance and stability and finally the relaxation phase, with stretching exercises. For the implementation of the physical exercise session, we used the following material resources: (1) room with free space (at health centers), (2) computer and television/projector, (3) wearables (IMUs) with loaders and fixing tapes, and (4) a pressure platform.

Ethics Approval

The pretest study was approved by the Health Ethical Committee from ESEP (annex 5 to document no. 4/2019). All participants were informed and provided informed consent in duplicate (one copy for participant and one copy to investigator) before enrolling. Participants were informed about the confidential information protection, the right to study withdrawal, data anonymity, and the likelihood of study publication.

Data Analysis

SPSS (version 26.0, IBM Corp) software was used for statistical analysis. The univariate descriptive analysis was applied to describe data supported on measures of central tendency and dispersion.

Results

Descriptive Information

The pretest was conducted on 11 participants with a mean age of 75.08 (SD 3.80) years, mostly female (10/11, 91%) and with low (3-6 years) schooling (10/11, 91%). Clinically, the results show a group of older adults with comorbidities who portray the epidemiological profile of chronic disease, with high expressiveness of hypertension, osteoarticular disease, and urinary incontinence. In this sample, despite the high prevalence of osteoarticular disease, only 2 older adults used walking aids. More than half (6/11, 55%) of participants reported depression. This clinical pattern was accompanied by drug regimens that integrate mostly 4 or more drugs (10/11, 91%). Balance impairment or difficulty in walking was referred to by 64% (7/11) of participants. More than half (6/11, 55%) presented a high risk of falling, due to recurrent falls in the last 12 months.

Cognitive evaluation of the participants using the MMSE showed results with an average score of 25.64 (SD 3.5), consistent with a mild degree of impairment for participants with a low level of education. Functional capacity assessed using the IADL (overall score varying from 0 to 23, with lower scores reflecting worse capacity to perform activities) showed impairment in different activities of daily living (average score 14.27). The results of the descriptive analysis for sociodemographic and clinical variables are presented in Table 1.

Concerning the fear of falling, the results showed that the activities in which participants reported higher levels of fear (response options: 3=moderately concerned and 4=very concerned) were walking on slippery surfaces (7/11), going up and down stairs (6/11), and walking on uneven surfaces and walking up and down slopes (5/11 for both). In the self-care dressing/undressing, shopping, and walking in the neighborhood, 4 older adults were identified with the response option 3 or 4 on the Likert scale. The response option equal to 2 (a little worried) was expressed by 10 out of 11 participants for a variable number between 1 to 6 activities.
Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>75.09 (3.80)</td>
</tr>
<tr>
<td>65-74, n (%)</td>
<td>3 (27)</td>
</tr>
<tr>
<td>75-84, n (%)</td>
<td>8 (73)</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>10 (91)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Single</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Divorced</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Widowed</td>
<td>5 (45)</td>
</tr>
<tr>
<td>Education (years), n (%)</td>
<td></td>
</tr>
<tr>
<td>0-2</td>
<td>1 (9)</td>
</tr>
<tr>
<td>3-6</td>
<td>10 (91)</td>
</tr>
<tr>
<td>Comorbid health conditions (yes), n (%)</td>
<td></td>
</tr>
<tr>
<td>Arterial hypertension</td>
<td>8 (73)</td>
</tr>
<tr>
<td>Osteoarticular disease</td>
<td>8 (73)</td>
</tr>
<tr>
<td>Urinary incontinence</td>
<td>8 (73)</td>
</tr>
<tr>
<td>Depression</td>
<td>6 (55)</td>
</tr>
<tr>
<td>Vertigo syndrome</td>
<td>6 (55)</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>5 (45)</td>
</tr>
<tr>
<td>Vision changes</td>
<td>4 (36)</td>
</tr>
<tr>
<td>Daily medication consumption (≥4), n (%)</td>
<td>10 (91)</td>
</tr>
<tr>
<td>MMSE(^a) score, mean (SD)</td>
<td>25.64 (3.50)</td>
</tr>
<tr>
<td>IADL(^b), mean (SD)</td>
<td>14.27 (7.14)</td>
</tr>
<tr>
<td>Walking difficulties/balance compromised (yes), n (%)</td>
<td>7 (64)</td>
</tr>
<tr>
<td>Walking aids (yes), n (%)</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Falls (yes), n (%)</td>
<td></td>
</tr>
<tr>
<td>High risk</td>
<td>6 (55)</td>
</tr>
<tr>
<td>History of falls (last 12 months)</td>
<td>6 (55)</td>
</tr>
<tr>
<td>Recurrent falls</td>
<td>6 (55)</td>
</tr>
<tr>
<td>Indoor falls</td>
<td>4 (67)</td>
</tr>
<tr>
<td>Health care need after falls</td>
<td>2 (33)</td>
</tr>
</tbody>
</table>

\(^a\)MMSE: Mini Mental State Examination  
\(^b\)IADL: Lawton Instrumental Activities of Daily Living Scale

Data Collection Procedure

In general, at the interview stage no difficulties of interpretation were identified that could make it difficult to answer the questions of the data collection instrument; however, for the FES-I assessment both researchers needed to frequently recall the Likert scale in use. In the consensus meetings, it was found in the field notes of the researchers that the behavior of the older adults in the assessment of fear of falling are indicative of increased difficulties in interpreting the request and choosing the answer option. This fact showed the need to evaluate this construct in a simpler way that also allowed distinguishing the participants regarding the level of fear of falling. After research, it was decided to include a single-item question “Are you afraid of falling?” with the same ordinal answer option (not at all worried, a little worried, moderately worried, very worried) in the definitive questionnaire for the future pilot study. According to some authors, there is not enough evidence that more complex measures consisting of several items better assess the fear of falling into this population range than single item questions [51-53].
In the 30CST test, an average of 4.9 repetitions was obtained. The average time of the TUG test was 21.9 seconds, with 12.6 seconds being used as a cutoff point, less time in the test performance means better functional condition. Finally, in the performance of the 4SBT, all participants were able to perform positions 1 and 2 with their eyes open, but only 55% (xx/xx) were able to achieve position 3 (Table 2).

During the functional tests, the participants presented difficulties in the execution of the instruction given for the 4SBT test, despite the previous demonstration of the 4 foot positions performed by both rehabilitation nurses under the supervision of the investigators (Figure 3).

Table 2. Functional test results.

<table>
<thead>
<tr>
<th>Tests</th>
<th>Value</th>
<th>Minimum-maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>30CSTa, mean (SD)</td>
<td>4.9 (3.315)</td>
<td>0-11</td>
</tr>
<tr>
<td>TUGb</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duration (seconds), mean (SD)</td>
<td>21.90 (5.74)</td>
<td>13.96-31.38</td>
</tr>
<tr>
<td>≥12.6 seconds, n (%)</td>
<td>100</td>
<td>—c</td>
</tr>
<tr>
<td>4SBTc, (4 foot positions), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Position 1</td>
<td>100</td>
<td>—</td>
</tr>
<tr>
<td>Position 2</td>
<td>100</td>
<td>—</td>
</tr>
<tr>
<td>Position 3</td>
<td>55</td>
<td>—</td>
</tr>
<tr>
<td>Position 4</td>
<td>9</td>
<td>—</td>
</tr>
</tbody>
</table>

a30CST: 30-Second Chair Stand Test.
bTUG: Timed Up and Go.
cNot applicable.
d4SBT: 4-Stage Balance Test.

Figure 3. Number of foot positions in 4-Stage Balance Test, with eyes open.

Train the Team

The training of nurses was meant to standardize the application of functional tests, guidance in games and physical exercises, and interactions with the older adults through appropriate communication techniques and security measures. Regarding the use of technology, the training of nurses allowed validation of the correct use and placement of sensors as well as the correct use of the platform.

Functional Tests Application Procedure

Before the functional tests application procedure, there was a need to establish a relationship of trust between the nurses and participants. The tests were explained and then demonstrated. Special attention was given to the nurses' position toward older adults, tone of voice, rhythm of explanation, and nonverbal communication.

In particular, for the 4SBT it was important to measure the position of the chair facing the platform, the position of the feet, and the posture of older adults on the platform. For both tests (4SBT and TUG), the position of the nurse beside older adults during the test execution proved to ensure the safety of the participants. To mark the path of the execution of the TUG test, colored ribbons were placed on the floor, which were identified by the participants as providing good assistance (Figure 4).
Regarding the use of technological devices, it was necessary to check the position of the sensors, both in the anatomical location and in their local adjustment (avoiding discomfort for older adults or coming loose in order to obtain correct readings and avoid repeating the test several times (Figure 5).

**Figure 4.** Timed Up and Go test execution path, marked with colored ribbons.

**Figure 5.** Anatomical position of sensors and foot positions inside the platform.

### Physical Exercise Session

The physical exercise session using the FallSensing Games app led to adjustments in its implementation: (1) maintenance of a minimum distance between the participants’ chairs to avoid touching each other during the shoulder abduction exercise, (2) synchronization between the material resources (TV/computer) and the start of the warm-up exercises, (3) presence of the nurse near the participants to adjust the correct use of the elastic bands, and (4) adaptation of the nurses’ paralanguage (tone of voice) to the sound volume of the games.

### Minigames

For each exercise composing 1 of the 3 minigames, the wearable inertial sensors allow us to extract 3 relevant metrics, such as the range of motion angle (angle), range of motion duration (cycle time), and number of repetitions (nr_cycles). Considering that each exercise requires a specific number of repetitions defined according to the OEP, each of these metrics will be computed for each repetition. For example, if we consider the knee bending exercise, each person should perform 10 repetitions of the exercise, allowing us to compute the angle and duration of each repetition and also count the number of performed repetitions. Given that each participant performed each 1 of the 3 minigames, we have computed the mean of each metric for each participant. Table 3 presents the values for each metric averaged for all the participants and its standard deviation.

For minigame 1, each participant performed on average 6 repetitions of sit-to-stand and 23 repetitions of the knee-bending exercise. For minigame 2, each participant performed on average 25 repetitions of knee extension, 25 repetitions of knee flexion, and only 13 repetitions of hip abduction (side hip) exercise. For minigame 3, each participant performed on average 15 repetitions of calf raises and 13 repetitions of toe raises.

In sum, each participant performed on average more repetitions of each exercise than suggested in the OEP due to the gamification of these exercises in the minigames, which
requested the participants to perform more repetitions to accomplish a higher game score. This can be seen as a positive effect of the gamification of the Otago exercises. Another relevant outcome is the retrieval of range of motion–related metrics, as the angle and duration of movements, which can only be quantified when using wearable sensors as opposed to traditional observational programs.

Table 3. Minigame metrics.

<table>
<thead>
<tr>
<th>Minigame number and inertial sensor metric</th>
<th>Value, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Minigame 1</strong></td>
<td></td>
</tr>
<tr>
<td>Sit_to_stand_angle</td>
<td>64.43 (22.29)</td>
</tr>
<tr>
<td>Sit_to_stand_cycle_time</td>
<td>3.20 (1.46)</td>
</tr>
<tr>
<td>Sit_to_stand_nr_cycles</td>
<td>6.33 (4.54)</td>
</tr>
<tr>
<td>Knee_bends_angle</td>
<td>35.67 (14.61)</td>
</tr>
<tr>
<td>Knee_bends_cycle_time</td>
<td>2.19 (0.82)</td>
</tr>
<tr>
<td>Knee_bends_nr_cycles</td>
<td>22.58 (14.44)</td>
</tr>
<tr>
<td><strong>Minigame 2</strong></td>
<td></td>
</tr>
<tr>
<td>Knee_extension_angle</td>
<td>80.02 (21.80)</td>
</tr>
<tr>
<td>Knee_extension_cycle_time</td>
<td>2.02 (1.37)</td>
</tr>
<tr>
<td>Knee_extension_nr_cycles</td>
<td>25.00 (10.39)</td>
</tr>
<tr>
<td>Knee_flexion_angle</td>
<td>80.98 (17.84)</td>
</tr>
<tr>
<td>Knee_flexion_cycle_time</td>
<td>1.90 (0.98)</td>
</tr>
<tr>
<td>Knee_flexion_nr_cycles</td>
<td>24.56 (10.74)</td>
</tr>
<tr>
<td>Side_hip_angle</td>
<td>50.03 (26.11)</td>
</tr>
<tr>
<td>Side_hip_cycle_time</td>
<td>2.45 (1.11)</td>
</tr>
<tr>
<td>Side_hip_nr_cycles</td>
<td>13.00 (5.02)</td>
</tr>
<tr>
<td><strong>Minigame 3</strong></td>
<td></td>
</tr>
<tr>
<td>Calf_raises_angle</td>
<td>35.72 (22.92)</td>
</tr>
<tr>
<td>Calf_raises_cycle_time</td>
<td>3.46 (4.72)</td>
</tr>
<tr>
<td>Calf_raises_nr_cycles</td>
<td>14.75 (9.85)</td>
</tr>
<tr>
<td>Toe_raises_angle</td>
<td>29.48 (24.21)</td>
</tr>
<tr>
<td>Toe_raises_cycle_time</td>
<td>2.64 (1.86)</td>
</tr>
<tr>
<td>Toe_raises_nr_cycles</td>
<td>13.42 (5.98)</td>
</tr>
</tbody>
</table>

Test the Usability of the FallSensing Games App

As for participant satisfaction using the SUS, the results showed that out of the participants who responded, 50% (5/10) assessed the usability of the technology as acceptable, 30% (3/10) expressed good satisfaction, and 20% (2/10) considered the usability of the technology as problematic. One participant did not respond.

In addition to this quantitative analysis, field notes were collected on satisfaction expressed by the participants, who voiced their satisfaction with the games, participation in team games, and repetition of the activity’s animated penguins. Statements from participants included “I had never made a game looking at penguins,” “I didn’t realize that time was passing,” “I even forgot the pains,” “I even laughed a little bit,” and “You need to come here more often.” During the stay at the day center, we observed the acceptance of the games, both for the ease of integration in the activities of older adults and for the ease with which older adult followed the games.

Discussion

Principal Findings

Test the Data Collection Procedure

From the nurses’ perspective, due to the speed and consistency of the participant answers, the data collection tool proved to enable an easy interpretation. However, its structure needed small adjustments to facilitate the data collection process. Despite the length of the questionnaire, its implementation took an average of 21 minutes. For the assessment of the fear of falling, the need to add a question was identified to clarify whether the participant was afraid of falling. The performance of functional tests by the participants under the guidance and presence of rehabilitation nurses ensured the safety of the participants.
**Train the Team**

Concerning the training of the nurses, it was crucial that they had experience with the platform, specifically the position of the chair facing the platform, the position of the feet, and the posture of the participants on the platform, which allowed adjustments to minimize errors in the functional test assessment. At the same time, the use of sensors and their anatomical position and adjustment allowed us to understand the way to hold them needs to be improved.

**Test the Usability of the FallSensing Games App**

Regarding the games, we can point out 2 aspects. On the one hand, each participant performed on average more repetitions of each exercise than suggested in the OEP to achieve a higher game score. On the other hand, obtaining metrics related to range of motion, such as the angle and duration of movements, was only possible with the use of wearable sensors. The easy integration of games in the activities of the older adult care center and the ease of the older adults in following the games corroborates the results presented by previous research [29].

**Limitations**

As limitations of the study, we highlight the (1) small sample size; (2) absence of an observation grid of the participants' behavior during the performance of the functional tests and games, which could, in a future pilot study, reflect the realism of the situation under study; (3) spontaneous appreciation of the participants, expressed by the contentment and appreciation of the moments spent together, showing the researchers the need to collect this experience in a planned and rigorous way, namely the feelings and emotions of the participants; and (4) concern to prepare the team of nurses for the application of functional tests, use of the platform and sensors, and physical exercise session with the games led to some aspects being neglected, namely the possibility of incorporating qualitative component into the study.

Therefore, in the future pilot study, the researchers point out the need to design a study with mixed methods (quantitative and qualitative), thus enriching the study results. The researchers, intend to use qualitative methods, such as focus group, for the participants, which can enrich the exchange of experiences during the games and nonparticipant observation, with the use of an observation grid, which can favor the collection of information on the correct execution of the Otago exercises.

Regarding the sample size, the recruitment can be improved by incorporating more day centers and a longer period for data collection.

Despite the limitations of the pretest study and results, this study aims to contribute to the practice of professionals in clinical and research contexts, given the scarcity of information on this relevant stage in experimental/quasi-experimental studies.
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Abstract

Background: There are early indications that lifestyle behaviors, specifically physical activity and sleep, may be associated with the onset and progression of Huntington disease (HD). Wearable activity trackers offer an exciting opportunity to collect long-term activity data to further investigate the role of lifestyle, physical activity, and sleep in disease modification. Given how wearable devices rely on user acceptance and long-term adoption, it is important to understand users’ perspectives on how acceptable any device might be and how users might engage over the longer term.

Objective: This study aimed to explore the perceptions, motivators, and potential barriers relating to the adoption of wearable activity trackers by people with HD for monitoring and managing their lifestyle and sleep. This information intended to guide the selection of wearable activity trackers for use in a longitudinal observational clinical study.

Methods: We conducted a mixed methods study; this allowed us to draw on the potential strengths of both quantitative and qualitative methods. Opportunistic participant recruitment occurred at 4 Huntington’s Disease Association meetings, including 1 international meeting and 3 United Kingdom–based regional meetings. Individuals with HD, their family members, and carers were invited to complete a user acceptance questionnaire and participate in a focus group discussion. The questionnaire consisted of 35 items across 8 domains using a 0 to 4 Likert scale, along with some additional demographic questions. Average questionnaire responses were recorded as positive (score>2.5), negative (score<1.5), or neutral (score between 1.5 and 2.5) opinions for each domain. Differences owing to demographics were explored using the Kruskal-Wallis and Wilcoxon rank sum tests. Focus group discussions (conducted in English) were driven by a topic guide, a vignette scenario, and an item ranking exercise. The discussions were audio recorded and then analyzed using thematic analysis.

Results: A total of 105 completed questionnaires were analyzed (47 people with HD and 58 family members or carers). All sections of the questionnaire produced median scores >2.5, indicating a tendency toward positive opinions on wearable activity trackers, such as the devices being advantageous, easy and enjoyable to use, and compatible with lifestyle and users being able to understand the information from trackers and willing to wear them. People with HD reported a more positive attitude toward wearable activity trackers than their family members or caregivers (P=.02). A total of 15 participants participated in 3 focus groups. Device compatibility and accuracy, data security, impact on relationships, and the ability to monitor and self-manage lifestyle behaviors have emerged as important considerations in device use and user preferences.
Conclusions: Although wearable activity trackers were broadly recognized as acceptable for both monitoring and management, various aspects of device design and functionality must be considered to promote acceptance in this clinical cohort.

(JMIR Form Res 2022;6(6):e36870) doi:10.2196/36870
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Introduction

Background

Huntington disease (HD) is a hereditary degenerative neurological disease that affects between 6 and 13 people per 100,000 in the general population [1]. The disease is characterized by the complex presentation of clinical symptoms involving motor, cognitive, and behavioral impairments [2]. People with HD experience a progressive decline in their quality of life and function over 15 to 20 years and premature death [2].

There are indications that lifestyle behaviors such as physical activity and sleep may be linked to the onset and progression of HD [3], with a systematic review indicating preliminary support for the benefits of exercise and physical activity in HD [4] and the European Huntington’s Disease Network producing a Physiotherapy Guidance Document for HD [5] supporting physical activity. Sleep disturbance is another feature of HD [6]; however, it is difficult to obtain objective measures of physical activity and sleep that are clinically relevant and valid. Previous studies have relied on subjective reporting from patients, which can be subject to recall bias, high levels of missing data, and can take substantial time to complete, leading to significant measurement bias in the results [7].

Wearable activity trackers may provide a suitable platform to objectively capture physical activity and sleep data. There has been a surge in the availability of wearable digital technology in the consumer market for measuring daily activities and lifestyle habits [8]. Short-term goal setting and instant feedback abilities make them efficacious motivational tools to promote health-related behaviors, and they are increasingly used to facilitate the management of some long-term conditions [9,10].

Consumer engagement with these devices is complex [11]. Although some people may hold a largely positive attitude toward digital wearable devices, others may regard them as invasive or intrusive. Adherence (ie, wearing the device) can be an issue, with some clinical research studies showing that the device was only worn for approximately 50% of the time over 2 days [12,13]. Concerns have also been raised regarding the validity and reliability of the recorded data [14]. Therefore, researchers must consider the balance between clinical validity and consumer compatibility when selecting an appropriate activity tracker device for research and clinical use.

Objective

The Multi-Domain Lifestyle Targets for Improving Huntington Disease (DOMINO-HD) study is a multinational observational study that aims to explore the interplay between lifestyle and genetic factors and HD outcomes. The study hypothesizes that the prognosis of HD can be influenced by the use of digital technology to detect symptoms and allow modification of lifestyle factors. The aim of the DOMINO-HD substudy reported here is to gain an understanding of the views of individuals with HD and their families or caregivers on digital wearable activity tracker devices that will be used in the wider DOMINO-HD research program. It is vital to explore the experiences and preferences of patients with HD and their caregivers regarding wearable activity trackers to maximize downstream engagement with the technology in the DOMINO-HD study.

Methods

Study Design

A mixed methods approach was used by combining self- or proxy-completed questionnaires and focus group discussions. Using mixed methods research allowed us to integrate both types of data to seek a wider range of attitudes [15]. Our questionnaire data allowed us to assess the extent of support for activity trackers in relation to predetermined questions. Our focus group data allowed us to gain insights into participants’ explanations of their views, decision-making processes, and previous experiences. In designing our research, we drew on the Technology Acceptance Model, which examines how users come to accept and use a technology [16].

Recruitment

Opportunistic recruitment took place from September to November 2019 at Huntington’s Disease Association meetings. These included the patient-centered 2019 European Huntington’s Association (EHA) meeting in Bucharest, Romania, and regional Huntington’s Disease Association meetings for patients and family members across the United Kingdom (Belfast, Northern Ireland; Cardiff, Wales; and Telford, England). Members of the DOMINO-HD research team attended these meetings, distributing promotional materials and inviting people to participate in both the questionnaire and focus group aspects of this study.

The inclusion criteria to participate in both the questionnaire and focus groups included being aged ≥18 years and having a genetically confirmed diagnosis of HD or being a family member or carer for someone who has HD. This facilitated the collation of opinions across a range of stakeholders within the HD community.

As no personal or sensitive data were requested within the questionnaire, potential participants were made aware that completion of the voluntary questionnaire would be regarded as providing their consent to participate in the study. Those participating in the focus groups were provided with an information sheet and asked to provide written informed consent.
before participating. As the focus groups were conducted during the conference, participants may have had only a few hours to consider whether they wished to participate, but the facilitator was mindful of explaining that they could withdraw if they wished. Furthermore, no sensitive topics or clinical information were discussed and shared during the focus groups.

**Questionnaire Design**

Participants were asked to complete a questionnaire on their thoughts on wearable technology that can monitor lifestyle behaviors (Multimedia Appendix 1). More specifically, an adapted version of the questionnaire developed by Wu et al [17] was used; the questionnaire had originally been designed to explore consumers’ intention to accept a smartwatch, with a recognized potential to be extended to other wearable device studies. The modifications made were based on feedback from a Patient and Public Involvement workshop and related to the layout of the questionnaire (visualizing the Likert scale with colored smiley faces of varying happiness and reducing the number of questions per page). Slight alterations to the wording of section 1 of the Wu et al [17] questionnaire were made to reflect the potential benefits of using activity trackers within the HD community.

A total of 39 questions fell within eight subsections: relative advantage, ease of use, compatibility, enjoyment, social influence, attitude, and behavioral intention (refer to Table 1 for each section descriptor). Each question within these subsections was measured using a 5-point Likert scale based on negative and positive anchors, ranging from 0=strongly disagree to 4=strongly agree. An additional option, *I don’t know,* was also available. Two additional questions were asked to identify the participants’ association with HD (ie, whether they had a genetically confirmed diagnosis of HD or were a family member or carer of someone with HD) and to determine their age group (≤24 years, 25-34 years, 35-44 years, 45-54 years, and ≥55 years).

**Table 1. Questionnaire domains, descriptors, and example statements.**

<table>
<thead>
<tr>
<th>Questionnaire domain</th>
<th>Section descriptor</th>
<th>Example statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Relative advantage</td>
<td>Whether wearable activity trackers are perceived to be beneficial to those with HD</td>
<td>“The activity tracker would help me to monitor my physical activity and sleep.”</td>
</tr>
<tr>
<td>2. Ease of use</td>
<td>Whether people with HD would find wearable activity trackers easy to use</td>
<td>“I believe that the activity tracker would be easy to use.”</td>
</tr>
<tr>
<td>3. Compatibility</td>
<td>Whether activity trackers would be compatible with people who have HD</td>
<td>“An activity tracker is something that I can see fitting my current habits.”</td>
</tr>
<tr>
<td>4. Result demonstrability</td>
<td>Whether people with HD would be able to understand the information from a wearable activity tracker and be able to explain it to others</td>
<td>“Observing how I do things differently before and after using an activity tracker would be easy for me.”</td>
</tr>
<tr>
<td>5. Enjoyment</td>
<td>Whether people with HD would enjoy using a wearable activity tracker</td>
<td>“Using an activity tracker would be an ideal recreation”</td>
</tr>
<tr>
<td>6. Social influence</td>
<td>Whether people with HD would find wearable activity trackers helpful in raising their social status and whether they value the opinion of others on whether they use such a device</td>
<td>“Anyone who uses a fitness tracker would have higher social status within my social circle.”</td>
</tr>
<tr>
<td>7. Attitude</td>
<td>Whether people with HD have a positive attitude toward wearing a wearable activity tracker</td>
<td>“Using an activity tracker would be a positive decision.”</td>
</tr>
<tr>
<td>8. Behavioral intention</td>
<td>Whether people with HD would be willing to use a wearable activity tracker</td>
<td>“I would be willing to use an activity tracker.”</td>
</tr>
</tbody>
</table>

*aHD: Huntington disease.*

Participants were able to complete the questionnaire on paper or electronically (via the Bristol Online Surveys platform), which took approximately 10 to 15 minutes to complete. The participants were alerted to this study via a flyer in their delegate packs, which contained a QR code with a link to the questionnaire. A member of the research team was always present at a stand at the conference, allowing delegates the opportunity to complete the questionnaire on an iPad. The paper versions were also handed out and then returned to the researchers at the stand. Given that the European participants attended the EHA Bucharest event, the questionnaire was made available in English, Polish, German, and Spanish, with translations from English being made by DOMINO-HD partners.

**Focus Groups**

Each focus group was conducted in English, involved 4 to 6 participants, and was facilitated by a researcher trained and experienced in the method and research related to patients with HD. In addition, an additional observer from the research team was present to support the group and make notes. Owing to the relatively narrow aims of the focus groups, we anticipated that we would need to conduct 2 or 3 focus groups to achieve data saturation. They lasted approximately 1 hour (although timings were flexible to the needs and wishes of the participants involved in each group) and were audio recorded using an encrypted audio recorder. They were conducted in a private room during the conference. A semistructured topic guide, developed to explore patients’ attitudes toward wearable devices in osteoarthritis [18], was modified for relevance and used to...
guide the topics (Multimedia Appendix 2). In addition, short focusing activities were conducted, including a group ranking in which participants were asked to collectively rank in order of importance the features of activity trackers. The main purpose of the ranking exercise was to facilitate discussion without interpreting it quantitatively. Finally, participants were asked to discuss a vignette scenario around wearable technology (Multimedia Appendix 3). The list of items to be ranked and the vignette were developed by the research team with input from the DOMINO-HD Patient and Public Involvement group. The research team was from a range of backgrounds, including physiotherapy (research and clinical), engineering, medicine, and sociology. Our multidisciplinary background encouraged us to explain and keep checking our various assumptions and biases during data collection and analysis.

Data Analysis

All questionnaire responses were entered into the digital version of the questionnaire, where responses were coded and exported using Microsoft Excel. The data were then imported into Spyder (Python 3.8; Python Software Foundation) for further analysis using Pandas [19] and NumPy [20] Python packages. Missing and I don’t know responses were recoded as not a number before the responses to questions within each section of the questionnaire were averaged for each participant. Participants were required to respond to a minimum of 1 question within a given section of the questionnaire to be included in the analysis for that section.

For each questionnaire subsection, responders were divided into those with a positive opinion (ie, producing a mean section score of >2.5), neutral opinion (ie, producing a mean section score of 1.5-2.5), or negative opinion (ie, producing a mean section score of <1.5) and reported as a percentage of the total number of responders for each subsection. The median cohort response for each subsection was also reported alongside the IQR and similarly interpreted in relation to positive, neutral, or negative opinions. A more elaborate quantitative analysis of the association between responses from each questionnaire subsection was not possible as part of this study because of the nature of the responses collated (limited variance across participants and/or questionnaire subsections). A Wilcoxon rank sum test was performed to determine whether questionnaire responses differed between those with a confirmed diagnosis of HD and those who were family members or carers for someone with HD (a priori level of significance set to $P=.05$, with $P$ value Holm correction performed for multiple comparisons). A Kruskal-Wallis test was performed to determine whether questionnaire responses differed between the 5 age categories (a priori level of significance was set to $P=.05$, with $P$ value Holm correction performed for multiple comparisons).

All focus groups were audio recorded and transcribed verbatim by a professional transcription agency. Transcriptions were read and checked for errors by a researcher who was present in all focus groups, and the primary identifiers were deidentified. An exploratory thematic analysis [21] was performed by a single researcher using the NVivo 12 software (QSR International). After conducting 2 focus groups, the team reflected on the data saturation and determined that a third focus group would be beneficial. Following the additional analysis of these data, the team deemed that we had reached a point of data saturation. The topic themes allocated to nodes were mutually agreed upon across the broader research team and refined during the coding process as topics were unearthed. A third of the data were double coded by another researcher, and then coding decisions were discussed to encourage a more explicit engagement with the data and check coding consistency [22].

The themes identified through the focus group thematic analysis were used to provide context for the questionnaire responses and explore the underpinning opinions of the HD community toward wearable activity trackers.

Ethics Approval

Ethics approval was obtained from the Cardiff University School of Medicine Ethics Committee (ref 19/71, September 19, 2019).

Results

Questionnaire Results

A total of 114 participants completed the study questionnaire, of which 9 (7.8%) were removed from the data set owing to incomplete data (n=1) or failing to fall within the demographics of interest (having a genetically confirmed diagnosis of HD or being a family member or carer of someone with HD [n=8]). This left a questionnaire cohort size of 105 with recorded demographics, as described in Table 2.

The participants were overwhelmingly positive regarding the use of wearable activity trackers (Table 3). All sections of the questionnaire produced a median cohort response $>2.5$, representing a tendency for positive opinions toward the use of wearable activity trackers (such as devices being advantageous, easy and enjoyable to use, and compatible with one’s lifestyle and users being able to understand the information from wearable activity trackers and willing to wear them).

The only differences observed were in the behavioral intention questionnaire response score because of age (Table 4), with the oldest age group (≥55 years) having a lower median response score than the two youngest age categories (≤24 years and 25-34 years). However, pairwise comparisons were not statistically different when $P$ values were adjusted for multiple comparisons (adjusted $P>.05$). Responders who had a genetic diagnosis of HD were found to have a significantly more positive median response for the ease of use, enjoyment, attitude, and behavioral intention sections when compared with those who cared for or were a family member of someone with HD. However, this only remained statistically significant for the attitude section, following the Holm correction procedure (adjusted $P<.05$).
Table 2. Questionnaire participant demographics (N=105).

<table>
<thead>
<tr>
<th>Age group (years)</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤24</td>
<td>7 (6.7)</td>
</tr>
<tr>
<td>25-34</td>
<td>18 (17.1)</td>
</tr>
<tr>
<td>35-44</td>
<td>23 (21.9)</td>
</tr>
<tr>
<td>45-54</td>
<td>20 (19)</td>
</tr>
<tr>
<td>≥55</td>
<td>35 (33.3)</td>
</tr>
<tr>
<td>Not specified</td>
<td>2 (1.9)</td>
</tr>
</tbody>
</table>

**Association with HD**

- Having a genetically confirmed diagnosis of HD: 47 (44.8)
- Being a family member or carer for a person with HD: 58 (55.2)

**Language of questionnaire completion**

- English: 93 (88.6)
- Spanish: 3 (2.9)
- German: 5 (4.8)
- Polish: 4 (3.8)

aHD: Huntington disease.

Table 3. The percentage of median positive, neutral, and negative responses along with the total number of responders for each questionnaire section.

<table>
<thead>
<tr>
<th>Questionnaire section</th>
<th>Positive responses b, %</th>
<th>Neutral responses c, %</th>
<th>Negative responses d, %</th>
<th>Cohort response, median (IQR; range)</th>
<th>Total number of responders (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative advantage</td>
<td>92.23</td>
<td>4.85</td>
<td>2.91</td>
<td>3.6 (3.0-4.0; 0-4)</td>
<td>103</td>
</tr>
<tr>
<td>Ease of use</td>
<td>81.55</td>
<td>14.56</td>
<td>3.88</td>
<td>3.4 (2.8-4.0; 0-4)</td>
<td>103</td>
</tr>
<tr>
<td>Compatibility</td>
<td>65.69</td>
<td>23.53</td>
<td>10.78</td>
<td>3.3 (2.3-4.0; 0-4)</td>
<td>102</td>
</tr>
<tr>
<td>Result demonstrability</td>
<td>78.43</td>
<td>17.65</td>
<td>3.92</td>
<td>3.0 (2.8-4.0; 0-4)</td>
<td>102</td>
</tr>
<tr>
<td>Enjoyment</td>
<td>60.61</td>
<td>27.27</td>
<td>12.12</td>
<td>3.0 (2.0-4.0; 0-4)</td>
<td>99</td>
</tr>
<tr>
<td>Social influence</td>
<td>53.92</td>
<td>34.31</td>
<td>11.76</td>
<td>2.6 (2.0-4.0; 0-4)</td>
<td>102</td>
</tr>
<tr>
<td>Attitude</td>
<td>74.26</td>
<td>18.81</td>
<td>6.93</td>
<td>3.2 (2.5-4.0; 0-4)</td>
<td>101</td>
</tr>
<tr>
<td>Behavioral intention</td>
<td>88.35</td>
<td>7.77</td>
<td>3.88</td>
<td>3.7 (3.0-4.0; 0-4)</td>
<td>103</td>
</tr>
</tbody>
</table>

aParticipants were asked to rate on a scale of 0 (strongly disagree) to 4 (strongly agree).
bScores>2.5.
cScores between 1.5 and 2.5.
dScores<1.5.
Table 4. Median and IQR for cohort-level questionnaire response scores and results when testing for differences in questionnaire response based on age categories (Kruskal-Wallis test) and whether they were a carer or patient (Wilcoxon rank sum test).

<table>
<thead>
<tr>
<th>Questionnaire section</th>
<th>Kruskal-Wallis results</th>
<th>Wilcoxon rank sum results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Test statistic</td>
<td>P value</td>
</tr>
<tr>
<td>Relative advantage</td>
<td>6.195</td>
<td>.19</td>
</tr>
<tr>
<td>Ease of use</td>
<td>6.486</td>
<td>.17</td>
</tr>
<tr>
<td>Compatibility</td>
<td>6.61</td>
<td>.16</td>
</tr>
<tr>
<td>Result demonstrability</td>
<td>7.87</td>
<td>.10</td>
</tr>
<tr>
<td>Enjoyment</td>
<td>5.864</td>
<td>.21</td>
</tr>
<tr>
<td>Social influence</td>
<td>5.234</td>
<td>.26</td>
</tr>
<tr>
<td>Attitude</td>
<td>7.903</td>
<td>.10</td>
</tr>
<tr>
<td>Behavioral intention</td>
<td>9.773</td>
<td>.04^a</td>
</tr>
</tbody>
</table>

^aStatistically significant P values (at the 5% level).

Focus Group Results

Overview

A total of three focus groups were conducted: 2 in Bucharest at the EHA patient conference (involving 5 participants in the first focus group and 6 participants in the second), and 1 in Cardiff at the patient HD meeting (involving 4 participants). The demographics of the focus group are presented in Table 5.

The results of the group ranking exercise undertaken during the focus groups are shown in Table 6. Although there were obvious differences in how each focus group ranked what was important to them, the features that appeared to be most important were accuracy, comfort, and ease of use. Appearance and ability to use the watch in other aspects of their lives were the least important.

A total of 4 overarching themes were developed to describe the acceptability of wearable activity trackers to people with HD. These included the accessibility and compatibility of a device, its impact on a person’s relationships, whether it can be used effectively for self-management and monitoring of lifestyle behaviors, and the security of the data being collected. We discuss each of these themes in turn with illustrative extracts from the focus groups, although we have withheld participant characteristics from the quote to prevent deductive disclosure because of concerns about the HD community being relatively small.

Table 5. Focus group participant demographics (N=15).

<table>
<thead>
<tr>
<th>Cohort sample size, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td><strong>Experience with wearable devices</strong></td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
</tr>
<tr>
<td><strong>Genetic status</strong></td>
</tr>
<tr>
<td>Having a genetically confirmed diagnosis of HD^a</td>
</tr>
<tr>
<td>Not disclosed</td>
</tr>
<tr>
<td><strong>Country of residence^b</strong></td>
</tr>
<tr>
<td>United Kingdom</td>
</tr>
<tr>
<td>Other European country</td>
</tr>
<tr>
<td>Other</td>
</tr>
</tbody>
</table>

^aHD: Huntington disease.
^bCategories have been collapsed for participants’ stated country of residence owing to small numbers.
Table 6. Results of the ranking exercise in which participants were asked to rank the most important factors that would determine their engagement with a wearable device.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ease of use</td>
<td>Accuracy</td>
<td>Accuracy</td>
</tr>
<tr>
<td>2</td>
<td>Getting feedback from the device</td>
<td>Cost</td>
<td>Comfort</td>
</tr>
<tr>
<td>3</td>
<td>Comfort</td>
<td>Comfort</td>
<td>Ease of use</td>
</tr>
<tr>
<td>4</td>
<td>Keeping data safe and secure</td>
<td>Battery life</td>
<td>Keeping data safe and secure</td>
</tr>
<tr>
<td>5</td>
<td>Accuracy</td>
<td>Keeping data safe and secure</td>
<td>Obtaining feedback from the device</td>
</tr>
<tr>
<td>6</td>
<td>Battery life</td>
<td>Obtaining feedback from the device</td>
<td>Obtaining feedback from the device</td>
</tr>
<tr>
<td>7</td>
<td>Where the tracker is located on the body</td>
<td>Ease of use</td>
<td>Cost</td>
</tr>
<tr>
<td>8</td>
<td>Cost</td>
<td>Where the tracker is located on the body</td>
<td>Battery life</td>
</tr>
<tr>
<td>9</td>
<td>Being able to use the watch for things not related to the study</td>
<td>Being able to use the watch for things not related to the study</td>
<td>Appearance</td>
</tr>
<tr>
<td>10</td>
<td>Appearance</td>
<td>Appearance</td>
<td>Being able to use the watch for things not related to the study</td>
</tr>
</tbody>
</table>

**Theme 1: Accessibility and Compatibility**

Focus group participants acknowledged that wearable devices must be easy to use for people with HD to engage with them. This was deemed particularly important as this cohort was thought to have a wide-ranging level of digital technology experience. However, the participants were clear that they did not want an easy-to-use device at the expense of limited functionality. Rather, they were clear that they valued the special features of many commercially available activity watches:

*When you hit 10,000 steps and you’ve got it on your wrist there’s these like fireworks go off...and it vibrates and whatever and you know, you’re wonderful and then on the actual app itself, like on the phone, erm, that it’s synced to, it’s, like I thought it was really clever.*

All participants agreed that battery life was an important factor when considering if a device was easy to use. It was acknowledged that although charging a device was a necessity, a short battery life was not synonymous with ease of use. Those who already owned a wearable device noted how often and for how long charging was required:

*The charge takes about two hours, this, I, I, I done a lot of research and for the money, erm, and for all round what it does, this ticks all the boxes for me.*

It was also felt that battery life diminished over time, and devices often failed to reach the battery lengths advertised:

*You know the Fitbits say they’re supposed to last five days, they don’t last five days, no way they last five days. I charge mine every night.*

Concerns were raised as to whether people with HD, particularly as the disease progresses, would be able to wear and remove the device. One participant mentioned using different types of straps with their current device, including a magnetic strap that easily clicks together.

The preferred location for a wearable activity tracker was the wrist; however, interest was also shown in devices that could be worn under clothes so that they could be worn more discreetly. Comfort was believed to be a key factor in device adoption, with participants wanting a device that was as unobtrusive as possible and not bulky or large. However, it was recognized that if there was a need and benefit from using a device, then appearance was not a critical factor in device adoption:

*If you have the need, it looks like whatever it looks like.*

Several participants displayed a reluctance to wearing a device at night, owing to continuous monitoring feeling too invasive and onerous or simply because they do not wear a watch to bed. Although others did accept wearing a device at night for the purpose of research, the overall consensus suggested that nocturnal monitoring with a wearable activity tracker is not compatible in a real-world context:

*Ultimately to be a part of somebody’s medical care then it has to be as less invasive as possible, okay? Because I don’t sleep with watches, I’m not going to enjoy sleeping with watches.*

Cost was believed to be a limiting factor; although some were prepared to pay for a high-end device if it met their requirements, others noted that some HD families have financial constraints that must be considered.

Participants believed that wearable activity trackers are generally considered compatible with the lifestyle and daily routine of HD families and highlighted how the cohort often uses such technologies already. It was recognized that the adoption of a given device within this clinical cohort required iOS and Android operating system compatibility. Wearable activity trackers were deemed particularly suited to younger people, as those with progressive motor symptoms would be able to wear and remove the device. One participant mentioned using different types of straps with their current device, including a magnetic strap that easily clicks together.
Theme 2: Impact on Relationships

The participants discussed the difficulties of striking a balance between using the device as a helpful tool and ensuring that it did not become socially or emotionally consuming. Dependence was felt to lead to unnecessary stress when trying to meet health-related targets:

*It does seem to me that addiction is a big issue. I mean I’ve certainly read that that is the case, like some people they do get quite obsessed with targets and, and you know, if they haven’t done it, they get quite worked up and stressed...*

Feedback, although essential for motivation and engagement, was also thought to contribute to frustration. Tracking and monitoring may prove overwhelming for some patients, particularly those with psychiatric conditions, as one participant illustrated when discussing their experience in attempting to track and help their sibling with prompts:

*He said, oh all of these numbers, you know, they're driving me crazy, you know, and it was really, it was really freaking him out.*

Monitoring sleep difficulties was also a source of frustration for some participants:

*Now the sleep one, even though it tells me you’re not sleeping, it doesn’t help me, it doesn’t tell me what I can do...*

*It’s inventing more stress as a consequence.*

Gaining pleasure from a device was considered possible. For a patient with HD, gaining a sense of autonomy over how they manage their disease could improve their outlook and subsequent relationships with others:

*If the individual feels that by doing this they’re taking more control of their situation that’s got to be good for the outlook and the interaction with people around them.*

However, it was acknowledged that if a carer or family member was to be heavily involved in the use of the device, a patient may lose their sense of autonomy and subsequently be less likely to engage. It may become an irritant and potentially strain the carer-patient relationship:

*I can imagine, like a carer or a family member that’s trying to promote it for the person to do it, it might not be as successful if the person wants to do it themselves and take ownership of it I suppose.*

Nearly all participants thought that wearable devices would improve their interactions with medical professionals. Clinicians could analyze longitudinal data produced by the device and modify treatment plans accordingly. However, some have suggested that these devices may make some clinicians feel that their clinical experience and judgment are being challenged:

*Some doctors would definitely take the view that you’re trying to do their job for them and not like that. Others would welcome the increased data that they can make judgements on, I’ve run into both.*

Theme 3: Self-management

The participants suggested that wearable activity trackers opened up the possibility of new ways for clinicians, researchers, and patients to diagnose, monitor, and manage HD. The need to improve how patients with HD interact with their health professionals was noted, along with the advantages of generating longitudinal data to assist in clinical decision-making rather than relying on how a patient presents on a particular day in the clinic:

*It gives data that is continuous, so now you have a sense over time, all the time, not just when the person goes to hospital or goes to clinic.*

Those who had experience of using wearable activity trackers described them as being an integral component of a healthy lifestyle, giving them motivation and encouragement to reach their goals and a way of recording success:

*It just helps me track my health and fitness goals, really. It keeps me on track and focussed. Erm, yeah, keeps me focussed I think is the main advantage for me.*

There was a strong desire to receive feedback from a wearable activity tracker to increase personal motivation, allowing the visualization of goals:

*I will make that extra effort to hit the target if I’m near it.*

However, the participants recognized that not hitting short-term targets may lead to disappointment and subsequent demotivation. For someone with HD who is seeing a decline in function and potentially not meeting their activity targets, this decline in function may be psychologically damaging:

*If this is tracking disease progression then if Peter [person in the vignette] was to see a significant change in his disease they may, actually may make him more depressed or more concerned and actually be less helpful to him.*

Although many benefits of using wearable activity trackers were noted, there was a strong feeling that these will only be realized if wearable technologies can record measurements with a reasonable level of accuracy (with mention of an 85% accuracy threshold considered as acceptable):

*If it’s not accurate to the degree that it needs to be then there’s no point in doing any of this.*

*Let’s face it, I mean if it’s not accurate it’s a complete waste of time.*

The participants also believed that some medical professionals were not very receptive to patients producing their own data. Participants believed that getting clinicians involved in the process of deciding what to measure and how to feed back to...
health professionals could improve their acceptance of the technology.

**Theme 4: Data Security**

Concerns about data security were also raised. It was felt that the misuse of personal data by third parties could lead to potential discrimination and that people with neuropsychiatric disease features may be obsessed with data security. Despite this, people were willing to still engage with a device and share personal information if there was perceived benefit and little risk:

*Keeping your data safe and secure though would be very important for some people I’d imagine.*

**Discussion**

The long-term adoption of wearable activity trackers requires users to accept technology in their daily lives. This study sought to understand the potential views and opinions of the HD community toward wearable activity trackers to guide the selection of a wearable activity tracker for use in a longitudinal observational clinical study.

**Principal Findings**

The responses to wearable devices in the context of HD were largely positive in both the questionnaires and focus groups. Activity trackers need to be accurate, have a useful purpose, be easy and enjoyable to use, and be compatible with the wearer’s lifestyle. It was also considered important that this patient group would be able to understand the information received from the tracker. Older participants were less likely to indicate that they would be willing to use a wearable device than younger participants (behavioral intentions). Our focus group data indicated that engagement with the device was facilitated by accuracy, ease of use, comfort, usable feedback, and reliable battery life. The questionnaire data showed that the domain of social influence, how the activity tracker might affect how other people view the user, was less important. Again, this was paralleled in the focus group data, where the appearance of the device was deemed to be less important in the ranking exercise. Concerns were also raised regarding the suitability of using a wearable device for some patients with HD, particularly those with significant neuropsychiatric symptoms. Reassurances regarding data security also need to be considered.

**Findings in the Context of Other Literature**

The Technology Acceptancy Model suggests that when users are presented with a new technology, the main factors that influence their intention to use it are perceived usefulness and perceived ease of use [16]. Our data indicate that activity trackers need to have a useful purpose. Usefulness was associated with accuracy in attaining benefits. However, high thresholds of accuracy, suggested by one of our focus group participants, are unrealistic, particularly because of the uncertainty of the accuracy and reliability of data from commercial devices [23]. The expectation of having an accurate wearable activity tracker is consistent with several other studies [24]. Although no participants in this study directly questioned the accuracy of wearable activity trackers, the algorithms embedded within devices are typically developed using the movement patterns of healthy people, which may lead to higher data inaccuracies when applied to people with HD, who often present with motor symptoms involving their upper limbs and pathological gait characteristics. A recent review of wearable activity tracker research [25] found a substantial increase in the literature focusing on wearable activity trackers in recent years, with the most common research theme focusing on concerns about the reliability, accuracy, and validity of the technology itself.

Research has also suggested that wearable devices worn on the wrist have a greater error rate than those worn on other parts of the body [26]. Despite this, the immediate feedback provided by a digital screen on a wrist-watch device, which is essential for sustained user engagement, indicates that it is the preferred location for many users [26]. Accuracy may not need to be perfect, but it is important and must be sufficient to produce reliable clinical data. Researchers will also need to know more about the inaccuracies of measurement to appreciate the minimal clinically relevant differences between populations.

Acceptability is also linked to the ease of use. A device that was small, discrete, and comfortable was preferred. Most participants were not supportive of a cumbersome device that could lead to patient identification and consequent discrimination, which were concerns shared by other neurodegenerative populations [27, 28].

Despite numerous potential benefits, concerns have been expressed regarding the relationship with a device that measures several behaviors in this specific patient population. Most research on wearable devices is primarily focused on healthy populations, and research on clinically specific populations is relatively scarce [18]. Therefore, there is a need to consider the risk of harm in the HD population. Disease features such as depression, anxiety, and cognitive impairment can influence social relationships, including engagement with a device [29, 30]. Some users may become dependent on wearable technology and place a disproportionate value on the data produced, with consequences on mood and further engagement [31]. Lack of confidence in technology has also been cited as a barrier to engagement in other neurodegenerative diseases, with some patients expressing stress at the thought of wearing such a device [32]. Others may find it intrusive and uncomfortable [14]. Although compliance may not be an issue, welfare concerns can arise. Therefore, researchers and clinicians must assess the suitability of participants using a device on an individual basis to prevent negative psychological consequences. Devices that do not offer user interaction or feedback may prevent this. However, this study suggests that devices with added functionality can increase patient adherence and engagement. Therefore, it is difficult to balance protecting patient vulnerabilities and maximizing user engagement and adherence by providing feedback.

The reluctance to wear a device at night is also shared by other populations, although the importance of continuous monitoring to obtain high-quality sleep data has been recognized [18, 33]. Concerns raised about having to remember to physically charge a wearable device were also shared by patients with Parkinson disease features may be obsessed with data security.
disease, who cited difficulties in charging a device as a barrier to user engagement [27], partly owing to limited motor control and the dexterity needed to remove the device. Therefore, the design should aim to preserve the battery life and minimize charging requirements.

Concerns regarding data privacy were also raised in this study. These concerns are echoed in the literature [24,25,33]. Although patients may be open to sharing their personal information for the purpose of clinical benefit, there is a risk of data misuse. Therefore, it is vital to ensure that patient information is protected and that both researchers and industries demonstrate transparency regarding data use [33]. However, the literature suggests an overall risk-benefit consideration that favors engagement with wearable devices [34,35].

Participants’ perceived motivation and engagement in health-related behaviors because of wearable device use are shared by other research focusing on exercise and rehabilitation in chronic diseases [36,37]. Behavior change techniques instilled by wearable technology and driven by feedback, such as short-term goal setting, prompts, and reward systems, are key features that drive health surveillance [38]. In the context of long-term conditions, wearable technology may overcome limitations in monitoring patient-reported outcomes and encourage greater patient-clinician cooperation [37]. Consistent and reliable measurements provide an opportunity to identify and treat those with active disease and those who are at risk [38]. This has already been recognized by other neurodegenerative populations, and the use of wearable technology has already been introduced in the management of Parkinson disease [28,39]. The clinical application of wearable devices in a real-world context in HD remains limited, although this study suggests that they would be well received.

Limitations

Although these findings were elicited in the context of HD, we believe that they are applicable to other long-term conditions, particularly those that can be influenced by health-related behaviors. We note that the questionnaire for the survey was not validated for the HD population or any other neurodegenerative population. However, we received feedback from our Patient and Public Involvement group about its relevance and acceptability. Our questionnaires were available only in 4 languages and were not back translated. However, the vast majority of the participants completed the questionnaire in English. Opportunistic sampling from HD meetings was deemed the most convenient recruitment method for this study. A purposeful sample strategy, which sought a balance of gender, age, and nationality of our participants, might have helped the representativeness of the sample but was considered impractical when recruiting at site. Therefore, our findings may not be generalizable to a broader cohort of patients with HD and their caregivers. We opted to collect only brief sociodemographic data on age group and whether the participant was a patient with HD or a caregiver, as we thought these might be the most important differences. However, we acknowledge that we were not able to report participants’ views in relation to gender, socioeconomic status, or educational background. In addition, focus group research can result in social desirability bias, leading to overestimation of a positive response [40], but this may have been rebalanced by our mixed methods design, where participants were self- or proxy-completing the questionnaire and thus had limited and anonymous contact with the research team. Functionality issues, fatigue, and cognitive impairment may also have prevented members of the HD population from participating in our research [30,41,42]. Nonetheless, there was flexibility in our design to allow people to choose to participate in either our focus groups or to complete our questionnaire.

Conclusions

Our participants demonstrated a positive attitude toward the application of wearable activity tracker technology. The results of this study guided the design features of the chosen wearable device to be included in the DOMINO-HD study. The selection of and appropriate modifications to a wearable device should maximize user engagement and adherence for home monitoring throughout the observational study period.

As our research population was relatively specific, we recommend that other studies test the acceptability of wearable activity trackers in populations with other chronic conditions. On the basis of the findings of this study, further investigation into an acceptable device measurement schedule and a more detailed investigation into the acceptability of sleep monitoring are also recommended. This study also informed our choice of device that matches patient preferences for the DOMINO-HD longitudinal study, but there is a need to validate that device and measure any inaccuracies to enable a confident estimation of what the minimal detectable change in lifestyle behavior might be.
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Abstract

Background: The United Nations has called for wide-scale community mental health psychoeducation; however, few programs currently exist. Emotional Connecting, Empowering, Revitalizing (eCPR) is a community education and training program developed by individuals with a lived experience of mental health challenges or trauma. It is designed to provide community members with skills and confidence to support someone experiencing mental health challenges.

Objective: This qualitative study aimed to examine the user experiences of diverse community members engaged in eCPR training. This study reviewed their attitudes toward training and opportunities for improvement in future implementations of training.

Methods: eCPR training participants (N=31) were invited to participate in virtual focus groups between June 2020 and July 2020. Data were analyzed using the rigorous and accelerated data reduction method, which converts raw textual data into concise data tables to develop a codebook, and thematic analysis was performed to identify common themes.

Results: The themes identified when analyzing the data included emotional holding and containment, training feedback, principles and practices of eCPR, implementation, connection in a digital environment, skills practice, and shared experiences.

Conclusions: eCPR may benefit individuals from multiple, diverse demographics. It can enhance their ability to connect with others to understand what it means to be with someone who is experiencing a mental health challenge or crisis, to accept their own emotions, and to be confident in being their most authentic self in both their work and personal lives. eCPR may answer the call of the United Nations by bringing opportunities for authenticity and healing to community settings. Exploring the effects of delivering eCPR in communities on individuals experiencing distress is an important next step. This study found that eCPR may be beneficial to many groups of trainees with varying backgrounds and experiences. These findings are important, as they speak to the potential for eCPR to be implemented in a variety of community settings with the intention of working to improve mental health in everyday settings.

(JMIR Form Res 2022;6(6):e32219) doi:10.2196/32219
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Introduction

Background

According to the US Department of Health and Human Services’ Substance Abuse and Mental Health Services Administration, mental health disorders are “any mental, emotional, or behavioral disorder that can vary in both severity of impact and impairment” [1]. On the basis of their 2019 National Survey on Drug Use and Health, 1 in 5 (20.6%) adults in the United States had a diagnosed mental health disorder [1]. In 2018, nearly 25% of adults aged ≥18 years with mental health challenges reported an unmet need in receiving mental health treatment [2]. More recently, a nationwide survey in the United States estimated that the rates of substance use have risen 13.3% since the onset of the COVID-19 pandemic, anxiety and depressive disorders have increased by 30.9%, and individuals reported increased trauma and stressor-related disorders related to the pandemic by 26.3% [3]. These challenges faced by individuals during a time of social distancing and lockdown measures highlight the need to increase access to and the delivery of mental health support in the community. Delivering services outside of a clinical setting is essential for task shifting purposes that promote individual recovery without the reliance on an understaffed professional clinical task force.

In light of the increase in mental health challenges and trauma owing to the COVID-19 pandemic, coupled with a shortage of practicing mental health professionals, the United Nations released a report “COVID-19 and the Need for Action on Mental Health” in May 2020 [4]. This report called for wide-scale community mental health psychoeducation in which mailpersons, neighbors, Meals on Wheels workers, and other community members can support one another through a pandemic [4]. This global call to action calls for support outside the clinical environment. However, only a few programs of this type exist. The National Empowerment Center, a nonprofit organization led by Oryx Cohen, MPA, and Daniel Fisher, MD, PhD, has developed a web-based training program in community-based mental health interventions that can be practiced among community members in all settings: Emotional Connecting, Empowering, Revitalizing (eCPR).

Promising evidence indicates that eCPR, a community mental health education and training program, provides community members with the skills and confidence to be with someone who is experiencing mental health challenges and/or a mental health crisis [5]. eCPR is a training program developed by individuals with a lived experience of mental health challenges and/or trauma through the National Empowerment Center and has been described in detail in recent literature [5]. eCPR is based on the recovery model of mental health that uses principles of recovery in its approach toward mental health challenges and trauma [6]. Of note, principles suggest that recovery is person driven, is supported through relationships and social networks (such as peers and allies), and emerges from respect and hope. Moreover, the World Health Organization defines recovery from mental health challenges as “gaining and retaining hope, understanding of one’s abilities and disabilities, engagement in an active life, personal autonomy, social identity, meaning and purpose in life, and a positive sense of self” [7]. eCPR training uses all these principles outside of clinical environments, specifically, to help individuals in community settings gain insight into mental health challenges and how to provide support to others in their community. A recent study has examined the feasibility and effectiveness of virtually delivered eCPR training. Pre- and posttraining surveys were administered to 560 training participants. A total of 151 participants completed both surveys. Participants demonstrated statistically significant improvements in the ability to identify emotions, communicate nonverbally, share emotions, take care of oneself, feelings of belongingness and connection with others, perceived capacity to support individuals, and symptoms and emotions [5].

Objectives

The purpose of this study is to examine the impact of eCPR on training participants, learn more about their experiences with the training, and evaluate feedback to tailor the implementation of future training. It aims to gain a deeper perspective on the user experience to investigate the underlying mechanisms of the program as well as the priorities and values of various trainees.

Methods

Overview

This study used a peer-academic partnership [8]. Peer-academic partnership is a community-engaged approach that aligns with the 11 principles of community engagement that holds both peers and nonpeer academic researchers as experts, which can contribute to the research process [9]. In this instance, peers who are persons who identify as having a lived experience of a mental health challenge and/or trauma contribute to the research process. This partnership has led to a series of studies [5,10-12]. The peer-academic partnership was used in both the development and implementation of this study by developing the research questions, recruitment, retention, and development of the interview guide (Multimedia Appendix 1); conducting focus groups; and interpreting study findings. Preliminary evidence indicates that using such community engagement methods produces more relevant research, increases engagement, expands the uptake of technologies, and improves clinical outcomes compared with traditional research [13].

Description of eCPR Training

eCPR is designed to be delivered by individuals with lived experiences of mental health challenges including, but not limited to, anxiety, depression, bipolar disorder, schizophrenia, and trauma (ie, peer support specialists and community members) [5] as well as by other community members, such as educators, administrators, and first responders. The 12-hour, 3-day web-based eCPR training included the following modules: (1) connecting with others, (2) using nonverbal communication, (3) cultural empathy across worldviews, (4) learning a trauma-informed approach, (5) addressing feelings of mental distress and thoughts of suicide, (6) empowerment, and (7) revitalization [5]. The aforementioned modules were delivered to the training groups through a variety of teaching methods.
including role-play, didactic and conversational instruction, and group experiential learning. eCPR trainers participated in 60 hours of education and training with a postexamination to determine eligibility in delivering the eCPR training [5].

**Procedures**

**Recruitment**

Trainers emailed individuals who had participated in the eCPR training to inform them about this opportunity. Participants were recruited using a convenience sample of individuals who expressed interest in participating until the desired sample size was reached. The desired sample size was reached at the point where saturation was achieved, and no additional information was presented [14].

**Informed Consent**

Before engaging in the focus groups, the participants were provided with an informed consent form via email to sign electronically. The principal investigator (PI) also read the consent statement aloud at the beginning of each focus group. Individuals were given the opportunity to meet with the PI and ask questions pertaining to the study and the informed consent form. Participants were encouraged to contact the PI at any time with further questions and were notified that they could withdraw their participation at any moment.

**Demographics**

A web-based survey was administered to all participants before eCPR training. Demographic data collected through these surveys were extracted and analyzed for the participants of the focus groups.

**Interview Guide**

A total of 2 eCPR focus groups occurred virtually via a Health Insurance Portability and Accountability Act–compliant videoconferencing platform between June 2020 and July 2020 and included 31 participants. The authors conducted semistructured focus groups using an interview guide (Multimedia Appendix 1) developed through an iterative design process. Sample questions included, “What are some of the most valuable things you gained from eCPR training?” “How would you compare your eCPR training to other similar trainings you have had in the past?” and “Do you feel eCPR has changed the way you view someone in emotional distress?” Individuals took part in 1-hour focus group sessions to examine the impact of eCPR training on themselves. No incentives were provided for participation in the study.

**Ethics Approval**

The Institutional Review Board of Dartmouth College approved this study (20201271) and was aligned with the 1968 Declaration of Helsinki rules on research ethics [15].

**Statistical Analyses**

Descriptive statistics were conducted using SPSS software (version 28.0.0.0; IBM Corp) to describe the demographic characteristics of focus group participants [16]. Focus group data were transcribed and analyzed in Microsoft Excel using the rigorous and accelerated data reduction method for qualitative data coding [17]. This method was chosen for its rigorous team-based approach to organizing qualitative data and streamline analyses. The method converts raw textual data from a general word processing software (Excel) into a more manageable and user-friendly format by producing concise data tables that can be easily reviewed by the team [17]. It was used to generate underlying themes using codes extracted from the qualitative text. The first and second authors performed thematic analysis to identify commonalities in the data-derived codes, which were then translated into the main themes [18]. The authors did not develop a priori codes or hypotheses before coding; instead, codes and themes were developed naturally as they emerged in the review of the data. Codes were assigned to main themes using the *best fit* approach when one or more themes may have been applicable. Furthermore, qualitative data were reviewed by the authors (ALM and MM) to ensure that the results were interpreted for their intended meanings. All results were member checked to maintain the participants’ voices and to ensure that the authors held true to the participants’ viewpoints. Member checking is the process of bringing the authors’ interpretations of the qualitative data back to stakeholders in the population to validate the proper interpretation of the data and resolve any discrepancies that may have emerged [19]. In this case, a qualitative codebook and derived themes were provided to key stakeholders via email. The topics were refined through an iterative process to ensure coherence and adequate data to support each theme.

**Results**

**Participants**

The 2 focus groups comprised 31 participants each. Participants were aged ≥25 years and identified themselves as peer support specialists and service users with a lived experience of any mental health condition, recovery coaches, hospital staff leaders, family members, mental health clinicians, nonprofit leaders, and nonprofit workers (Table 1). The inclusion criteria for the focus group participants were individuals (1) who participated in and completed the eCPR training between April 2020 and July 2020; (2) who are aged ≥18 years; (3) who self-identify as experiencing any mental health condition and/or trauma, family members of individuals with mental health conditions, trauma, or physical health conditions, clinicians, nonprofit leaders and workers, and members of the general community; and (4) who were able to provide consent to participate. Individuals who (1) were aged <18 years, (2) deemed cognitively impaired (defined by inability to complete informed consent independently), or (3) had a designated legal guardian were not eligible to participate in the focus groups.

**Table 1.** Focus Group Characteristics

<table>
<thead>
<tr>
<th>Category</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>≥25 years</td>
</tr>
<tr>
<td>Identification</td>
<td>Peer support specialists and service users with a lived experience of any mental health condition, recovery coaches, hospital staff leaders, family members, mental health clinicians, nonprofit leaders, and nonprofit workers</td>
</tr>
<tr>
<td>Inclusion Criteria</td>
<td>Individuals who participated in and completed the eCPR training between April 2020 and July 2020; who are aged ≥18 years; who self-identify as experiencing any mental health condition and/or trauma, family members of individuals with mental health conditions, trauma, or physical health conditions, clinicians, nonprofit leaders and workers, and members of the general community; and who were able to provide consent to participate</td>
</tr>
</tbody>
</table>
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Demographic data were obtained for all participants in the focus group (N=31). Most participants were female (24/31, 77%) and within the age range of 55-64 years (14/31, 45%), followed by 45-54 years (6/31, 19%). Of the 31 participants, 23 (74%) identified as White, 4 (13%) identified as Black, 2 (7%) identified as Hispanic or Latino, 1 (3%) identified as American Indian or Alaska Native, and 1 (3.2%) identified as belonging to more than one race. When asked about their roles, 29% (9/31) of the participants identified themselves as service users, 29% (9/31) identified as community members of individuals with mental health concerns, 26% (8/31) identified as peer support specialists, 26% (8/31) identified as a family member of a loved one with mental health or substance use challenges, and 26% (8/31) identified as nonprofit service workers. Other reported roles included recovery coaches, clinicians, administrators, other health service providers, and other for those who did not identify with any listed role (Table 1).

We identified 104 codes and 7 themes emerged from the data analysis. The themes identified were emotional holding and containment, training feedback, principles and practices of eCPR, implementation, connection in a digital environment, skills practice, and shared experiences.

### Theme 1: Emotional Holding and Containment

Emotional holding and containment was the most prominent theme, with 25.9% (27/104) of codes related to this theme. Participants reported feeling accepted, heard, and seen. Through emotional holding, the participants reported that they recognized and understood the feelings of the people they were working with. Participants reported feeling held and being able to hold someone. A participant shared the following:

*The expression that I resonate with is I felt held, you know, I felt emotionally held and when I am very*
Another participant noted the following:

One of the things I realized that I needed to do more was just being able to be with somebody and not fill the space but let them be and just let them speak and do more listening.

Another participant said the following:

This training was a reminder that it is okay to honor my feelings, that they are telling me something...If I am with someone else, I can feel what I feel and still be connected with that person in their feelings.

The participants discussed the idea of being connected to other people’s feelings and emotions. They reported that they were able to provide a safe container for others and felt emotionally contained during training.

**Theme 2: Training Feedback or Training Format**

Participants discussed their experiences with the eCPR training, especially compared with the other trainings they participated in. Training feedback was the second most predominant theme, with 24% (25/104) of codes related to this theme. Feedback from participants about the eCPR training experience varied, with both positive and negative feedback. Participants who liked the unscripted, unconstructed format of the eCPR training reported that the format allowed for them just to be witnesses and to be present in that moment. A participant shared the following comment:

> It was a complete kind of like 180 degrees for me from everything else that I have learned as far as the mutuality, as far as the lived, shared, a lived experience and having that peer support...You know, you [are] just there, you [are] just there, however, it goes, you are just with it.

Although several participants preferred the unconstructed and unscripted format, some participants suggested that concrete instructions about eCPR training and planned activities would have helped prepare them. A participant made the following comment:

> Since some people like the more nebulous unconstructed freeform way of doing the training maybe for the sake of people like me, give us a little preparation like this is going to be very uncomfortable. You are not going to know what we are talking about. This training is a practice in how to listen. You are going to be listening without doing anything but being emotionally present.

Participants suggested that mindfulness exercises be incorporated at the beginning of the training to prepare them for the emotional holding and containment experienced during training. A participant made the following comment:

> The only thing that I would have loved to have seen, and perhaps it could even enhance the training- what I would have liked is that at the beginning of each training session somebody led a guided mindfulness practice.

In addition, the participants suggested that training facilitators should play an active role and direct the training instead of being active participants in the training. A participant noted the following:

> For me, it kind of felt a little free flow...I wanted someone responsible for us as a group. Someone to be the concrete space.

The participants also suggested that the PowerPoint used for the training needed to be updated to align further with the content presented in the current eCPR workbook. A suggestion was made to include videos of eCPR in practice or encourage facilitators to role-play and model the skills during the training to provide further examples of practice.

**Theme 3: Principles and Practices of eCPR**

In all, 15.4% (16/104) of codes identified related to the principles and practices of eCPR. The participants understood eCPR as a framework for interacting with others. Participants noted that they found training empowering, as it provided freedom to practice with no expectations of fixing or finding a solution to someone’s problems. The training’s lack of concreteness and lack of a script on how to conduct the intervention was described as freeing. Participants found eCPR to be an easy framework that led to positive experiences and deeper connections. A participant shared the following comment:

> What this emotional CPR does, it lets you respectfully experience emotions with someone. You let them have their moment and experience it and avoid assumptions and your opinion and what you want...We need this so bad here.

The participants appreciated the lack of need to fix someone or to come up with a diagnosis. Participants noted that the lack of the need to fix led to a trusting and safe environment. A participant made the following comment:

> eCPR allows us to move beyond the “what is wrong with you” or the stamp of a diagnosis. You say yeah! Of course, you would feel this way; it is hard to feel like this. And going back to that permission to own whatever emotions are coming up and be able to share those.

In comparing the principles and practices of eCPR with those of other trainings the participants had previously taken, participants appreciated that they did not have to memorize a script or any other scripted skills. Rather than learning specific processes and technical content, the participants realized that they just needed to be present and listen deeply to promote recovery through eCPR. A participant shared the following:

> Some of the things that we have learned are that you do not have to have the special words...I came away with a different level of confidence because when I was doing the motivational interviewing, I thought maybe I should get some cards or something so that...
Theme 4: Implementation

In all, 12.5% (13/104) of codes related to implementation were identified. The participants were excited about the training and raised issues related to the feasibility of eCPR implementation in their organization. The participants discussed the importance of obtaining stakeholder buy-in from management, mainly because of the paucity of research on the effectiveness of eCPR on specific populations. Participants noted that there was a need for organizational and personal investments. Organizational investment is needed because the training is costly, and training cannot be conducted in a short period. Staff should be removed from the clock to attend training. A participant made the following comment:

The thing that is challenging is that this is not information that you slap on a PowerPoint and show 30 at a time in 24-hour increments and then call it done...It takes time and to a certain extent involves internal work and kind of a level of reflection for everybody that’s involved.

The same participant also noted that staff participating in the training also had to be ready and willing to share some of their personal issues. This is because the training is structured with the use of real-life problems by the participants, which encourages people to share private information that they usually would not want to share with strangers. A participant made the following comment:

...and so when you sign up for this training program, you are signing up at a very personal level than anything else you have ever done.

Participants were concerned that eCPR may not be appropriate for some of the clients they work with because individuals with certain disorders lack the ability to connect emotionally based on the nature of the disorder. A participant made the following comment:

I think a concern was it does not fit with all diagnoses. So, it will not necessarily work for everyone, especially when you get into your personality disorders like narcissistic personalities.

The participants also raised concerns about workplace culture and how eCPR could shift how their organizations currently function. A participant commented as follows:

I think it would be a massive culture shift for our hospitals and how to do it [implement eCPR]...and how to get it rolled out that was one of the concerns is it is such a huge culture change.

Implementation concerns related to personnel have also been raised. Some participant organizations were under the impression that they needed to have a peer support specialist on staff to implement eCPR. Participants suggested that agencies would need clear guidance related to a process for implementing eCPR, as most agencies had not yet developed a plan for how eCPR would be incorporated into their organization.

Theme 5: Connection in a Digital Environment

In all, 10.6% (11/104) of codes related to connecting in a virtual environment emerged. The participants were surprised by the connections they made despite training in a virtual environment. The participants reported feeling safe and trusting enough to open up to others. A participant made the following comment that was echoed by others:

The depth of communication and the sense of trust, even though we were on the computer and had never met these people before...There was a skill there on the human side that was very well done. I felt renewed, refreshed, comforted, safe. I felt very positive.

The participants came into the training skeptical about attending virtual training but were surprised by the more profound sense of connection they had in training with not only people they were familiar with but also people they had never met. A participant commented as follows:

I was really impressed about how successful it could be done by Zoom. I was really coming in pretty skeptical, and when we did the real play where...everybody signed off on the video. It was just the two participants. You know, it really felt like you had that intimacy.

Theme 6: Skills Practice

Experiential and scenario-based training, especially the real plays, was found to be effective in teaching eCPR. Real plays refer to role-playing exercises based on real-life situations that were part of the training. Of the 104 codes, 9 (8.6%) were identified related to skills practice and experiential learning. The participants found it easy to translate eCPR skills into practice compared with the other trainings they had attended. The participants reported using the skills they had learned during training with clients, peers, and friends. A participant commented on their first experience using their eCPR skills outside of the training environment:

I had situations literally within a week of our last session where a client came in, a husband and a wife who was just distraught...I just got certified. I went right into the eCPR mode, so I had a few incidents like that since then...

Another participant shared the following:

I had an opportunity to use the eCPR with a co-worker who was expressing frustration, and actually on my part I was thinking, “I do not have to fix this, I just have to be present.” You know, it was more of, I am empathizing with the position that she was in.

Overall, participants found eCPR skills easy to incorporate into their everyday interaction with their clients, partly because eCPR used real-life client problems versus role-play with made-up scenarios as evidenced by this comment from a participant:

The “real plays” versus the role plays were the number one difference between any training because
normally it is always a role play, you are given a character you kind of work through the skill set...It was helpful to actually...talk about something of value and not just a thing that you are kind of going through the motions. I think it really brought it home.

Theme 7: Shared Experiences

The participants’ shared experiences were identified as an emerging theme. Shared experiences are both those that individuals have in common and an individual confiding their experience with another individual or group. Of the 104 codes, 3 (2.8%) related to shared experiences arose. The participants reported that shared experiences led to a deep sense of connection despite being in different locations across the United States. A participant made the following comment:

Everyone [in the training group] was from across the country. So, it was a huge perspective, you know...Having that different perspective across the country actually was a bonding experience for us because it was a shared experience, even though we were not in the same local area going through the same thing.

Through shared experiences, participants were able to connect to deeper emotional levels. A participant commented as follows:

I found myself wanting to interrupt and offer affirmations. However, I held back when I saw how much it meant to her to be able to express how she was feeling and her experience, and when I held back and the more that I listened, we both connected.

Discussion

Principal Findings

This study aimed to examine the participants’ experiences after attending the web-based eCPR training. The analysis of the focus group discussions regarding participants’ attitudes toward and experiences with eCPR training highlighted seven main themes: (1) emotional holding and containment, (2) training feedback, (3) principles and practices of eCPR, (4) implementation, (5) connection in a digital environment, (6) skills practice, and (7) shared experiences.

Many participants appreciated the format of the eCPR training and the opportunity to engage in this process with hands-on experience. They expressed feelings of relief in the freedom to practice eCPR teachings and use the eCPR framework without having to fix or always be solution driven. The process of connecting in eCPR involves active listening, being present, and fostering a safe environment [5]. The participants found that when the focus was shifted from a solution-driven approach to being present with another person, they were most likely to be in the moment and be with the other person as they experienced their emotions. They appreciated the value of the idea that not everyone is looking for a solution to their experiences, and instead, what they can do is be an active listener while someone talks through and processes what they are experiencing at the moment.

Evidence indicates that participants primarily had a positive training experience. Participants found eCPR training to be a valuable resource for learning new skills when engaging with an individual who may be in distress or experiencing a mental health crisis. These skills included active listening, integrating shared experiences into practice, the ability to connect with others on an emotional level even on a web-based platform, and how to emotionally hold someone in their time of distress and need. Douglas [20] defines containment as “the ability to receive and understand another’s emotional communication, process it, and communicate understanding and recognition back to the other person.” Both holding and containment are essential for healing and recovery [21]. Emotional holding and containment led to participants feeling a deeper sense of trust as they were trusting strangers with personal stories. Not only did the participants report that they felt a sense of emotional holding and containment when participating in the training, but they could actually practice these techniques in their work. eCPR has shown promising evidence for increasing supportive behaviors toward individuals who experience mental health challenges and trauma [5] and can prove useful in both clinical and nonclinical environments such as hospitals, community centers, nonprofits, workplaces, and the community at large.

Multiple participants expressed concern over how the teachings of eCPR would be implemented within their communities—primarily workplaces. However, the concern was not about the actual practices of eCPR but rather about staffing needs and requesting clarification on whether peer support specialists need to be hired to do this work to be able to present to managerial staff. Although it is helpful to have a peer support specialist on the staff, it is not necessary for implementing eCPR. With regard to implementation, participants reported feeling personally invested in this initiative and generally felt that their workplace culture would be accepting of implementing the lessons they learned.

Future research can expand on the impacts reflected in this study by examining the impact of eCPR training on subsets of the population. In addition, research can examine the impact of eCPR training when implemented in various community settings (ie, schools, police stations, medical offices, and apartment complexes). Future studies can focus specifically on the impact of the training has on participants based on their age, mental health diagnosis, role, and race. In addition, future research can be directed to evaluate the effectiveness and impact of in-person eCPR training versus that of eCPR training delivered in a web-based environment. Finally, to answer the call of the United Nations, research could evaluate the impact that implementing eCPR has on community mental health as a whole (ie, levels of anxiety, depression, and distress; feelings of loneliness and isolation; and suicidality). Finally, future studies may attempt to collect more specific details regarding the unique roles and perspectives of the participants. For instance, a clinician who might also be a service user may have differing viewpoints depending on the lens they use. Examining these topics related to eCPR will provide evidence-based insights to inform the future implementation of eCPR training.
Limitations
This study has some limitations. First, this is the first study to evaluate participants’ experiences in eCPR training. Although the sample size was sufficient to reach saturation, it was not sufficient to stratify the experiential data by demographic characteristics (role, race, and age). In addition, consistent with the peer-academic partnership [8], participants were not asked to disclose any mental health diagnoses; thus, we were unable to stratify the results on that factor either. Focus group participants were recruited as part of a convenience sample, which may have led to a bias in the results. In addition, the training and focus groups were conducted on the web; thus, the results may only be generalizable to web-based environments.

Conclusions
Although a previous study by the authors evaluated the feasibility and preliminary effectiveness of eCPR training, to the authors’ knowledge, this is the first study to examine participants’ experiences in attending the eCPR training—a community mental health education and training program developed by individuals with a history of mental health challenges and/or trauma, designed to be delivered by such individuals and other community members. In light of the COVID-19 pandemic, the increased or exacerbated mental health challenges individuals face owing to the pandemic and the increased amount of trauma due to COVID-19 fatalities, the United Nations recognizes an increased need for community-based support and wide-scale community mental health psychoeducation. The eCPR training program answers this call by providing a framework for engaging in community-based support without a clinical degree or formal environment. It has been proven to be feasible and effective in its delivery [5]. It is a practice that community members can use to help one another through difficult times and may enhance social connection in a time of disconnection and physical distancing.
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Abstract

Background: In face-to-face therapy for eating disorders, therapeutic alliance (TA) is an important predictor of symptom reduction and treatment completion. To date, however, little is known about TA during web-based cognitive behavioral therapy (web-CBT) and its association with symptom reduction, treatment completion, and the perspectives of patients versus therapists.

Objective: This study aimed to investigate TA ratings measured at interim and after treatment, separately for patients and therapists; the degree of agreement between therapists and patients (treatment completers and noncompleters) for TA ratings; and associations between patient and therapist TA ratings and both eating disorder pathology and treatment completion.

Methods: A secondary analysis was performed on randomized controlled trial data of a web-CBT intervention for eating disorders. Participants were 170 females with bulimia nervosa (n=33), binge eating disorder (n=68), or eating disorder not otherwise specified (n=69); the mean age was 39.6 (SD 11.5) years. TA was operationalized using the Helping Alliance Questionnaire (HAQ). Paired t tests were conducted to assess the change in TA from interim to after treatment. Intraclass correlations were calculated to determine cross-informant agreement with regard to HAQ scores between patients and therapists. A total of 2 stepwise regressive procedures (at interim and after treatment) were used to examine which HAQ scores predicted eating disorder pathology and therapy completion.

Results: For treatment completers (128/170, 75.3%), the HAQ-total scores and HAQ-Helpfulness scores for both patients and therapists improved significantly from interim to post treatment. For noncompleters (42/170, 24.7%), all HAQ scores decreased significantly. For all HAQ scales, the agreement between patients and therapists was poor. However, the agreement was slightly better after treatment than at interim. Higher patient scores on the helpfulness subscale of the HAQ at interim and after treatment were associated with less eating disorder psychopathology. A positive association was found between the HAQ-total patient scores at interim and treatment completion. Finally, posttreatment HAQ-total patient scores and posttreatment HAQ-Helpfulness scores of therapists were positively associated with treatment completion.

Conclusions: Our study showed that TA in web-CBT is predictive of eating disorder pathology and treatment completion. Of particular importance is patients' confidence in their abilities as measured with the HAQ-Helpfulness subscale when predicting posttreatment eating disorder pathology and treatment completion.

(JMIR Form Res 2022;6(6):e33813) doi:10.2196/33813
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Introduction

Background
Eating disorders (EDs) are related to serious physical, psychological, and social consequences and are characterized by a chronic character and high treatment costs [1,2]. However, many patients have EDs for years before receiving treatment [3,4]. Access to face-to-face treatment of ED is often limited because of personal barriers, such as feelings of shame and fear of stigmatization, and intervention-related barriers, such as costs, geographic distance, and lack of availability [5-9].

Web-based alternatives, which may encompass website- and mobile app–based treatment programs, might show promise. Web-based treatment was shown to be effective in reducing ED psychopathology [10-22], and it can improve access to ED treatment compared with face-to-face treatment [15,17,19]. Web-based treatment provides the added advantages of approachability, relative anonymity, and widespread 24-hour access, which are considered important benefits for patients with ED [15].

One particularly important facet of face-to-face treatment is the therapeutic alliance (TA) between therapists and patients [23,24]. Although there are various ways to define the concept of TA [23], all definitions have in common that TA can best be characterized by the degree of agreement between a therapist and a patient concerning the goals and tasks of the treatment and suggest the presence of an affective bond [23-26].

TA was shown to be predictive of treatment completion and outcomes in the general population [27]. The quality of TA was also shown to be predictive of treatment completion and outcomes in face-to-face ED treatment [28-30]. However, the predictive value of TA for treatment outcomes in patients with ED varies between studies and between patient groups [28]. More specifically, the predictive value of TA for treatment outcome is less obvious for patients with bulimia nervosa (BN) than for patients with anorexia nervosa [28]. Overall, the predictive value of TA for treatment outcomes is associated with small to medium effect sizes [30].

With regard to web-based treatment in the general population, multiple studies have demonstrated that the strength of the TA during treatment can be improved without face-to-face contact with a therapist [31-37]. However, compared with face-to-face treatment, much less is known about important predictors in the development of TA in the context of web-based treatment [31,38]. Studies focusing on TA in web-based treatment are often methodologically inferior to those focusing on face-to-face treatment [31,38].

Few studies have been conducted on the role of TA with regard to treatment outcomes and adherence in web-based treatment for ED [11,38]. It was found that TA was rated high over the course of ED treatment [39,40]. It was also found that higher TA ratings were associated with better treatment outcomes [25,27,40]. Furthermore, some evidence indicates that the extent of TA during web-based treatment of ED is positively associated with treatment adherence [11,29,41].

Objectives
Concerning the effects of TA on treatment effectiveness, it is also important to emphasize the degree of agreement between the therapist and patient perspectives [42,43]. In the general population, it has been shown that convergent patient-therapist ratings over the course of treatment predict a better treatment outcome [42,43]. It was also found that, for face-to-face treatment in the general population, therapist ratings of the TA are not as predictive of treatment outcomes as the TA ratings provided by patients [43].

This study focused on web-based cognitive behavioral therapy (web-CBT) for female patients with ED and aimed to investigate (1) TA ratings measured at interim and after treatment, separately for patients (treatment completers and noncompleters) and therapists; (2) the degree of agreement between therapists and patients (treatment completers and noncompleters) for TA ratings; and (3) associations between patient and therapist TA ratings and both ED pathology and therapy completion. We hypothesized that the TA would increase from interim to post treatment for both patients and therapists and that there would be stronger agreement between therapists and patients who completed treatment than between therapists and patients who did not complete treatment. Furthermore, we hypothesized that TA ratings provided by patients and therapists are predictors of eating disorder pathology, particularly after treatment. Finally, we hypothesized that TA ratings would be positively associated with treatment completion.

Methods
Study Design
A secondary analysis was conducted on the data from a randomized controlled trial (RCT) investigating a web-CBT intervention for EDs. The study design, procedures, and results of the RCT are described in detail elsewhere [19,41,44,45]. Recruitment for the RCT was conducted from March 2011 to December 2013. Information on the study was disseminated through announcements on ED-related websites, forums, and newspaper advertisements.

Ethics Approval
All participants provided written informed consent, and the study was approved by the Medical Ethics Committee of the Medical Spectrum Twente (NL31717.044.010, P10-31) and registered in the Netherlands Trial Registry (NTR2415).

An RCT [19,44] compared a web-CBT intervention group to a waiting list control group. Participants were stratified by ED type (BN, binge eating disorder [BED], or eating disorder not otherwise specified [EDNOS]). Participants in the intervention group started web-CBT immediately, whereas those in the control group had to wait 15 weeks after randomization. Both completers and noncompleters completed the questionnaire.
Outcomes were measured before, during, and after web-CBT and at 3-, 6-, and 12-month follow-up.

For the current analysis, measurements at the interim (after the first part of treatment) and after treatment were used. As this study did not focus on the efficacy of the treatment but on the interim and posttreatment measurements of the TA, the data from the intervention phase of the study of both the initial intervention and control groups were merged.

Participants

The participants of this study were female patients with a Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition (DSM-IV) diagnosis of BN, BED, or EDNOS who completed the first part of the web-based CBT and completed the interim questionnaire. In addition to the DSM-IV classification, the inclusion criteria for the RCT were (1) age ≥18 years, (2) access to the internet, (3) fluent in Dutch, (4) referral from a general practitioner, and (5) to be within 85% of the target weight established by the table of height and weight limits of MINI-Plus [46,47]. Exclusion criteria were as follows: (1) suicidal ideation, (2) receiving psychological or pharmaceutical treatment for any ED within the past 6 months, (3) pregnancy, and (4) expected absence of 4 weeks or longer during the treatment period of 15 weeks.

Intervention

The web-based treatment program, Etendebaas (English translation: “Look at your eating”), included a structured 15-week web-CBT that was designed within a secure web-based application [19,44]. The treatment program consisted of 2 parts and included 16 treatment modules, with at least 21 scheduled asynchronous contact moments and 10 homework assignments. The first part aimed to analyze participants’ ED attitudes and behaviors, whereas the second part focused on behavioral changes. All treatment modules were completed by the patients in a fixed order, and it was not possible to skip a module.

CBT [48-50] and motivational interviewing [51,52] were the fundamental elements of the intervention, which included techniques such as psychoeducation, self-monitoring through daily diary entries, thought restructuring, problem-solving, and relapse prevention. In their personal files, patients could read and respond to the therapist's messages and complete homework assignments. The treatment protocol prescribed regular contact between patients and their therapists, with therapists responding to the patients’ messages and assignments within 3 working days.

A total of 17 therapists carried out web-based treatments, including 2 male therapists and 15 female therapists. Therapists had either a bachelor’s degree in nursing or social work or a master’s degree in psychology and received specific training for web-based treatment. A comprehensive manual was available, which included a detailed description of all treatment modules and safety protocols. The treatment also included web-based coaches and support from a multidisciplinary team (psychologists, psychotherapists, addiction medicine physicians, psychiatrists, and dieticians) who were available for consultation. The participating therapists did not have knowledge of the TA scores of the patients and did not receive any instructions regarding investing in improving the TA. However, within the regular web-based treatment protocol, the core task of a therapist is to build and maintain the TA.

Measures

Therapeutic Alliance

TA was measured using the Dutch patient and therapist version of the Helping Alliance Questionnaire (HAQ) [53,54]. The HAQ is a self-report questionnaire that measures the strength of a therapeutic patient-therapist alliance [55]. The therapist’s version was derived from the patient’s version and was compatible. The Dutch version of the HAQ has 11 items scored on a 5-point Likert scale (1=totally disagree, 2=disagree, 3=neutral, 4=agree, and 5=totally agree) [54]. The HAQ contains two subscales: (1) cooperation (5 items), reflecting the perception of the patient on the cooperation with a care provider or vice versa, and (2) helpfulness (6 items), which reflects a patient’s or therapist’s confidence in their own capacity to improve the situation. The HAQ-total score was determined as the sum of the subscale scores. This study found the patient version of the HAQ to be internally reliable at the interim measurement: Cronbach \(\alpha\) of .81 for the cooperation subscale, Cronbach \(\alpha\) of .81 for the helpfulness subscale, and Cronbach \(\alpha\) of .87 for the total HAQ score. The therapist version of the HAQ was also internally reliable: Cronbach \(\alpha\) of .77 for the cooperation subscale, Cronbach \(\alpha\) of .78 for the helpfulness subscale, and Cronbach \(\alpha\) of .87 for the total HAQ score.

Eating Disorder Psychopathology

Changes in the clinical severity of ED psychopathology were measured using the total score of the Eating Disorder Examination Questionnaire (EDE-Q) [56]. The EDE-Q is a widely used validated self-report scale based on Eating Disorder Examination interviews. The instrument focuses on the previous 28 days to assess important behavioral and attitude aspects of ED and the severity of ED psychopathology. The EDE-Q consists of 36 items, with four subscales (restraint, eating concern, shape concern, and weight concern). Items are scored on a 7-point Likert scale (range 0=not one single day–6=every day), with a higher score reflecting more psychopathology. Subscale scores were obtained by averaging the items for each subscale, whereas the total EDE-Q score was obtained by summing the subscale scores. Previous research indicates that the EDE-Q demonstrates acceptable internal consistency (Cronbach \(\alpha\) ranging from .77 to .84) [57-59].

Treatment Completion

Participants were considered completers when they (1) had attended all 16 treatment modules with at least 21 contact moments with their personal therapist, (2) completed all 10 homework assignments, and (3) completed the at-interim and posttreatment questionnaires. Participants who stopped the treatment program before the completion of all treatment modules and completed the at-interim and posttreatment questionnaires were considered noncompleters. Therefore, treatment completion was operationalized using a dichotomous measure (yes or no).
Statistical Analysis
All analyses were conducted using SPSS for Windows (version 21; IBM Corp) [60]. Continuous variables were summarized using the mean with the associated SD or as the median with the associated IQR for normally and nonnormally distributed data, respectively. Categorical variables were summarized as frequencies with corresponding percentages. Sum scores were computed for the HAQ-total score and separately for the cooperation and helpfulness subscales, both at interim and after treatment, and separately for patients and therapists.

Differences in demographic characteristics between completers and noncompleters were analyzed using independent 2-tailed t tests for continuous normally distributed data and Wilcoxon rank-sum tests for continuous nonnormally distributed data. Differences in categorical variables were analyzed using chi-square or Fisher exact tests (as appropriate).

Paired t tests were conducted to assess the change in TA ratings from the interim to the end of treatment for both therapists and patients. In the analyses, we stratified for completers and noncompleters because we expected an opposite pattern in TA ratings from interim to post treatment. Cohen $d = (\mu_1 - \mu_2) / \sigma_{1,2}$ was calculated to determine the effect sizes for significant findings. Cohen defines $d$ scores of 0.2, 0.5, and 0.8 as small, medium, and large effects, respectively [61]. An intraclass correlation coefficient (ICC) analysis was conducted to determine cross-informant agreement between patients (separately for completers and noncompleters) and therapists in TA ratings, both at interim and post treatment. To determine the strength of agreement, the guidelines drafted by Koo and Li [62] were used (<0.50: poor, between 0.50 and 0.75: moderate, between 0.75 and 0.90: good, and >0.90: excellent) [62].

Next, we examined whether the HAQ scores for patients and therapists were related to ED pathology by creating two linear regression models: one at interim and one post treatment. To determine the strength of agreement, the guidelines drafted by Koo and Li [62] were used (<0.50: poor, between 0.50 and 0.75: moderate, between 0.75 and 0.90: good, and >0.90: excellent) [62].

To assess whether TA ratings were related to treatment completion, we constructed two logistic regression models: one at interim and one post treatment. These models were constructed identically to the construction of the previously described multiple regression models. Owing to multicollinearity between the TA subscales and total scale for the patient or therapist groups at each time point, we entered the scale(s) that produced the best model fit (−2 log likelihood). Nonsignificant variables were removed one by one until the −2 log likelihood deteriorated significantly. Nagelkerke $R^2$ was used to estimate the pseudoproportion of the variance. Two-sided significance levels were set to 0.05 in all measurements.

Results
Inclusion Process
Figure 1 presents a flowchart of the inclusion process used in this study. A total of 214 participants were included in an earlier RCT [19,44]. Of these, 128 (59.8%) completed the treatment. Of the participants who did not complete the web-based CBT (86/214, 40.1%), 15 never started treatment (nonstarters), and 29 stopped the treatment before the end of the first part of the treatment (early dropouts). The 44 participants did not complete the interim questionnaire, so no information about their experiences with the TA was available. Therefore, these were excluded from the analysis. Of the 170 participants who were included in this study, 42 stopped the program during the second part of the web-based CBT. These participants were considered late dropouts and filled out the interim and posttreatment questionnaires, including the TA. In this study, late dropouts were defined as noncompleters, although the overall number of noncompleters in the RCT was higher (n=106), as it also included 15 nonstarters and 29 early dropouts.
Figure 1. Flowchart of the inclusion process of this study. *In the underlying RCT, power analysis was used to determine how many participants could be assigned to each subgroup. The number of patients included in the binge eating disorder (BED) and eating disorder not otherwise specified (EDNOS) subgroups reached the necessary number of patients that should be recruited within the subgroup based on the sample size calculation, and the necessary number of patients for the bulimia nervosa (BN) group was not reached [19, 44]. web-CBT: web-based cognitive behavioral therapy.

Participants
The participant characteristics are reported in Table 1. The sample included 170 women with BN (n=33), BED (n=68), or EDNOS (n=69), and a mean age of 39.6 (SD 11.5) years. Completers reported significantly higher BMI scores than noncompleters. When stratifying for BMI categories (underweight, normal weight, and overweight), no significant differences were found between these groups.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Overall (N=170)</th>
<th>Completers (n=128)</th>
<th>Noncompleters (n=42)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>39.6 (11.5)</td>
<td>40.5 (11.1)</td>
<td>36.6 (12.4)</td>
<td>.06</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>31.9 (6.9)</td>
<td>32.6 (6.9)</td>
<td>30 (6.8)</td>
<td>.04</td>
</tr>
<tr>
<td><strong>BMI (kg/m²), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.25</td>
</tr>
<tr>
<td>Underweight: &lt;18.5</td>
<td>6 (3.5)</td>
<td>3 (2.3)</td>
<td>3 (7.1)</td>
<td></td>
</tr>
<tr>
<td>Normal weight: 18.5-25</td>
<td>21 (12.4)</td>
<td>15 (11.7)</td>
<td>6 (14.3)</td>
<td></td>
</tr>
<tr>
<td>Overweight: &gt;25</td>
<td>143 (84.1)</td>
<td>110 (85.9)</td>
<td>33 (78.6)</td>
<td></td>
</tr>
<tr>
<td>Eating disorder, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.67</td>
</tr>
<tr>
<td>Bulimia nervosa</td>
<td>33 (19.4)</td>
<td>23 (18)</td>
<td>10 (23.8)</td>
<td></td>
</tr>
<tr>
<td>Binge eating disorder</td>
<td>68 (40)</td>
<td>53 (41.4)</td>
<td>15 (35.7)</td>
<td></td>
</tr>
<tr>
<td>Eating disorder not otherwise specified</td>
<td>69 (40.6)</td>
<td>52 (40.6)</td>
<td>17 (40.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Living situation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.31</td>
</tr>
<tr>
<td>Alone</td>
<td>38 (22.4)</td>
<td>31 (24.2)</td>
<td>7 (16.7)</td>
<td></td>
</tr>
<tr>
<td>With others</td>
<td>132 (77.6)</td>
<td>97 (75.8)</td>
<td>35 (83.3)</td>
<td></td>
</tr>
<tr>
<td>Level of education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.70</td>
</tr>
<tr>
<td>Low</td>
<td>18 (10.6)</td>
<td>15 (11.7)</td>
<td>3 (7.1)</td>
<td></td>
</tr>
<tr>
<td>Intermediate</td>
<td>59 (34.7)</td>
<td>44 (34.4)</td>
<td>15 (35.7)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>93 (54.7)</td>
<td>69 (53.9)</td>
<td>24 (57.1)</td>
<td></td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.28</td>
</tr>
<tr>
<td>Paid job</td>
<td>139 (81.8)</td>
<td>107 (83.6)</td>
<td>32 (76.2)</td>
<td></td>
</tr>
<tr>
<td>No paid job</td>
<td>31 (18.2)</td>
<td>21 (16.4)</td>
<td>10 (23.8)</td>
<td></td>
</tr>
<tr>
<td>Duration of eating disorder (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.13</td>
</tr>
<tr>
<td>1-5</td>
<td>24 (14.1)</td>
<td>14 (10.9)</td>
<td>10 (23.8)</td>
<td></td>
</tr>
<tr>
<td>6-10</td>
<td>25 (14.7)</td>
<td>19 (14.8)</td>
<td>6 (14.3)</td>
<td></td>
</tr>
<tr>
<td>11-20</td>
<td>53 (31.2)</td>
<td>39 (30.5)</td>
<td>14 (33.3)</td>
<td></td>
</tr>
<tr>
<td>&gt;20</td>
<td>68 (40)</td>
<td>56 (43.8)</td>
<td>12 (28.6)</td>
<td></td>
</tr>
<tr>
<td>Professional treatment of eating disorder, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.48</td>
</tr>
<tr>
<td>Yes</td>
<td>77 (45.3)</td>
<td>56 (43.8)</td>
<td>21 (50)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>93 (54.7)</td>
<td>72 (56.3)</td>
<td>21 (50)</td>
<td></td>
</tr>
<tr>
<td>Professional treatment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.90</td>
</tr>
<tr>
<td>Yes</td>
<td>112 (65.9)</td>
<td>84 (65.6)</td>
<td>28 (66.7)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>58 (34.1)</td>
<td>44 (34.4)</td>
<td>14 (33.3)</td>
<td></td>
</tr>
<tr>
<td>Medication use, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>Yes</td>
<td>77 (60.2)</td>
<td>19 (45.2)</td>
<td>96 (56.5)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>51 (39.8)</td>
<td>23 (54.8)</td>
<td>74 (43.5)</td>
<td></td>
</tr>
<tr>
<td>Smoking, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.66</td>
</tr>
<tr>
<td>Yes</td>
<td>21 (12.4)</td>
<td>15 (11.7)</td>
<td>6 (14.3)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>149 (87.6)</td>
<td>113 (88.3)</td>
<td>36 (85.7)</td>
<td></td>
</tr>
<tr>
<td>Alcohol use (experienced problematic), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>Yes</td>
<td>6 (4.2)</td>
<td>5 (4.6)</td>
<td>1 (2.9)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>136 (95.8)</td>
<td>103 (95.4)</td>
<td>33 (97.1)</td>
<td></td>
</tr>
<tr>
<td>Drug use, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.26</td>
</tr>
</tbody>
</table>
TA Before and After Treatment

In Table 2, TA ratings at interim and post treatment and the difference scores between the measurements are reported separately for completers and noncompleters and from both the patient and therapist perspectives. For completers, the HAQ-total and HAQ-Helpfulness scores improved significantly from interim to the end of treatment, with effect sizes ranging from small to medium. For noncompleters, all 3 types of HAQ scores significantly decreased, with medium to large effect sizes.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Overall (N=170)</th>
<th>Completers (n=128)</th>
<th>Noncompleters (n=42)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value, mean (SD)</td>
<td>Value, mean (SD)</td>
<td>Value, mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4 (2.4)</td>
<td>2 (1.6)</td>
<td>2 (4.8)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>166 (97.6)</td>
<td>126 (98.4)</td>
<td>40 (95.2)</td>
<td>.99</td>
</tr>
<tr>
<td>Gambling, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4 (2.4)</td>
<td>3 (2.3)</td>
<td>1 (2.4)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>166 (97.6)</td>
<td>125 (97.7)</td>
<td>41 (97.6)</td>
<td></td>
</tr>
</tbody>
</table>

\(^aP<.05.\)

Cross-Informant Agreement Between Patients and Therapists

The ICCs that represent agreement between therapists and patients regarding the TA (represented by the HAQ-total score and HAQ subscale scores) are presented in Table 3. Agreement between therapists and patients increased as treatment progressed. However, in general, agreement between patients and therapists was poor for both noncompleters and completers both at interim and post treatment.
Table 3. Intraclass correlations between therapists and patients.

<table>
<thead>
<tr>
<th></th>
<th>Value, N valid</th>
<th>Intraclass correlation</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HAQ&lt;sup&gt;a&lt;/sup&gt;-Cooperation at interim&lt;sup&gt;b&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completers</td>
<td>125</td>
<td>0.09</td>
<td>.17</td>
</tr>
<tr>
<td>Noncompleters</td>
<td>42</td>
<td>-0.16</td>
<td>.85</td>
</tr>
<tr>
<td><strong>HAQ-Helpfulness at interim</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completers</td>
<td>125</td>
<td>0.26</td>
<td>.002&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Noncompleters</td>
<td>42</td>
<td>-0.07</td>
<td>.67</td>
</tr>
<tr>
<td><strong>HAQ-total at interim</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completers</td>
<td>125</td>
<td>0.20</td>
<td>.014&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Noncompleters</td>
<td>42</td>
<td>-0.14</td>
<td>.82</td>
</tr>
<tr>
<td><strong>HAQ-Cooperation post treatment&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completers</td>
<td>124</td>
<td>0.29</td>
<td>.001&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Noncompleters</td>
<td>30</td>
<td>0.41</td>
<td>.011&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>HAQ-Helpfulness post treatment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completers</td>
<td>124</td>
<td>0.41</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Noncompleters</td>
<td>30</td>
<td>0.34</td>
<td>.029&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>HAQ-total post treatment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completers</td>
<td>124</td>
<td>0.39</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Noncompleters</td>
<td>30</td>
<td>0.48</td>
<td>.003&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>HAQ: Helping Alliance Questionnaire.

<sup>b</sup>At interim, there were 3 missing participant scores.

<sup>c</sup>P < .05.

<sup>d</sup>Post treatment, there were 4 missing scores for completers and 12 for noncompleters.

**Associations With Treatment Outcome**

For ED pathology measured with the EDE-Q, Table 4 shows the results of the univariate regression analyses at the interim. All patients’ HAQ scores at interim were found to be univariately negatively associated with the extent of ED psychopathology, as was the therapists’ HAQ-Helpfulness score at interim. The subscales showed the best explained variance; therefore, we entered these subscales and not the total HAQ scale in the initial multiple regression model. After entering the patients’ subscale scores and therapists’ scores for the helpfulness subscale and completing the stepwise regression procedure, only the HAQ-Helpfulness score at the interim of patients was significantly negatively associated with ED pathology. The final interim model with the HAQ-Helpfulness scores of patients as the sole predictor explained 9.8% ($F_1=17.03; P<.001$) of the variance in eating disorder pathology.

As presented in Table 5, posttreatment HAQ scores of all patients were found to be univariately negatively associated with posttreatment ED psychopathology, as well as therapists’ HAQ-Helpfulness and HAQ-total scores after treatment. Owing to multicollinearity and the best model of fit for the subscales, all patients’ subscale scores and the therapists’ helpfulness subscale scores were entered in the initial multiple regression model. After completing the stepwise regression procedure, the HAQ-Helpfulness score of the patients remained the only predictor that was negatively associated with ED pathology after treatment. After treatment, the HAQ-Helpfulness score of patients explained 22.3% ($F_1=43.58; P<.001$) of the variance in ED pathology.
Table 4. Univariate regression models for the at-interim association between the strength of the therapeutic alliance (Helping Alliance Questionnaire scores) and eating disorder pathology (Eating Disorder Examination Questionnaire), separately per subscale and as total score, and separately for patients and therapists.

<table>
<thead>
<tr>
<th>Outcome variable at interim</th>
<th>Univariate coefficients (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Eating Disorder Examination Questionnaire</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAQ-Cooperation</td>
<td>−0.08 (−0.14 to −0.01)</td>
<td>.02 b</td>
</tr>
<tr>
<td>HAQ-Helpfulness</td>
<td>−0.10 (−0.15 to −0.05)</td>
<td>&lt;.001 b</td>
</tr>
<tr>
<td>HAQ-total</td>
<td>−0.06 (−0.09 to −0.03)</td>
<td>&lt;.001 b</td>
</tr>
<tr>
<td>Therapists</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAQ-Cooperation</td>
<td>−0.04 (−0.12 to 0.05)</td>
<td>.40</td>
</tr>
<tr>
<td>HAQ-Helpfulness</td>
<td>−0.06 (−0.12 to 0.001)</td>
<td>.06</td>
</tr>
<tr>
<td>HAQ-total</td>
<td>−0.03 (−0.07 to 0.01)</td>
<td>.12</td>
</tr>
</tbody>
</table>

aHAQ: Helping Alliance Questionnaire.
bP < .05.

Table 5. Univariate regression models for the posttreatment association between the strength of the therapeutic alliance (Helping Alliance Questionnaire scores) and eating disorder pathology (Eating Disorder Examination Questionnaire), separately per subscale and as a total score, and separately for patients and therapists.

<table>
<thead>
<tr>
<th>Outcome variable post treatment</th>
<th>Univariate coefficients (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Eating Disorder Examination Questionnaire</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAQ-Cooperation</td>
<td>−0.09 (−0.13 to −0.04)</td>
<td>.001 b</td>
</tr>
<tr>
<td>HAQ-Helpfulness</td>
<td>−0.12 (−0.16 to −0.08)</td>
<td>&lt;.001 b</td>
</tr>
<tr>
<td>HAQ-total</td>
<td>−0.07 (−0.09 to −0.04)</td>
<td>&lt;.001 b</td>
</tr>
<tr>
<td>Therapists</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAQ-Cooperation</td>
<td>−0.03 (−0.10 to 0.04)</td>
<td>.39</td>
</tr>
<tr>
<td>HAQ-Helpfulness</td>
<td>−0.08 (−0.12 to −0.03)</td>
<td>.002 b</td>
</tr>
<tr>
<td>HAQ-total</td>
<td>−0.03 (−0.06 to −0.01)</td>
<td>.02 b</td>
</tr>
</tbody>
</table>

aHAQ: Helping Alliance Questionnaire.
bP < .05.

**Associations With Treatment Completion**

Table 6 shows the results of the univariate logistic regression analyses at the interim of the association between HAQ scores and treatment completion. All patients’ HAQ scores at the interim measurement and the therapists’ HAQ-Helpfulness and HAQ-total score at the interim were found to be univariately associated with treatment completion. We entered patients’ HAQ-total scores and therapists’ subscale scores into the initial multiple regression model because these resulted in the best model fit. In the final multivariate model, the HAQ-total score of patients at the interim measurement remained the only significant predictor of treatment completion, explaining 18.8\% (~2 log likelihood=167.10; Nagelkerke $R^2=0.188$) of the pseudovariance in treatment completion.

Table 7 shows the results of the posttreatment univariate logistic regression analyses, focusing on HAQ scores and treatment completion. All the HAQ scores were found to be univariately positively associated with treatment completion. The HAQ-total scores of patients and the therapists’ subscales were entered into the initial model because these resulted in the best model fit. In the final multiple regression model, both the HAQ-total scores of patients (odds ratio [OR] 0.30, 95% CI 1.18-1.55; $P<.001$) and HAQ-Helpfulness scores of therapists (OR 0.13, 95% CI 0.97-1.34; $P=.12$) were positively associated with treatment completion, explaining 59% (~2 likelihood=80.24; $R^2=0.59$) of the pseudovariance in treatment completion.
### Table 6. Univariate regression models at interim Helping Alliance Questionnaire scores and treatment completion.

<table>
<thead>
<tr>
<th></th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patients</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAQ-Cooperation</td>
<td>1.30 (1.12-1.51)</td>
<td>&lt;.001b</td>
</tr>
<tr>
<td>HAQ-Helpfulness</td>
<td>1.29 (1.15-1.46)</td>
<td>&lt;.001b</td>
</tr>
<tr>
<td>HAQ-total</td>
<td>1.18 (1.10-1.28)</td>
<td>&lt;.001b</td>
</tr>
<tr>
<td><strong>Therapists</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAQ-Cooperation</td>
<td>1.12 (0.95-1.32)</td>
<td>.17</td>
</tr>
<tr>
<td>HAQ-Helpfulness</td>
<td>1.13 (1.01-1.27)</td>
<td>.03b</td>
</tr>
<tr>
<td>HAQ-total</td>
<td>1.07 (1.00-1.15)</td>
<td>.05b</td>
</tr>
</tbody>
</table>

*aHAQ: Helping Alliance Questionnaire.*

*bP<.05.

### Table 7. Univariate regression models posttreatment Helping Alliance Questionnaire scores and treatment completion.

<table>
<thead>
<tr>
<th></th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patients</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAQ-Cooperation</td>
<td>1.58 (1.30-1.92)</td>
<td>&lt;.001b</td>
</tr>
<tr>
<td>HAQ-Helpfulness</td>
<td>1.58 (1.34-1.87)</td>
<td>&lt;.001b</td>
</tr>
<tr>
<td>HAQ-total</td>
<td>1.40 (1.23-1.58)</td>
<td>&lt;.001b</td>
</tr>
<tr>
<td><strong>Therapists</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAQ-Cooperation</td>
<td>1.54 (1.32-1.80)</td>
<td>&lt;.001b</td>
</tr>
<tr>
<td>HAQ-Helpfulness</td>
<td>1.51 (1.32-1.73)</td>
<td>&lt;.001b</td>
</tr>
<tr>
<td>HAQ-total</td>
<td>1.27 (1.17-1.37)</td>
<td>&lt;.001b</td>
</tr>
</tbody>
</table>

*aHAQ: Helping Alliance Questionnaire.*

*bP<.05.

### Discussion

#### Principal Findings

First, in line with our expectations, it is possible to examine and detect changes in the TA of web-based CBT. Our study showed that the HAQ-total and HAQ-Helpfulness scores for completers significantly increased from interim to post treatment, whereas for noncompleters, all 3 HAQ scores significantly decreased. This shows that, in general, patients who completed treatment experienced a TA that grew stronger over time, whereas those who did not complete treatment experienced a weaker TA that decreased over time. These findings were observed for both patients and therapists and confirmed the results of previous studies [44,63].

In addition, we found that although the ICCs of agreement between patients and therapists increased from interim to posttreatment measurement, the overall agreement about the degree of TA remained relatively poor. This might partly be because of differences in perceptions between patients and therapists regarding what the TA entails. Patients are more concerned with the helpfulness of the treatment and collaboration, whereas therapists are more concerned with the performance of the client and their own confidence as therapists [64].

Patients’ interim and posttreatment HAQ scores were positively associated with treatment outcomes. The final interim model with the HAQ-Helpfulness scores of patients as the sole predictor explained 9.8% (F₁=17.03; P<.001) of the variance in eating disorder pathology. Post treatment, the HAQ-Helpfulness score of patients explained 22.3% (F₁=43.58; P<.001) of the variance in eating disorder pathology. This corresponds with the results of other studies [27,30,65]. Although the explained variance is not that high, meaning that there are more unknown factors influencing eating disorder pathology, it does show that patients who are confident in their own capacity to improve their situation are more likely to have better treatment outcomes. This is in line with a narrative review of web-based interventions that showed that in most studies, helpfulness-related factors were found to be positively associated with treatment outcomes in internet interventions [33,66]. In only one of the studies described in the narrative review, a positive association between cooperation-related factors and treatment outcomes was found [33]. Patients who opt for web-CBT may value cooperation with a therapist less important...
than patients who prefer face-to-face treatment and may prefer the relative anonymity of the internet [64]. For web-CBT for ED, we found one study that also reported a positive association between TA and treatment outcomes [65]. However, this study used a different measure to operationalize the construct of TA and did not focus on the perspective of therapists.

Finally, treatment completion is an important predictor of treatment outcome [41,66,67]. In a previous study by our laboratory [41], we found that completers had significantly better treatment outcomes than noncompleters. This highlights the importance of investigating predictors of web-CBT treatment completion.

Incidentally, we found that patients with higher BMI completed treatment more often. This is in contrast to observations by Werz et al [28]. On the basis of the current scientific knowledge, we have no reason to interpret our findings as clinically relevant.

This study reported a positive association between TA ratings and treatment completion. More specifically, the univariate models indicated that all HAQ scales (helpfulness, cooperation, and the total score), as scored by both patients and therapists, were predictors of treatment completion both at interim and post treatment. However, the multivariate model indicated that only the patients’ HAQ-total score and therapists’ HAQ-Helpfulness score were positively associated with treatment completion. This might indicate that treatment noncompletion could be reduced by improving the TA.

It should be noted that the results of this study are limited by a lack of consensus within the field of TA research concerning the definition and operationalization of TA. Across studies, a wide diversity of measures, such as the Working Alliance Inventory [67] and Therapeutic Alliance Scale [68], are used to operationalize the TA and were designed for face-to-face treatments [37]. This reduces the cross-comparability between studies. Establishing a consensus concerning the operationalization of the construct of TA in EDs and other psychotherapeutic treatments, specifically focusing on web-based treatment, would therefore be very welcome. It should also be noted that the HAQ does not provide norm scores regarding the quality of the TA, which makes it difficult to determine whether the TA is good. No clinically relevant differences in TA were determined.

Owing to the rapid development of mobile- and internet-based technology, tools and apps that are integrated into mobile devices such as smartphones are increasingly being used. The data of this study were collected from 2011 to 2013 and have already shown the importance of investing in TA because it could contribute to less psychopathology and more treatment completion. With the increased options for interactivity, it is becoming increasingly interesting to study the impact of TA in web-based treatment.

For future studies, we suggest including a more extensive population because it could lead to different results and insights. For example, male patients with ED are increasingly recognized and have unique concerns regarding disordered eating and body image [69]. The same applies to patients with anorexia nervosa. In this population, high dropout rates have been reported [70], and the strength of the TA has been shown to be associated with changes in ED symptoms [71,72].

It would also be interesting to include a face-to-face CBT condition, as this allows a comparative estimation of the effectiveness of TA on treatment outcome and treatment completion.

Finally, monitoring TA from the patient’s perspective and acting on relatively low and diminishing scores throughout the treatment process might be fruitful for clinical practice and contribute to better treatment results and completion.

Conclusions

The results of this study showed that the strength of the TA during web-CBT for ED increased for patients who completed the program and decreased for patients who did not from both the perspectives of patients and therapists. Our study also showed that TA is predictive of ED pathology and treatment completion. In particular, patients’ confidence in their own abilities, measured using the HAQ-Helpfulness subscale, is important for predicting posttreatment ED pathology and treatment completion.
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Abstract

Background: Smoking remains a major public health issue among Chinese immigrants. Smoking cessation programs that focus on this population are scarce and have a limited population-level impact due to their low reach. Mobile messaging interventions have the potential to reach large audiences and expand smokers’ access to smoking cessation treatment.

Objective: This study describes the development of a culturally and linguistically appropriate mobile messaging smoking cessation intervention for Chinese immigrant smokers delivered via WeChat, the most frequently used social media platform among Chinese people globally.

Methods: This study had 2 phases. In phase 1, we developed a mobile message library based on social cognitive theory and the US Clinical Practice Guidelines for Treating Tobacco Use and Dependence. We culturally adapted messages from 2 social cognitive theory-based text messaging smoking cessation programs (SmokefreeTXT and Decídetexto). We also developed new messages targeting smokers who were not ready to quit smoking and novel content addressing Chinese immigrant smokers’ barriers to quitting and common misconceptions related to willpower and nicotine replacement therapy. In phase 2, we conducted in-depth interviews with 20 Chinese immigrant smokers (including 7 women) in New York City between July and August 2021. The interviews explored the participants’ smoking and quitting experiences followed by assessment of the text messages. Participants reviewed 17 text messages (6 educational messages, 3 self-efficacy messages, and 8 skill messages) via WeChat and rated to what extent the messages enhanced their motivation to quit, promoted confidence in quitting, and increased awareness about quitting strategies. The interviews sought feedback on poorly rated messages, explored participant preferences for content, length, and format, discussed their concerns with WeChat cessation intervention, and solicited recommendations for frequency and timing of messages.

Results: Overall, participants reported that the messages enhanced their motivation to quit, offered encouragement, and made them more informed about how to quit. Participants particularly liked the messages about the harms of smoking and strategies for quitting. They reported barriers to applying some of the quitting strategies, including coping with stress and staying abstinent at work. Participants expressed strong interest in the WeChat mobile messaging cessation intervention and commented on its potential to expand their access to smoking cessation treatment.
Conclusions: Mobile messages are well accepted by Chinese immigrant smokers. Research is needed to assess the feasibility, acceptability, and efficacy of WeChat mobile messaging smoking cessation interventions for promoting abstinence among Chinese immigrant smokers.

(KEYWORDS) smoking cessation; text messaging; mobile health; Chinese American

Introduction

Despite the considerable decline in smoking prevalence in the United States over the past 50 years [1], smoking remains a major public health issue among Chinese American immigrants, particularly men. In New York City, for example, the current (past 30-day) smoking rate among the general male population is 17.5%, whereas the rate for Chinese American men is 28.2% [2]. Foreign-born Chinese Americans are more likely to smoke than those who are born in the United States [2]. The current smoking rate among Chinese American women remains low (1.9%) compared to the general New York City female population (9.2%) [2], reflecting the traditional Chinese cultural norm against women smoking [3].

Culturally and linguistically appropriate smoking cessation programs for Chinese Americans are scarce [4-6]. Moreover, cessation programs targeting this population with demonstrated efficacy, such as the Asian Smokers’ Quitline [7] and community-based cessation programs [8-10], often have limited reach. Utilization of the Asian Smokers’ Quitline is low (1.3%), with an estimated 2010 Chinese-, Korean-, and Vietnamese-speaking smokers using the Asian Smokers’ Quitline every year [11]. This low reach has limited the population impact of the cessation program.

Chinese immigrant smokers face a range of barriers to using smoking cessation programs. These include low awareness of existing programs, skepticism about treatment effectiveness, and time constraints [12-17]. All these factors have deterred Chinese immigrant smokers from using the quitline or local cessation programs. Thus, addressing smoking among Chinese immigrants requires scalable interventions that are engaging, accessible, and efficacious to improve abstinence rates. In addition, Chinese immigrant smokers are largely not ready to quit, with only 6% to 33% planning to quit within a month [18-20]. This is attributed to multiple factors, including low awareness of the harms of smoking and attachment to traditional Chinese norms that support men smoking [3]. Hence, smoking cessation programs targeting Chinese immigrant populations must engage a broad group of smokers, including those who are not ready to quit (ie, those who have no quit date in the next 30 days), in order to optimize the population impact.

Short message service (SMS) cessation programs, which can reach large audiences and expand smokers’ access to treatment, have been shown to be effective in increasing long-term abstinence [24-26]. Current SMS cessation programs, including the National Cancer Institute’s SmokefreeTXT [27] and most clinical trials [26], primarily focus on smokers who are ready to quit (ie, smokers who have a quit date within a month) and exclude unmotivated smokers, who represent a significant portion of smokers. Little is known about the feasibility and treatment efficacy of SMS programs in engaging unmotivated smokers.

To fill this research gap, we are conducting a study to examine the feasibility, acceptability, and preliminary effectiveness of a culturally adapted, linguistically appropriate WeChat-based mobile messaging smoking cessation intervention among Chinese immigrant smokers. WeChat is a social networking application widely used among Chinese people globally [28]. In a pilot study with Chinese immigrant smokers in New York City, we found that WeChat was more frequently used than SMS or other social media sites, such as Facebook, Whatsapp, and Twitter [12]. As part of our larger study, we have developed a theory-based mobile message library tailored to Chinese immigrant smokers. We conducted in-depth interviews to assess content preferences and solicit suggestions to guide further message modifications. In this paper, we present the process of message development and adaptation, including findings from the interviews.

Methods

Following a guide for developing SMS programs for health behaviors [29], this study consisted of two phases: (1) message development and adaptation and (2) in-depth interviews.

Phase 1: Development and Adaptation of Mobile Messages

We developed a mobile message library based on social cognitive theory (SCT) and the US Clinical Practice Guidelines for Treating Tobacco Use and Dependence [30]. SCT has been widely used in SMS smoking cessation interventions as a conceptual framework [31-36]. Our messages were designed around key SCT constructs to promote the motivation to quit, increase knowledge and skills related to quitting, improve quitting self-efficacy, and address social norms and misconceptions related to smoking and quitting. Specifically, the content described the adverse health effects of smoking, including light and social smoking, and the harms of exposure to secondhand and thirdhand smoke (ie, behavioral capability); introduced reasons for and benefits of quitting (ie, outcome expectations); encouraged smokers to make quit attempts (ie, self-efficacy); offered advice on quitting preparation (eg, redesigning the environment, knowing smoking triggers, setting a quit date, and securing social support from family and friends) and problem troubleshooting (ie, behavioral capability); provided cognitive and behavioral strategies, such as refusal and coping skills; addressed myths about willpower; described the effect of nicotine replacement therapy; highlighted the
prevalence of smoking among Chinese Americans (ie, social norms); and provided information about smoking cessation programs targeting Chinese American smokers.

Our library included messages drawn from 2 SCT-based SMS smoking cessation programs focusing on smokers who are ready to quit, including SmokefreeTXT and Decidetexto (a program designed for Latino smokers [37,38]). We adapted the messages to the cultural context of Chinese immigrant smokers. For example, coping strategies were adapted to include practices relevant to Chinese immigrants (eg, instead of “watching a movie and enjoying a handful of popcorn,” as suggested by the SmokefreeTXT, we suggested the following: “tidy your home/workplace for a few minutes” and “call or text your spouse or friends”).

In addition, we developed new messages targeting smokers not ready to quit in the next 30 days. The content focused on addressing Chinese immigrant smokers’ misconceptions about smoking and quitting (eg, misconceptions related to willpower and nicotine replacement therapy) and common challenges in quitting [12-17,39,40]. New messages were created based on SCT, along with the recommendations of the US Clinical Practice Guidelines for smoking cessation treatment for unmotivated smokers. The new messages included (1) more details about the health hazards of smoking, including light and social smoking (ie, behavioral capability), (2) more motivational and encouraging content (ie, self-efficacy), including passages such as the following: “In your journey of quitting, there may be little stumbles. It’s the progress you are making to achieve success. As long as you get up, it’s not failure. Most former smokers have tried several times before they finally quit. Each quit attempt, even it doesn’t work, you may learn something new about yourself and therefore, you’re a step closer to becoming a former smoker,” (3) more concrete advice on quitting and problem troubleshooting (ie, behavioral capability), (4) emphasis on the smoke-free lifestyle valued by most Chinese Americans (ie, social norms), including information such as the following: “The majority of Chinese immigrants living in New York City do not smoke. This includes 72% of Chinese Americans,” (5) encouragement to use the Asian Smokers’ Quitline and local language-specific cessation programs (ie, behavioral capability), and (6) myths about willpower and nicotine replacement therapy (ie, behavioral capability).

Messages were developed and adapted through an iterative process. The first author (NJ), a bilingual researcher with English and Chinese proficiency, drafted initial messages in English. Other authors (SES and ESR) reviewed and commented on the messages. Once finalized, all messages were translated into Chinese by the first author and reviewed by another bilingual author (XZ). The messages were not tailored to gender, because for Chinese immigrant smokers, men and women experience similar barriers to cessation (eg, lack of knowledge and quitting skills) and share similar misconceptions (eg, related to willpower) [12].

Phase 2. In-depth Interviews

Participants and Recruitment

Between July and August, 2021, we recruited 20 Chinese immigrant smokers (including men and women) by posting flyers in a community-based organization that primarily serves Chinese Americans and via in-person contacts (ie, snowball sampling). The eligibility criteria included the following: (1) age 18 to 65 years, (2) self-identification as a Chinese immigrant, (3) smoking history of at least 100 total lifetime cigarettes, (4) currently smoking at least 3 days per week, (5) current use of WeChat at least 3 days per week, (6) ownership of a smartphone, (7) ability to speak and read Chinese, (8) residence in New York City, and (9) being somewhat interested in quitting smoking, as assessed by the following screening question: “Which statement best describes your intention to quit smoking?” with response options including “I don’t want to quit at all,” “I may quit at some point, but not in the next 6 months,” “I plan to quit within the next 6 months,” “I plan to quit within the next 30 days,” and “I am currently trying to quit.” Subjects were excluded if they answered “I don’t want to quit at all.” Other exclusion criteria included participation in other smoking cessation services and being pregnant or breastfeeding.

In-depth Interview Procedures

Semi-structured in-depth interviews were conducted in person. Two research staff moderated each interview in Chinese. Prior to the interview, participants signed written consent, connected with one research staff through WeChat, and completed a brief paper-and-pencil survey of their demographic information, smoking patterns, and WeChat use frequency.

The interviews started with questions about participants’ smoking and quitting experiences and plans for quitting, followed by assessment of the messages. A total of 17 text messages were tested, including 6 educational messages, 3 self-efficacy messages, and 8 skill messages (Table 1). We selected messages that represented various SCT constructs and were relatively long, compared with other messages in the library. The messages were text only, with no videos or pictures. Our research staff sent the 17 text messages to the participants via WeChat during the interview. Participants read each message on their phone and rated them on a rating sheet with a 0 to 10 visual analog scale to indicate to what extent the message enhanced their motivation to quit (for the educational messages), promoted their confidence in quitting (for the self-efficacy messages), and increased their awareness of quitting strategies (for the skill messages). Higher scores indicated higher levels of motivation, confidence, and awareness. The ratings were solely used to facilitate the discussions (eg, to gather feedback on the poorly rated messages), rather than to make comparisons across participants or messages. After the rating was completed, we asked participants what they liked and did not like about the messages, and whether the contents were relevant to them. We gathered feedback on the poorly rated messages to gain insights about content preferences and sought feedback on message length and format. We explored the meanings of key concepts (eg, how participants described substitute behaviors), explored examples of coping and refusal strategies, discussed concerns
about using WeChat for smoking cessation intervention, and elicited suggestions for messaging frequency and timing. We also asked participants to summarize each message in order to assess their understanding of the content. The interviews typically lasted between 60 and 90 minutes. The interviews were audio-recorded and transcribed into Chinese. Participants were compensated with a US $75 gift card.

### Table 1. Text messages assessed in the interview.

<table>
<thead>
<tr>
<th>Content of messages</th>
<th>Social cognitive theory construct</th>
<th>Number of messages (total=17)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Educational messages</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harms of smoking</td>
<td>Behavioral capability</td>
<td>2</td>
</tr>
<tr>
<td>Health benefits of quitting</td>
<td>Outcome expectations</td>
<td>1</td>
</tr>
<tr>
<td>Reasons for quitting</td>
<td>Outcome expectations</td>
<td>1</td>
</tr>
<tr>
<td>Key elements in quitting</td>
<td>Behavioral capability</td>
<td>1</td>
</tr>
<tr>
<td>Social and light smoking</td>
<td>Behavioral capability</td>
<td>1</td>
</tr>
<tr>
<td>Self-efficacy messages</td>
<td>Self-efficacy</td>
<td>3</td>
</tr>
<tr>
<td><strong>Quitting skill messages</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Redesign environment</td>
<td>Behavioral capability</td>
<td>1</td>
</tr>
<tr>
<td>Identify smoking triggers</td>
<td>Behavioral capability</td>
<td>1</td>
</tr>
<tr>
<td>Explore substitute behaviors to cope with cravings</td>
<td>Behavioral capability</td>
<td>2</td>
</tr>
<tr>
<td>Refusal strategies</td>
<td>Behavioral capability</td>
<td>1</td>
</tr>
<tr>
<td>Secure social support from family and friends</td>
<td>Behavioral capability</td>
<td>1</td>
</tr>
<tr>
<td>Set a quit date</td>
<td>Behavioral capability</td>
<td>1</td>
</tr>
<tr>
<td>Misconception: willpower</td>
<td>Behavioral capability</td>
<td>1</td>
</tr>
</tbody>
</table>

### Data Analysis

The data were analyzed with NVivo version 12 (QSR International). The first author closely read all transcripts (in Chinese) and created an initial codebook of themes and subthemes in 3 domains related to the research questions (eg, quitting experience, perceptions about the messages, and attitudes toward the WeChat mobile messaging smoking cessation intervention). Two coders (NJ and another bilingual team member) independently coded a subset of transcripts, generated emergent themes and subthemes using an inductive analytic approach [41], discussed and resolved disagreements on the codes, and finalized the codebook. The first author then coded the remaining transcripts and selected illustrative quotes. The quotes were reviewed by both coders and translated into English.

### Ethics Approval

The study protocol was approved by the Institutional Review Board of New York University Grossman School of Medicine (i20-01959).

### Results

Participants (age range 24-62 years) included 7 women, 13 daily smokers, and 7 nondaily smokers (Table 2). Thirteen participants were cigarette-only smokers and 7 reported dual use of cigarettes and e-cigarettes. Participants reported an average of 7.3 (SD 3.3) years of residence in the United States. Half of our participants were restaurant staff. A total of 9 main themes and 5 subthemes emerged from the data.
Table 2. Demographic and smoking characteristics of participants (N=20).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>13 (65)</td>
</tr>
<tr>
<td>Female</td>
<td>7 (35)</td>
</tr>
<tr>
<td>Age, mean (SD) years</td>
<td>37.4 (10.4)</td>
</tr>
<tr>
<td>Length of residence in the United States, mean (SD) years</td>
<td>7.3 (3.3)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Middle school or less</td>
<td>4 (20)</td>
</tr>
<tr>
<td>High school or vocational high school</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Some college, no degree or associate degree</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Bachelor’s or advanced degree</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Unreported</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Occupation, n (%)</td>
<td></td>
</tr>
<tr>
<td>Restaurant staff</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Hairdresser</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Taxi driver</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Housewife</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Retired</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Current smoking status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Nondaily smoker</td>
<td>7 (35)</td>
</tr>
<tr>
<td>Daily smoker</td>
<td>13 (65)</td>
</tr>
<tr>
<td>Cigarette consumption per day, mean (SD)</td>
<td>9.4 (5.4)</td>
</tr>
<tr>
<td>Age of smoking initiation, mean (SD) years</td>
<td>19.8 (5.9)</td>
</tr>
<tr>
<td>Current e-cigarette use, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7 (35)</td>
</tr>
<tr>
<td>No</td>
<td>13 (65)</td>
</tr>
</tbody>
</table>

Domain 1: Quitting Experience

Theme 1: Quit Attempt and Intention

Nineteen participants reported that they had tried to quit, but only 2 had used evidence-based quitting methods (both had used nicotine patches or gum). Fourteen participants wanted to quit completely, and their reasons were related to concerns for their own health and the health of their children. Of the 14 participants, 4 planned to quit immediately or after finishing the last few packs of cigarettes, 1 planned to quit in 3 to 4 months, 2 stated that they would quit in the future, when they planned to have a baby, and 7 were interested in quitting but had no plans about when to quit.

I want to quit completely, including cigarettes and e-cigarettes, because smoking is bad for health. It hurts my lungs. But I haven’t thought about when to quit. Probably in the future when something happens to me, I will make the determination to quit. [Participant #4, male, 27 years old, daily smoker]

Subtheme: Reasons for Lacking Determination in Quitting

Participants who were ambivalent about quitting discussed why they were not determined to quit. Restaurant staff often claimed that smoking was their only excuse for taking a break from work, which had a big impact on their decision. Other factors included perceived low risks of smoking, low confidence in quitting, and need for socializing with friends.

I don’t see the possibility to quit because my job [as restaurant staff] requires high-intensity labor work. We’re busy all the time and I’m exhausted. We have no breaks because the boss doesn’t allow us to take a break. I have the excuse because I smoke so I can take a short break. If I quit, I would no longer have an excuse. So I’m not gonna quit unless I change the job. [Participant #16, male, 37 years old, daily smoker]

I don’t think I need to quit, because smoking doesn’t seem to have an effect on me. It may because I don’t smoke much... I have a minor issue with breathing
but I’m not sure if it’s related to smoking. [Participant #14, female, 36 years old, nondaily smoker]

I don’t want to quit because I tried [to quit] last time and I couldn’t deal with the withdrawal. It was miserable. [Participant #1, male, 29 years old, daily smoker]

Domain 2: Perceptions About the Messages

Theme 2: Likes About Educational Messages

More than half of the participants reported that the messages provided them with information that they were unaware of before, particularly about the adverse health effects of smoking. Some participants were in favor of the content about how smoking damages the body.

Cigarettes contain lots of toxic chemicals which is bad for health, I know it. But I don’t know the exact harms caused by smoking or how exactly it damages the body. The messages provide detailed, comprehensive information about the harms, and explain clearly how smoking affects health... I know smoking causes lung cancer, but I don’t know it causes stroke and heart disease as well. This is new [knowledge] to me. [Participant #15, male, 39 years old, daily smoker]

Subtheme: Change in Motivation to Quit

Half of the participants reported that, after reading the messages, they would consider quitting (among those who were ambivalent about quitting) or became more motivated to quit (among those who planned to quit). This could be in part because they became more informed about the health impacts of smoking.

The messages about the dangers of smoking really scared me! While reading the messages, I was thinking “oh no, my heart cannot go wrong. I’m still young.” I think quitting is important. [Participant #8, female, 36 years old, daily smoker]

Subtheme: Factors That Influenced Participant Decisions to Quit

One message described common reasons why smokers want to quit. When asked to select factors that were important in their decision-making about quitting, participants generally chose health-related items (eg, “be healthier,” “look healthier,” “improve the health of people around you,” and “enjoy better sexual and reproductive health”). Participants rarely selected other items (eg, “save money,” “live in a better environment,” “live longer,” “be free of addiction,” and “shape your family and community”). When asked why saving money was not among the top factors that influenced their decisions, nondaily and light smokers noted that the cost of smoking was only a small portion of their daily expenses. Heavy smokers often reported that they had access to cheaper cigarettes through alternative sources.

I smoke a pack every 2 or 3 days so it’s like $3 per day. This is a tiny amount of money, just like a cup of coffee or a piece of bread... People do not spend hundreds of dollars to buy cartons of cigarettes at one time. So no one will make the calculation to see how much it [smoking] would cost for a day, for a month, and for a year. [Participant #10, male, 28 years old, daily smoker]

Theme 3: Likes About Self-Efficacy Messages

Many participants reported that the self-efficacy messages offered encouragement. They particularly favored the content emphasizing the role of the environment and quitting skills in successful attempts. Participants expressed strong agreement with the message emphasizing that quitting takes many attempts.

The messages pointed out the importance of environment, which is THE reason why I failed years ago. It tells exactly what I feel... While reading these messages, I felt more confident in myself. [Participant #19, female, 51 years old, daily smoker]

For the majority of smokers, quitting is impossible to achieve with one or two tries. “There is no real failure in the process of quitting.” This is a great point. For those who want to quit, knowing this will make them more confident in themselves. [Participant #10, male, 28 years old, daily smoker]

Theme 4: Dislikes About Self-Efficacy Messages

According to some participants, content about the influence of a smoker’s success in quitting on his or her community was exaggerated. Participants felt that quitting is “not a big deal” (Participant #17, female, 36 years old, nondaily smoker).

I don’t think other people really care whether you quit or not. If you quit, you may feel good about yourself. You may think you’re successful. But it’s not a big achievement. It’s your own business. It cannot inspire others. [Participant #15, male, 39 years old, daily smoker]

Theme 5: Likes About Skill Messages

Participants overwhelmingly favored the skill messages and described them as “useful,” “concrete,” “comprehensive,” and “relevant.” Most quitting strategies were perceived to be feasible, including redesigning the environment, identifying smoking triggers, and using substitute behaviors to cope with nicotine cravings. Participants claimed they were willing to apply the strategies in future quit attempts. When exploring appropriate ways to refuse offered cigarettes, participants preferred to say “no” directly, claim that they have quit, or give a reason or an excuse (eg, “I plan to have a baby” or “my throat hurts”).

The suggestions are very concrete. ... The information is comprehensive, complete, and perfect! As long as you follow the guidance, you will definitely succeed! [Participant #6, male, 56 years old, daily smoker]

Theme 6: Mixed Opinions About Skill Messages

Participants reported mixed opinions toward engaging with their social support networks in the quitting process. Female smokers were generally in favor of social support, and they had all applied this strategy in previous quit attempts. In contrast, male smokers were often reluctant to engage family or friends. Some
stated that “quitting is a personal decision.” Some noted that family’s criticism about their quitting efforts undermined their determination, which explained their preference against engaging social networks in quit attempts.

If I decide to quit, I’ll tell my family and friends. I’ll ask them to remind me. I think it will be helpful. [Participant #14, female, 36 years old, nondaily smoker]

I will not purposively tell others that I’m quitting. It’s your own business. [Participant #13, male, 29 years old, daily smoker]

[If I’m going to quit] I won’t tell my family. Dealing with cravings is already very hard. They [my family] are likely to keep nagging and making sarcastic comments [on my slip] and the thing [quitting] will eventually go the wrong way... [Participant #2, male, 30 years old, daily smoker]

Participants also had different opinions about setting a quit date. Half of the participants favored using Mondays as a quit (or requit) date because (1) “it makes me more want to try [quitting] because even if I fail I can always do it again” (Participant #14, female, 36 years old, nondaily smoker), (2) “The date is fixed. It’s easy to remember” (Participant #9, male, 62 years old, daily smoker), and (3) “I can see my progress... The first week I may stay abstinent [from Monday] till Tuesday. Next week I may stay abstinent till Wednesday” (Participant #15, male, 39 years old, daily smoker). Other participants were skeptical about the effect of setting a quit date or preferred to have their own quit date.

No one can really quit from the quit date so there’s no need to set a date. If you decide to quit, do it now! [Participant #5, male, 27 years old, daily smoker]

Subtheme: Challenges in Applying the Quitting Strategies

Participants, particularly restaurant staff, discussed challenges in redesigning the environment. They reported that it was nearly impossible to create a supportive environment because most coworkers smoked. Participants also noted the challenge of using substitute behaviors to cope with craving and stress. For taxi drivers and restaurant staff, their stress from work was often a trigger to smoke, but they did not know how to deal with it.

I work in the kitchen. All the cooks smoke, so it’s impossible to have a good environment to quit. [Participant #19, female, 51 years old, daily smoker]

I only smoke during the working days. The kitchen work is very busy. ... Every few hours, I tell the manager that “I need to smoke.” So I can have a break and relax for a few minutes. [Participant #17, female, 36 years old, nondaily smoker]

Theme 7: Readability, Format, Length, and Language Clarity

Participants were generally able to summarize the messages appropriately and captured the key content. They expressed a preference for messages written in bulleted lists and limited to approximately 380 Chinese characters (including spaces). That length fits within about a single screen of a mobile phone (in the default font). Participants were reluctant to read long paragraphs and some would skip those long messages.

Participants were not familiar with some terms, including “quit date,” “social smoking,” and “substitute behavior.” How we translated the terms into Chinese influenced their understanding of the concepts.

I’ve never heard of “quit date.” Does it mean you cannot start quitting until the “quit date”? [Participant #13, male, 29 years old, daily smoker]

Domain 3: Attitudes Toward the WeChat Mobile Messaging Smoking Cessation Intervention

Theme 8: Attitudes Toward the WeChat Cessation Intervention

Participants expressed strong interest in the WeChat smoking cessation intervention. They felt that the intervention would provide them with useful information, take a minimum of their time, and not require them to quit at a certain date or take medications.

I’d like to participate because it [the intervention] does not force me to do anything, like no smoking starting from a certain day... It’s like a daily reminder. It may help me reduce smoking. [Participant #1, male, 29 years old, daily smoker]

Subtheme: Privacy Concerns

The majority of participants reported no concerns about joining the WeChat mobile messaging cessation intervention, except 2 smokers who noted concerns about privacy issues associated with using WeChat.

Theme 9: Suggestions on the Frequency and Timing of Messages

All the participants reported that receiving 1 daily message was acceptable. Some noted that “2 or 3 messages per day” or “no more than 5 messages per day” would be appropriate. Preferences for the timing of the messages varied, ranging from morning (“8:00 AM when I go to work”) to late night (“10:00 PM when I finish a whole day work”). Some participants had no preference for timing, because they had no or minimal access to their mobile phone while at work or they checked messages only when they wanted to.

I usually check [WeChat] messages when I wake up in the morning and after work... While at work, we put phones away at the cashier. We get phones back after work or if we need to make an emergent call. [Participant #17, female, 36 years old, nondaily smoker]

Discussion

Principal Findings

This study describes the development of a WeChat-based mobile messaging program for smoking cessation tailored to Chinese immigrant smokers. Our findings provide important insights into how smokers perceived the messages and their attitudes
toward the WeChat mobile messaging cessation intervention. In general, the messages were well-received. Participants described the messages as useful and relevant, and claimed that the content enhanced their motivation to quit and offered encouragement. Participants particularly liked messages about the harms of smoking and strategies for quitting (eg, coping skills), and reported that they learned new information from these messages. This finding affirms the low health literacy for smoking and lack of quitting skills among Chinese immigrant smokers. Previous studies have reported that Chinese immigrant smokers are often unclear about the exact health effects of smoking, and that many smokers inaccurately believe that quitting would result in health problems or that willpower is the only key to cessation [12,13,15-17,40]. Our findings indicate that smoking cessation programs that work with Chinese immigrants have to include concrete information about the specific dangers of tobacco use, the health benefits of quitting, and detailed guidance on how to quit.

A noteworthy finding is that the factor that most impacted participant decision-making on quitting was concern for their health and the health of their children. Other factors, such as economic gains, did not seem to have an equal effect in motivating smokers to quit. Among smokers who planned to quit, all cited health concerns as the reason for quitting. Findings suggest that cessation programs for Chinese immigrant smokers need to emphasize the health impacts of smoking, rather than stress the financial impacts.

Participants expressed a strong interest in the WeChat mobile messaging cessation intervention for several reasons. First, they felt the messages were helpful. Second, they thought that the intervention would take a minimum of time. Thus, they perceived no barriers to engagement. First-generation immigrants often report long and inflexible working hours, which prevents them from participating in quitlines or in-person cessation treatment programs [12-14,17]. Mobile messaging intervention has the potential to accommodate immigrant smokers, because they can access messages at their own pace and at the time of their convenience. Leveraging the WeChat platform made the cessation intervention more accessible. Third, unlike most SMS cessation programs that solely focus on smokers who are committed to quitting (with a self-determined quit date in the next 30 days) [25-27], our intervention was designed to target a larger audience, including smokers not ready to quit. This appealed to our participants, who claimed that they would give it a try because the intervention “does not force me to quit.” Our next step involves testing the feasibility, acceptability, and effectiveness of the WeChat mobile messaging cessation intervention among Chinese immigrant smokers.

We identified needs for message modifications. For example, our message library should include more content about how to cope with stress and offer tips on how to stay abstinent at work. Several studies have reported that stress is a primary trigger for smoking among Chinese immigrant smokers and that the lack of coping skills is an important factor associated with the low intention to quit [12,39]. In addition, smoking is more prevalent among workers in certain occupations (eg, food preparation and services) [42]. Smokers working in these industries may encounter more difficulties in quitting. Hence, an emphasis on capacity building, including how to manage stress and deal with workplace smoking, should be integrated into smoking cessation programs that focus on immigrant smokers. We also identified a preference for the message format used in our WeChat mobile messaging intervention. Paragraphs should be written in bulleted lists when possible. Long paragraphs are not appropriate, since they are hard to read on mobile phones.

Limitations
The interviews were conducted in one geographic area with Chinese immigrant smokers who were already somewhat interested in quitting. The findings may not be generalizable to other areas or to smokers who are not at all interested in quitting. Moreover, the interviews were all conducted in Mandarin. We lack data and perspectives on the messages and attitudes toward the WeChat mobile messaging cessation intervention from smokers who speak Cantonese or other dialects. However, Chinese immigrants in New York City are mostly able to communicate in Mandarin, even if they primarily speak Cantonese [43].

Conclusions
This study contributes to the small body of literature on the development process of mobile messaging smoking cessation interventions tailored to specific racial or ethnic minority groups. The participants in our study claimed that the messages enhanced their motivation to quit and offered encouragement. Their report on barriers to quitting guided us in modifying the messages and generating new ones. The participants were strongly interested in the WeChat mobile messaging cessation intervention and noted its potential to address their access barriers to existing smoking cessation programs. We will follow up on this qualitative study with feasibility testing and a randomized controlled trial to explore if a WeChat mobile messaging cessation intervention is acceptable, and to what extent it can help Chinese immigrant smokers achieve abstinence.
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Abstract

Background: Although computed tomography (CT) studies on machines with more slices have reported higher positive and negative predictive values, the impact of using low-slice (16-slice) CT machines on downstream testing has not been well studied. In community outpatient settings, low-slice CT machines remain in use, although many hospitals have adopted higher-slice machines.

Objective: This study examines the association between the use of low-slice CT machines and downstream invasive testing in the context of the CT angiography of the neck.

Methods: Included health insurance claims pertained to adults with commercial or Medicare Advantage health plans who underwent the CT angiography of the neck. Site certification data were used to assign counts of slices to claims. Claims that were made in the 60 days after CT were examined for cervicocerebral angiography. The association between the number of slices and cervicocerebral angiography was evaluated by using a chi-square test and multivariate logistic regression.

Results: Claims for 16-slice CT had a 5.1% (33/641) downstream cervicocerebral angiography rate, while claims for 64-slice CT had a 3.1% (35/1125) rate, and a significant difference (P=0.03) was observed. An analysis that was adjusted for patient demographics also found a significant relationship (odds ratio 1.64, 95% CI 1.00-2.69; P=0.047).

Conclusions: The use of low-slice CT machines in the community may impact the quality of care and result in more downstream testing.

(JMIR Form Res 2022;6(6):e32892) doi:10.2196/32892
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Introduction

Although there have been great advances in computed tomography (CT) technology, when undergoing outpatient imaging in the community, many patients continue to have imaging performed at underresourced facilities with a single, often low-slice CT machine. Further, while high-slice CT machines with 128 detector rows (slices) or more are often available at academic medical centers, in the community, 16-slice CT (low-slice CT) machines remain in active use, and the use of 64-slice CT (medium-slice CT) machines is common. This study aims to explore whether the use of low-slice CT at some facilities has the potential to impact patient outcomes.

As CT machines have advanced, systems with increasing numbers of detector rows have become available. In 2004, the first clinical images from a 64-slice CT machine were released.
to the public, and a machine was commercially launched in the American market [1]. In part due to the increased costs of 64-slice CT machines, their adoption has not been universal. By 2016—over 1 decade after 64-slice CT became available—only 63% of hospitals had access to a CT machine with 64 or more slices [2]. Thus, a substantial number of patients continue to undergo CT on machines with fewer slices. Outpatient facilities with a single CT machine may not have medium-slice or high-slice machines, as they may lack the volumes necessary for justifying their purchase. Nonetheless, the use of low-slice machines may impact patients’ care, and facilities that are only able to offer 16-slice CT may wish to consider upgrading if the use of such technology has an impact on downstream care. The benefits of 64-slice CT, relative to 16-slice CT, have primarily been examined in terms of the quality of visualization, positive predictive value, negative predictive value, sensitivity, and specificity [3-6]. However, researchers have not yet examined the association between the use of 64-slice and 16-slice CT machines and downstream testing. This study provides preliminary insights into the association between the number of slices and downstream testing in a narrow context to explore whether an association may exist. It has historically been difficult to study how the type of CT machine used impacts downstream testing within the context of a broad population because health insurance claims data—the main source of information for this type of study—do not provide any information about the CT machine used to acquire an image. Although electronic medical records may contain relevant information, these data may be challenging to use when answering this question because patients may undergo testing at multiple facilities, thereby creating issues with linking CT scans to downstream testing. Furthermore, health care providers may not have ample data related to both 16-slice and 64-slice CT, as providers typically own a small number of CT machines (if they have more than 1 CT machine), thereby hampering comparisons between the two types of machines.

The better the information that can be gathered from a CT machine, the greater the extent to which it may be a substitute for other forms of testing. Current evidence suggests that as CT technology advances, the potential to replace coronary angiography for the evaluation of coronary artery disease with CT scans increases [7]. If higher-quality CT imaging can reduce the use of angiography, it has the potential to improve the welfare of patients, as angiography can result in complications. A review of 19,826 patients who underwent diagnostic cerebral angiography found that neurological complications occurred in 2.63% of patients, with 0.14% experiencing strokes resulting in permanent disability [8].

In order to assess the potential benefits of the use of CT machines with a greater number of slices in underresourced outpatient settings, this study examined the association between the use of 16-slice and 64-slice CT machines to perform the CT angiography of the neck and subsequent cervicocerebral angiography within a population of patients that had not recently undergone head/neck imaging, catheterization, or percutaneous coronary interventions and had undergone imaging at facilities with only a single type of CT machine. If patients who underwent CT via a 64-slice machine were less likely to undergo subsequent cervicocerebral angiography than those who underwent CT via a 16-slice machine, then there may be quality benefits to 64-slice CT, in addition to the visual and informational benefits that have previously been characterized [3-6]. If the use of low-slice CT machines impacts the quality of care that patients receive, facilities may need to consider upgrading their equipment, and ordering physicians may need to more closely consider the capabilities of the equipment that is present at the imaging facilities to which they make referrals. Although low-slice CT machines remain in use in the community, used medium-slice and high-slice CT machines are readily available on the secondary market, and many facilities offer superior forms of CT.

Methods

Data Source and Sample Population
All health insurance claims for the CT angiography of the neck (current procedural terminology code: 70498) with dates of service ranging between September 15, 2017, and September 14, 2018, were extracted from the database of a national health care organization. Health insurance claims pertained to adults with commercial and Medicare Advantage health plans. The dates of the CT scans served as the index dates. Claims were excluded from this study if they pertained to patients who were not continuously enrolled in their health plan from 90 days prior to the index date to 60 days following the index date. To restrict this study to patients beginning new episodes of care, claims were likewise excluded if they pertained to patients who had received a CT image, magnetic resonance image, or positron emission tomography image of the head or neck in the 90 days prior to the index date or if they pertained to patients who had undergone catheterization or a percutaneous coronary intervention in the same time period. Claims could only be linked to a CT machine with a known number of slices if CT was performed with a CT machine that was based at a facility participating in an outpatient site of a service certification program and if the site of service had either 1 CT machine of multiple CT machines with the same number of slices. Claims were excluded from this study if they could not be matched to a CT machine with a known number of slices. Finally, claims were excluded if they pertained to a CT machine with a number of slices other than 16 or 64.

Ethics Approval
This study was reviewed and approved by Advarra’s institutional review board (approval number: Pro00035618). The institutional review board granted a waiver of informed consent for this study due to its aggregate, observational nature. This study was conducted in accordance with the Declaration of Helsinki.

Measurement
The dependent variable in the analysis was whether a CT claim was followed by a claim for cervicocerebral angiography (current procedural terminology codes: 36221-36228) within 60 days. The independent variable was whether a CT image was acquired via a 16-slice CT machine or a 64-slice CT machine. The covariates that were included as potential
confounders in the analysis were variables for whether the patients pertaining to the claims lived in areas with above or below the median income of the sample, as well as their sex, urbanicity, health plan’s line of business (commercial vs Medicare), and age (<65 years vs ≥65 years). The average income within a patient’s zip code was determined by using the median income of the past 12 months in 2017 inflation–adjusted US dollars, as reported by the American Community Survey [9]. Rural areas were identified by using a zip code mapping table that was developed by the Centers for Medicare & Medicaid Services [10].

Analysis
Descriptive statistics were calculated for the sample. Chi-square tests were conducted to assess whether the population that underwent 16-slice CT differed from the population that underwent 64-slice CT on each of the potential confounders. Chi-square tests were also conducted to test for a univariate association between each of the variables within the study and the outcome—whether a patient underwent downstream cervicocerebral angiography. A multivariate logistic regression was conducted to determine the adjusted association between the number of slices that the used CT machine possessed and downstream cervicocerebral angiography. The results from the multivariate logistic regression were reported as odds ratios. Throughout the analysis, a P value of <.05 was used as the threshold for determining statistical significance.

Results
As shown in Figure 1, of the 41,063 claims that met the initial inclusion criteria, 1766 remained qualified for this study after the consideration of the exclusion criteria. Many of the exclusions occurred due to situations in which it was infeasible to match claims to specific CT machines. The claims occurred at 252 different rendering facilities, of which 121 had 16-slice CT machines and 131 had 64-slice CT machines. Descriptive statistics are presented in Table 1. Among the total cohort, 36.3% (641/1766) of claims were related to CT that was performed with a 16-slice machine, while the majority were related to CT that was performed with a 64-slice machine (1125/1766, 64.7%). The patients who underwent CT had a mean age of 71 years and were from communities with a mean local income of US $57,460. Most of the claims pertained to patients who had Medicare Advantage plans (1620/1766, 91.7%); only 8.3% (146/1766) pertained to patients who had commercial insurance. There was a significant association between community income and the number of slices in the CT machine used (P<.001); 46.3% (297/641) of claims for a 16-slice CT came from a community with below the median income, while 37.2% (418/1125) of claims for a 64-slice CT came from a community with below the median income.

As shown in Table 2, chi-square tests found that none of the control variables had a significant univariate association with downstream cervicocerebral angiography. However, a chi-square test found that there was a statistically significant univariate relationship between the performance of CT via a 16-slice machine or 64-slice machine and subsequent cervicocerebral angiography (P=.03). Claims for 16-slice CT had a 5.1% (33/641) subsequent cervicocerebral angiography rate, while claims for 64-slice CT had a 3.1% (35/1125) subsequent cervicocerebral angiography rate (Figure 2).

The adjusted analysis, which is shown in Table 3, found that there was a significant association between the performance of CT via a 16-slice machine or 64-slice machine and subsequent cervicocerebral angiography (P=.047; odds ratio 1.64, 95% CI 1.00-2.69). None of the control variables in the adjusted analysis had a significant or near-significant association with cervicocerebral angiography.
**Figure 1.** Sample selection diagram. CT: computed tomography; MRI: magnetic resonance imaging; PCI: percutaneous coronary intervention; PET: positron emission tomography.

**Table 1.** Descriptive statistics.

<table>
<thead>
<tr>
<th>Patient characteristic</th>
<th>All claims (N=1766), n (%)</th>
<th>Claims for 16-slice CT(^a) (n=641), n (%)</th>
<th>Claims for 64-slice CT (n=1125), n (%)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Below median income (vs above median income or omitted)</td>
<td>715 (40.5)</td>
<td>297 (46.3)</td>
<td>418 (37.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male (vs female)</td>
<td>844 (47.8)</td>
<td>310 (48.4)</td>
<td>534 (47.5)</td>
<td>.72</td>
</tr>
<tr>
<td>Rural (vs urban)</td>
<td>260 (14.7)</td>
<td>93 (14.5)</td>
<td>167 (14.8)</td>
<td>.85</td>
</tr>
<tr>
<td>Commercial (vs Medicare)</td>
<td>146 (8.3)</td>
<td>34 (5.3)</td>
<td>112 (10)</td>
<td>.001</td>
</tr>
<tr>
<td>Aged under 65 years (vs ≥65 years)</td>
<td>304 (17.2)</td>
<td>96 (15)</td>
<td>208 (18.5)</td>
<td>.06</td>
</tr>
</tbody>
</table>

\(^a\)CT: computed tomography.
Table 2. Univariate associations between variables and downstream cervicocerebral angiography.

<table>
<thead>
<tr>
<th>Patient characteristic</th>
<th>All claims (N=1766), n (%)</th>
<th>Claims not pertaining to cervicocerebral angiography (n=1698), n (%)</th>
<th>Claims pertaining to cervicocerebral angiography (n=68), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Below median income (vs above median income or omitted)</td>
<td>715 (40.5)</td>
<td>685 (40.3)</td>
<td>30 (44.1)</td>
<td>.53</td>
</tr>
<tr>
<td>Male (vs female)</td>
<td>844 (47.8)</td>
<td>812 (47.8)</td>
<td>32 (47.1)</td>
<td>.90</td>
</tr>
<tr>
<td>Rural (vs urban)</td>
<td>260 (14.7)</td>
<td>252 (14.8)</td>
<td>8 (11.8)</td>
<td>.48</td>
</tr>
<tr>
<td>Commercial (vs Medicare)</td>
<td>146 (8.3)</td>
<td>142 (8.4)</td>
<td>4 (5.9)</td>
<td>.47</td>
</tr>
<tr>
<td>Aged under 65 years (vs ≥65 years)</td>
<td>304 (17.2)</td>
<td>296 (17.4)</td>
<td>8 (11.8)</td>
<td>.23</td>
</tr>
<tr>
<td>16-slice CTa (vs 64-slice CT)</td>
<td>641 (36.3)</td>
<td>608 (35.8)</td>
<td>33 (48.5)</td>
<td>.03</td>
</tr>
</tbody>
</table>

aCT: computed tomography.

Figure 2. Visual depiction of the downstream cervicocerebral angiography rate following 16-slice CT or 64-slice CT. Each cell represents 1 claim for CT. Shaded cells represent the proportion of CTs that were followed by downstream cervicocerebral angiography. CT: computed tomography.

Table 3. Adjusted odds ratios from the multivariate logistic regression.

<table>
<thead>
<tr>
<th>Patient characteristic</th>
<th>Odds ratio</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Below median income (vs above median income)</td>
<td>1.17</td>
<td>0.70-1.93</td>
<td>.55</td>
</tr>
<tr>
<td>Male (vs female)</td>
<td>0.97</td>
<td>0.60-1.59</td>
<td>.92</td>
</tr>
<tr>
<td>Rural (vs urban)</td>
<td>0.71</td>
<td>0.30-1.45</td>
<td>.38</td>
</tr>
<tr>
<td>Commercial (vs Medicare)</td>
<td>1.05</td>
<td>0.27-3.37</td>
<td>.94</td>
</tr>
<tr>
<td>Aged under 65 years (vs ≥65 years)</td>
<td>0.63</td>
<td>0.23-1.42</td>
<td>.31</td>
</tr>
<tr>
<td>16-slice CTa (vs 64-slice CT)</td>
<td>1.64</td>
<td>1.00-2.69</td>
<td>.047</td>
</tr>
</tbody>
</table>

aCT: computed tomography.

Discussion

Principal Findings

Compared to patients who had their neck CT angiography performed with a 16-slice machine, patients who had their neck CT angiography performed with a 64-slice machine were significantly (P=.03) less likely to undergo a subsequent cervicocerebral angiography. If the patients who were referred for 16-slice CT were not believed a priori to be more difficult to conclusively diagnose than those referred to 64-slice CT, the findings suggest that the use of 64-slice CT machines may improve the quality of care by reducing the need for downstream invasive testing. Although they are not universally available, 64-slice CT machines are widely distributed and may be the best choice for patients requiring a CT scan. Considering the data presented herein, physicians may want to review the
specifications of the CT machines that a rendering facility possesses when referring their patients.

The findings from this study pertain to care that was delivered in 2017 and 2018—over 1 decade after the introduction of 64-slice CT. Of the 2359 total CT claims that could be tied to a CT machine with a known number of slices (Figure 1), 641 claims were tied to a 16-slice CT (Table 1), representing 27.2% of the total. Although 64-slice CT was performed more frequently than 16-slice CT in the context examined, the findings suggest that 16-slice CT machines remain in active use in many facilities.

The findings of this study are congruent with those of prior research on the benefits of performing CT by using the greatest number of slices available. A previous study found that when a 64-slice CT machine was used to assess left ventricular function, the values it produced were more similar to those obtained via echocardiography and technetium-99m gated single-photon emission CT compared to the values produced by a 16-slice CT machine [11]. A multicenter prospective study on the utility of 16-slice versus 64-slice CT in screening patients for coronary artery disease did not detect significant differences between 16-slice and 64-slice CT in terms of sensitivity, specificity, positive predictive value, or negative predictive value when CT-based findings were compared to coronary angiography–based findings, although it is possible that the study was underpowered [5]. Furthermore, a literature review of the diagnostic performance of 16-slice versus 64-slice CT, in comparison with coronary angiography, found that 64-slice CT had higher sensitivity values, specificity values, positive predictive values, and negative predictive values [4].

Finally, although community income was not a significant (P=.55) variable in the adjusted model for estimating the determinants of cervicocerebral angiography, community income has an association with the number of slices that the used CT machine possessed. There may be an access disparity issue wherein patients from lower-income communities are less able to access 64-slice CT. Although evidence of a clinical impact resulting from this was found by this study, the association between income and the nature of the CT machine used may require future investigation.

In our study, we examined 1 current procedural terminology code for neck CT, which represented only a small fraction of the overall CT imaging conducted in the United States. In 2017, America’s 39 million traditional Medicare beneficiaries collectively underwent 16 million CTs, which were billed through their Medicare Part B benefits [12,13]. Millions of other CTs were performed on patients with commercial, Medicaid, and Medicare Advantage health plans. Although not all examinations may benefit from being performed via 64-slice CT rather than 16-slice CT, it is possible that there are other indications for which the benefit of 64-slice CT could be demonstrated. Further research on the downstream consequences of the choice of a CT machine has the potential to impact many people due to the large number of CTs that are conducted in the United States each year.

Limitations
There are several limitations that need to be considered when interpreting our findings. As this was a claims-based analysis, it is unknown whether patients who underwent 16-slice CT or 64-slice CT differed in terms of factors other than those that were examined. It is possible that clinical differences influenced assignment. For the findings to have been a product of biased assignment, physicians would need to have preferred assigning patients with more ambiguous cases to 16-slice CT, which is a choice that seems counterintuitive.

The findings of this study may not be representative of the care that is delivered to the overall population, as only outpatient facilities with a single CT machine or a set of CT machines with the same number of slices could be included in the analysis. Thus, the sample does not include facilities with a diverse set of CT machines. This requirement forced the exclusion of many of the available claims. If ordering physicians’ choice of a rendering facility is influenced by proximity rather than by the nature of their CT machine, then their choice might serve to counterbalance the potential for assignment bias.

Lastly, the population studied was not representative of the overall population of the United States. The individuals included in this study resided predominantly in the south, as this is where the health care organization that supplied the data had the strongest presence. The sample likewise did not contain anyone with traditional Medicare or anyone with a Medicaid plan lacking dual eligibility for Medicare. As the incomes of the patients in the sample are unknown, the average incomes within their zip codes were used as a proxy. Given the average age of the patients in the sample, it is likely that many were retired and were earning incomes lower than those that were typical for their communities.

Conclusions
The analysis found a significant association between the performance of CT via a 16-slice CT machine or 64-slice CT machine and subsequent cervicocerebral angiography before (P=.03) and after (P=.047) adjusting for patient demographic factors. None of the other factors examined had a significant association with subsequent cervicocerebral angiography. When patients can potentially have access to imaging via 64-slice CT, ordering physicians should consider the potential benefits of directing patients to undergo the CT angiography of the neck via a 64-slice CT machine rather than a 16-slice CT machine. Further research is needed to explore the impact of the decision to use low-slice CT machines in additional clinical contexts and examine whether the relationship remains significant after controlling for clinical factors. Although higher-slice CT machines may not be readily available in some communities, our findings suggest that physicians need to weigh the benefits of access against the benefits of having patients undergo a diagnostic examination that is less likely to result in subsequent downstream testing.
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Abstract

Background: Some Canadians have limited access to longitudinal primary care, despite its known advantages for population health. Current initiatives to transform primary care aim to increase access to team-based primary care clinics. However, many regions lack a reliable method to enumerate clinics, limiting estimates of clinical capacity and ongoing access gaps. A region-based complete clinic list is needed to effectively describe clinic characteristics and to compare primary care outcomes at the clinic level.

Objective: The objective of this study is to show how publicly available data sources, including the provincial physician license registry, can be used to generate a verifiable, region-wide list of primary care clinics in British Columbia, Canada, using a process named the Clinic List Algorithm (CLA).

Methods: The CLA has 10 steps: (1) collect data sets, (2) develop clinic inclusion and exclusion criteria, (3) process data sets, (4) consolidate data sets, (5) transform from list of physicians to initial list of clinics, (6) add additional metadata, (7) create working lists, (8) verify working lists, (9) consolidate working lists, and (10) adjust processing steps based on learnings.

Results: The College of Physicians and Surgeons of British Columbia Registry contained 13,726 physicians, at 2915 unique addresses, 6942 (50.58%) of whom were family physicians (FPs) licensed to practice in British Columbia. The CLA identified 1239 addresses where primary care was delivered by 4262 (61.39%) FPs. Of the included addresses, 84.50% (n=1047) were in urban locations, and there was a median of 2 (IQR 2-4, range 1-23) FPs at each unique address.

Conclusions: The CLA provides a region-wide description of primary care clinics that improves on simple counts of primary care providers or self-report lists. It identifies the number and location of primary care clinics and excludes primary care providers who are likely not providing community-based primary care. Such information may be useful for estimates of capacity of primary care, as well as for policy planning and research in regions engaged in primary care evaluation or transformation.

(JMIR Form Res 2022;6(6):e34141) doi:10.2196/34141
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Introduction

Improving access to primary care is on health agendas around the world [1]. This is likely linked to the finding that increasing supply of primary care physicians is associated with decreased mortality rates [2]. In Canada, primary care accessibility is a persistent challenge. The media regularly note a supposed family physician (FP) shortage [3] despite most provinces having the highest ever number of FP's per capita [4].

Primary care is the first point of access to the health care system and provides longitudinal, person-focused care for most care needs across the lifespan [5,6]. The majority of primary care in Canada is still delivered by FP's at community-based outpatient clinics [7]. Currently, systematically identifying clinics versus individual physicians is difficult. This may be due to the ongoing reliance on funding of the majority of primary care services via individual physician remuneration [7-9] versus using a centralized system of service delivery, as is more commonly seen with other social services, such as public schools.

Across North America, initiatives to transform primary care have addressed access to care by establishing primary care teams [7-11]. Coordinated, team-based care in a primary care clinic is recognized as a critical part of modernized care [12-15] and has begun to be seen in Canada. However, analyses of these transformations often still rely on using the individual physician as a unit of service delivery [16,17] despite indicators that FP's may work in multiple locations, in a combination of roles [18-20], and that clinic culture and organization may contribute to physicians' behaviors that influence quality of care [21,22]. The primary care clinic, rather than the individual physician, is evolving as the main access point for many patients. Exclusive reliance on physician-centric metrics potentially fails to include the contribution of nonphysician team members to the accessibility and quality of patient care. Other regions have begun to frame descriptions of primary care features and outcomes using the clinic as the unit of analysis [8,23,24]. A comprehensive list of primary care clinic locations is necessary for the effective assessment of initiatives that aim to improve access and would provide a baseline from which to measure change. There is no complete list available in British Columbia; an environmental scan has provided a few partial lists of specific types of care provision (e.g., locations funded by health authorities) and some local data sources relying on physician self-report and voluntary listing of clinics. Other health care regions face similar data challenges as well as a need to improve access to primary care [25-27].

The objective of this study is to develop and verify an algorithm that uses a continually updated, public listing of individual physician license registration addresses to create an accurate region-wide listing of clinic locations where primary care is delivered.

Methods

Overview

This study describes the development, application, and verification of an algorithm applied to a physician license registration list in order to reliably generate an accurate list of primary care clinics. The Clinic List Algorithm (CLA) was developed by the primary care Innovation Support Unit at the University of British Columbia as part of a larger project examining primary care capacity and access measurement.

Study Setting

British Columbia, Canada, has a single-payer health system [7], and primary care is provided almost exclusively by FP's. In many regions, physicians must register with a licensing body (e.g., provincial or territorial college of physicians and surgeons), declare their specialization qualification (e.g., family medicine), and give an address at which they provide services [28]. These registrations may also include other useful information, such as date of graduation, medical school location, or additional demographic data. In Canada, registration lists are publicly available.

Data Sources

We used the following publicly available data sources to create the CLA.

The Registry

The College of Physicians and Surgeons of British Columbia (CPSBC) physician registry is the base to which we will apply additional data sets, processing actions, and verifying actions, and it is referred to in this paper as the Registry. It is updated continuously, is publicly accessible online, and can be requested from the CPSBC in a more accessible format [29]. The version accessed for this study is from September 2020.

Additional Address Data

The BC Ministry of Health publishes a comprehensive list of regional health authorities, broken down into Community Health Service Areas (CHSAs) [30]. We incorporated CHSAs because related health profiles exist detailing a community’s demographic, socioeconomic, and health and disease status. DataBC geolocation services information was used to add longitude and latitude coordinates to addresses, in accordance with their terms of service in British Columbia [31].

Partial Lists of Specific Family Physician Workplaces

Walk-in Clinic, Urgent and Primary Care Centre, and Hospital Lists

These lists were accessed between September 2020 and March 2021. The BC Ministry of Health publishes a list of locations in British Columbia that “provide walk-in treatment services for people who have minor illnesses or injuries that do not require a visit to a hospital emergency department or an urgent care facility” [32]. Walk-in treatment services are a form of community-based primary care [33]. This walk-in clinic list is updated twice yearly, in December and June. The Ministry of Health also manages two other publicly available lists that identify all hospitals [34] and Urgent and Primary Care Centres (UPCCs) [35] in British Columbia. These are updated similarly to the walk-in clinic list. UPCCs have been available in British Columbia since 2019 and “provide a flexible resource to meet the urgent and primary health care need” in British Columbia [35].
Corrections Facilities List
We generated a list of corrections facilities in British Columbia from multiple sources of publicly available information. These facilities included federal and provincial institutions, as well as immigration and remand institutions. At these addresses, primary care services are delivered to people living in corrections facilities. This care is not accessible to members of the community.

Long-term Care Facilities List
We obtained a file of all registered long-term care facilities from the BC Office of the Seniors Advocate [36]. This registry is regularly updated and contains details for all BC long-term care homes in which there are publicly funded beds. Medical services provided in these locations require a patient to meet strict admission criteria and are not available to other community members.

Variables
The outcome of interest was an accurate list of primary care clinics. A clinic was defined as a location where primary care services are delivered by at least one FP registered to practice in British Columbia. Clinic locations were derived from the addresses provided by physicians who registered for a license to practice. The CLA was used to translate the physician registration addresses to primary care clinic locations (see Results section).

Key Informants
Members of the research team with intimate knowledge of the regional primary care system (RKM and IRC) were needed in helping to develop inclusion and exclusion criteria.

Analytic Methods
The complete software code used for this algorithm is published online on GitHub [37]. The software was developed using Python (version 3.7.7; Python Software Foundation) in conjunction with the following open-source libraries: NumPy, pandas, OpenPyXL, GeoPy, and RegEx. Figure 1 summarizes the steps and flow developed for the algorithm application process, and Multimedia Appendix 1 includes additional details about how each step was completed. The Results section describes the application of the CLA. Descriptive statistics were calculated using Microsoft Excel for Mac (version 16.61).
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Results

Step 1: Collect Publicly Available Data Sets—Environmental Scan (Manual)

The data sources were collected and collated, including the Registry and additional address data. We plan to create regional service maps, and this level of location detail will facilitate that future work. Some addresses, almost exclusively post-office boxes, had to be reviewed individually and altered manually to allow them to be processed through the BC Address Geocoder. We then collected the following partial lists as sources for inclusion or exclusion: the walk-in clinic, UPCC, and hospital lists, which were accessed between September 2020 and March 2021, were generated; the corrections facilities list was generated; and the long-term care facilities list was requested.

Step 2: Develop Clinic Inclusion and Exclusion Criteria (Manual)

We established inclusion and exclusion criteria for the type 2 secondary data sources. Walk-in clinics and UPCCs were included. Hospitals, corrections facilities, and long-term care facilities were excluded. Key search terms were developed from author knowledge (RKM and IRC) and grey and published literature searches. Search terms are shown in Table 1.
### Table 1. Search terms used in filtering and sorting addresses from the Registry list of the College of Physicians and Surgeons of British Columbia to each of our working lists.

<table>
<thead>
<tr>
<th>Criteria and working lists&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Search terms&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inclusion criteria</strong></td>
<td></td>
</tr>
<tr>
<td>Walk-in clinic</td>
<td>No search terms: list developed from walk-in clinic list</td>
</tr>
<tr>
<td>Urgent and primary care</td>
<td>No search terms: list developed from Urgent and Primary Care Centre list</td>
</tr>
<tr>
<td>Family</td>
<td>Family and (Med* or Clinic or Centre or Center or Associate* or Care or Practice)</td>
</tr>
<tr>
<td>First Nations</td>
<td>First Nation* or First People* or Native or Aboriginal or Indigenous or [clinic-specific name]</td>
</tr>
<tr>
<td>Clinic or center</td>
<td>Clinic* or Associate* or Center or Centre of Practice or Doctor*</td>
</tr>
<tr>
<td><strong>Exclusion criteria</strong></td>
<td></td>
</tr>
<tr>
<td>Hospital</td>
<td>Hosp*: list developed from hospital list</td>
</tr>
<tr>
<td>Long-term care</td>
<td>Lodging or Lodge* or Manor or Senior or ALC©: list developed from long-term care list</td>
</tr>
<tr>
<td>Corrections</td>
<td>Correction* or Immigra* or Pretrial or Custody or Institution or Detention or Holding or Healing Village: list developed from corrections list</td>
</tr>
<tr>
<td>Sexual health</td>
<td>Sexual or STI&lt;sup&gt;d&lt;/sup&gt; or STD&lt;sup&gt;e&lt;/sup&gt; or [clinic specific name]</td>
</tr>
<tr>
<td>Women’s health</td>
<td>Wom[a,e]n* or Menopause or Matern* or Birth* or Obstetric* or Gyne*</td>
</tr>
<tr>
<td>Virtual</td>
<td>(organization-specific name) or Virtual or [I-]Health or Tele* or [I-]Health</td>
</tr>
<tr>
<td>Administrative</td>
<td>Airport or Consulting or Admin* or Fraser Health Authority or First Nation* Health Authority or Coroner or CPSBC© or College of Physician* and Surgeon* or Health Canada or VCH&lt;sup&gt;f&lt;/sup&gt; or Worksafe or Worksafebc or Worker* Comp* or BCAA&lt;sup&gt;h&lt;/sup&gt; or Veteran* Affair or RCMP&lt;sup&gt;i&lt;/sup&gt; or Air Canada or Quality</td>
</tr>
</tbody>
</table>

<sup>a</sup>Working lists created in step 7 of the Clinic List Algorithm.

<sup>b</sup>For search terms, the asterisk (*) denotes that any character following the search term was allowed, round brackets signify the inclusion of any number of terms inside those brackets, square brackets indicate that any of the letters inside the brackets were allowable in the word, and curly brackets identify a search term specific to a clinic that is not a generic term and is not included in this list. Regular expression statements used in the algorithm code are found in Multimedia Appendix 2.

<sup>c</sup>ALC: alternate level of care.

<sup>d</sup>STI: sexually transmitted infection.

<sup>e</sup>STD: sexually transmitted disease.

<sup>f</sup>CPSBC: College of Physicians and Surgeons of British Columbia.

<sup>g</sup>VCH: Vancouver Coastal Health.

<sup>h</sup>BCAA: British Columbia Automobile Association.

<sup>i</sup>RCMP: Royal Canadian Mounted Police.

### Step 3: Process Data Sets (Automated)

The software filtered the CPSBC Registry list using the Specialties and Certificates column to include only FPs. The CPSBC Registry list contained 13,726 physicians, of which 6942 were identified as FPs. We removed addresses from outside British Columbia (n=82), leaving 6860 FPs (Figure 2). These 6860 physicians were found to have 7206 registered addresses. All remaining address fields in the Registry list were then standardized.
Step 4: Consolidate Data Sets (Automated)

Additional address data were merged with the Registry list, appending geolocation coordinates and relevant CHSA data fields to each entry using consistent data fields between data sources.

Step 5: Transform From List of Physicians to Initial List of Clinics (Automated)

The software identified 2915 unique addresses from the Registry list. All 6860 FPs were then assigned to the unique addresses, creating the initial clinic-centric list.

Step 6: Add Additional Metadata (Automated)

Metadata were added as new variables by the software to include the number of FPs identified at each clinic, the rurality of clinic locations, key term identification, and overall summaries of each process undertaken by the software.

Step 7: Create Working Lists (Automated)

The inclusion and exclusion criteria developed in step 2 were applied to create the 15 working lists. The results of this step are depicted in Figure 2. The partial lists’ data sources were applied to identify addresses of walk-in clinics, UPCCs, hospitals, corrections facilities, and long-term care facilities and then sorted to their respective working lists. Key search terms in the address fields of each remaining listing were sorted to respective working lists (Table 1). Finally, unique addresses with more than one associated FP and that were not sorted by any previous step were assigned to the multi-practitioner working list. Single addresses listed by only one FP were assigned to the single-practitioner working list.

Step 8: Verify Working Lists (Manual)

The verification process was completed manually, using the working lists produced in step 7. The goal of verification was to determine if an address assigned to a particular working list had been correctly included or excluded as a community-based location that provided any primary care.

The sample size for verification was determined for each separate working list. The proportion that was verified differed between working lists. Considerations in verification were (1) baseline confidence that the sorting method would accurately include and exclude addresses and (2) time and resources available for the verification process. Multimedia Appendix 3 includes the proportion of addresses verified for each group.

The verification process was applied to each working list and consisted of at least one of four reviews. In the first review, lists prepared by government organizations were assumed to be accurate, and no additional verification was done. The second review was manual and was performed by an expert informant (RKM) who personally knew providers or clinics that were delivering primary care. The third and fourth reviews were done by KF and IRC and began with an internet search for clinic addresses registered by 6860 Family Physicians (346 physicians registered two addresses).
name, address, and FP names. If the internet search was insufficient to ascertain that primary care was being delivered at that location, a final, most resource-intensive level of review was done by phoning the clinic.

The internet search process and script used for phone call verification is included in Multimedia Appendix 4. A team member (IRC) collated responses from all four types of reviews and compared a subset of completed entries to ensure consistency between the methods of verification.

The denominator for verification accuracy was the number of addresses in the step multiplied by the proportion to be verified. If a verified address was included—or excluded, depending on the specific working list—as a primary care location, it contributed to the numerator. This gave a relative accuracy for the groups used in the algorithm to identify inclusion or exclusion of potential primary care clinics.

Confirmation of primary care service provision was not possible for the virtual working list, as the six physical addresses correctly identified with this filter were for administrative offices only. For the remainder of the working lists, verification was completed for almost all potential clinics found, with two notable exceptions. The family working list verification was completed on only 27% (21/77) of the clinics identified because this filter was established late in our development process as a very high-fidelity filter. The single-practitioner working list verification was completed on only 15.98% (211/1320) of the addresses identified; of these 211 addresses, only 118 (55.9%) were currently providing primary care. Initial work to develop patterns to identify clinics from the single-practitioner working list indicated that this working list was nonspecific to primary care clinics (eg, contained many residential addresses).

**Step 9: Consolidate Working Lists (Automated)**

The software merged the working lists into one final clinic list that is presented in Multimedia Appendix 5. From the original 2915 unique addresses identified, the CLA excluded 356 (12.21%) addresses, representing 1624 FPs. The CLA also defined 1320 addresses as single-physician addresses that were not identified through any other filter. The CLA identified 1239 potential primary care clinics representing 4262 FPs (Figure 2). Table 2 shows the geographic and descriptive data about included primary care clinics.

### Table 2. Geographic distribution and descriptive statistics of included primary care clinic addresses from the case study in British Columbia.

<table>
<thead>
<tr>
<th>CHSAa urban or rural classificationb</th>
<th>Unique addressesc (n=1239), n (%)</th>
<th>FPsd,e with addresses in this region (n=4262), n (%)</th>
<th>Median (IQR)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metropolitan</td>
<td>566 (45.68)</td>
<td>1897 (44.51)</td>
<td>2 (2-4)</td>
<td>1-20</td>
</tr>
<tr>
<td>Large urban</td>
<td>189 (15.25)</td>
<td>647 (15.18)</td>
<td>3 (2-4)</td>
<td>1-14</td>
</tr>
<tr>
<td>Medium urban</td>
<td>195 (15.74)</td>
<td>717 (16.82)</td>
<td>3 (2-5)</td>
<td>1-23</td>
</tr>
<tr>
<td>Small urban</td>
<td>99 (7.99)</td>
<td>410 (9.62)</td>
<td>3 (2-5)</td>
<td>1-21</td>
</tr>
<tr>
<td>Rural hub</td>
<td>75 (6.05)</td>
<td>269 (6.31)</td>
<td>3 (2-5)</td>
<td>1-15</td>
</tr>
<tr>
<td>Rural</td>
<td>102 (8.23)</td>
<td>299 (7.02)</td>
<td>2 (2-3)</td>
<td>1-15</td>
</tr>
<tr>
<td>Remote</td>
<td>12 (0.97)</td>
<td>23 (0.54)</td>
<td>2 (1-2)</td>
<td>1-5</td>
</tr>
<tr>
<td>Total</td>
<td>1239 (100)</td>
<td>4262 (100)</td>
<td>2 (2-4)</td>
<td>1-23</td>
</tr>
</tbody>
</table>

aCHSA: Community Health Service Area.
bUrban and rural classifications are based on the classification of the CHSA by the BC Ministry of Health [30].
cThe software from the Clinic List Algorithm (CLA) was used to identify the unique addresses that were included, with FPs from the College of Physicians and Surgeons of British Columbia list.
dFP: family physician.
eThese are FPs who are registered with the CPSBC and have listed an address identified by the CLA as a primary care location.

**Step 10: Adjust Processing Steps Based on Learnings (Manual)**

Each iteration of the working lists was reviewed by the study authors (IRC, CL, KF, TTH, SF, JK, MAH, and RKM). Three revisions of the software were made to address important learnings (eg, adding the term “family” as an inclusion search term and obtaining the complete list of long-term care addresses). The new rules and processes created as a result of discoveries in the verification process were incorporated into the final code, which is found on GitHub [37].

### Discussion

**Principal Findings**

The CLA identified 1239 addresses where primary care was delivered by 4262 FPs from a list of the 6942 FPs licensed to practice in British Columbia. The algorithm used publicly available data sources and could be repeated as the data sources are updated. The CLA was developed to facilitate the study of regional effects of policies to transform primary care, using the clinic as the unit of analysis. This may be of particular value in regions where such lists do not exist or are not publicly available.
Previous work exploring geographic distribution of primary care services also used physician registration addresses to find locations of primary care service delivery [25,26]. However, that work did not include a way to remove the physicians who are unlikely to be providing community-based services. Modern FPs have dynamic and varied practice patterns that rarely are in a single location and providing only community-based primary care [20,38]. The CLA allows for observations about how FPs are organizing their work. We identified 1624 FPs who have an address at which primary care services are not available. While these physicians are likely engaged in important health services work that uses their valuable time and skills, they should not be assumed to be a potential source for primary care [18,38,39].

In our final clinic list, 94.25% (4017/4262) of included FPs shared a registered address with at least one other person. While this may not reflect the complete practice context (eg, whether the practice is organized as a team) and does not include the undetermined single-practitioner working list (n=1320 FPs), it does confirm that most FPs are not working in solo practice settings. The CLA allows for the creation of a unique physician identifier that can be associated with an address. Appropriately constructed research and quality initiatives could use such a variable to study physician practice patterns, identified in administrative data, as mapped to physical locations [8,14,17,40]. In many Canadian regions, this linkage has not previously been possible [5,19,41,42].

The majority of primary care evaluation and research on access and quality of care has needed to rely on the individual FP as the unit of analysis [19,41,43-45] (eg, patient attachment, third next available appointment, and rates of opioid prescribing by a single FP). This does not appear to represent the majority of FPs are actually practicing. Measurements that focus on the clinic as the unit of analysis for primary care provision would likely better reflect the changing practice context in primary care and allow for accurate health resource planning [8,14,40,46].

Limitations and Future Work

We cannot assume that each practitioner works at each location full time, providing only primary care services, because FPs often work in multiple locations [38]. Further work is required to understand patient access and attachment capacity at each clinic location [47,48]. We assumed that a physician registers all addresses where they provide any care at the time of their license registration. It is possible that this is not the case and that a physician registers an address for convenience or a personal reason. This could result in undercounting of physicians working at a location or failure to identify a primary care location at all.

We neither called nor visited every address to verify their services, due to limited time and resources. We verified only 15.98% (n=211) of the addresses on the single-practitioner working list of 1320 unique addresses held by one FP. Future projects could include a more inclusive verification process for the single-practitioner working list. However, this work would need to be completed manually, given the lack of patterns we were able to discover in software development with the CLA. Future versions of the CLA should incorporate verification from previous versions, thus limiting the manual verification required for updating the final clinic list.

Two new primary care clinics in British Columbia are led by nurse practitioners (NPs) without FPs [49] and are, therefore, missing from the present clinic list. Additionally, rural and remote communities have clinics that may be serviced periodically by FPs, NPs, or registered nurses. It is unlikely that these locations were captured by the CPSBC Registry list. Should these types of clinics become more prevalent, the potential remedy for future versions of the final clinic list would be to apply a similar algorithm to registration lists of NPs and primary care registered nurses. Listing a hospital address was an exclusion criterion for the CLA. It is possible that in some settings, particularly rural areas, primary care is being provided at a hospital address. Future projects should verify if primary care is provided at the hospital address or if an FP registered with the CPSBC uses only a hospital address.

The utility of any registry of addresses relies on the currency and accuracy of the listing [48]. The CLA will require updating; fortunately, the physician registration list is updated continually by the provincial licensing body, and with appropriate resources, the algorithm can be repeated to update the accurate list of clinics.

Finally, the rapid growth of primary care services offered through virtual platforms introduces an important new element to this work [42,50]. FPs can now provide care to patients in distant locations. In British Columbia, virtual care via the single-payer system requires a physician to be registered with the CPSBC [51]. At this time, it is unclear how virtual services might impact the CLA.

Conclusions

The CLA can reliably create a list of primary care clinics based on publicly available information. The algorithm can be applied in other regions that need comprehensive lists of primary care clinics. The CLA offers researchers, decision-makers, and other organizations interested in health services a reliable way to estimate the regional distribution of primary care clinics. Future research could include the application of the CLA to the evaluation of initiatives for primary care transformation.
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Abstract

Background: Age-related diseases such as dementia are playing an increasingly important role in global population development. Thus, prevention, diagnostics, and interventions require more accessibility, which can be realized through digital health apps. With the app on prescription, Germany made history by being the first country worldwide to offer physicians the possibility to prescribe and reimburse digital health apps as of the end of the year 2020.

Objective: Considering the lack of knowledge about correlations with the likelihood of use among physicians, this study aimed to address the question of what makes the use of a digital health app by physicians more likely.

Methods: We developed and validated a novel measurement tool—the Digital Health Compliance Questionnaire (DHCQ)—in an interdisciplinary collaboration of experts to assess the role of proposed factors in the likelihood of using a health app. Therefore, a web-based survey was conducted to evaluate the likelihood of using a digital app called DemPredict to screen for Alzheimer dementia. Within this survey, 5 latent dimensions (acceptance, attitude toward technology, technology experience, payment for the time of use, and effort of collection), the dependent variable likelihood of use, and answers to exploratory questions were recorded and tested within directed correlations. Following a non–probability-sampling strategy, the study was completed by 331 physicians from Germany in the German language, of whom 301 (90.9%) fulfilled the study criteria (eg, being in regular contact with patients with dementia). These data were analyzed using a range of statistical methods to validate the dimensions of the DHCQ.

Results: The DHCQ revealed good test theoretical measures—it showed excellent fit indexes (Tucker-Lewis index=0.98; comparative fit index=0.982; standardized root mean square residual=0.073; root mean square error of approximation=0.037), good internal consistency (Cronbach α=.83), and signs of moderate to large correlations between the DHCQ dimensions and the dependent variable. The correlations between the variables acceptance, attitude toward technology, technology experience, and payment for the time of use and the dependent variable likelihood of use ranged from 0.29 to 0.79, and the correlation between effort of the collection and likelihood of use was −0.80. In addition, we found high levels of skepticism regarding data protection, and the age of the participants was found to be negatively related to their technical experience and attitude toward technology.

Conclusions: In the context of the results, increased communication between the medical and technology sectors and significantly more awareness raising are recommended to make the use of digital health apps more attractive to physicians as they can be adjusted to their everyday needs. Further research could explore the connection between areas such as adherence on the patient side and its impact on the likelihood of use by physicians.

(JMIR Form Res 2022;6(6):e35961) doi:10.2196/35961
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Introduction

Background

The populations in Germany and the United States are characterized by a growing proportion of people aged >60 years [1,2]. As an age-related disease, Alzheimer dementia is of particular importance in our society [3,4] as approximately 5% of people aged >65 years already experience severe dementia, and another 10% experience mild to moderate dementia [5]. Owing to this demographic development, the number of patients with dementia is increasing [6,7]. As early detection of dementia offers the patient the opportunity to manage daily issues such as finances and insurance by themselves [8], it has led to the rising importance of dementia detection, especially in the early stages [9,10].

Dementia is a disease with various causes that entails an above-average loss of intellectual skills. The main group of people affected is in an advanced age of >65 years [5]. The course of dementia is usually chronic or progressive, affecting the higher cortical functions (eg, memory, orientation, cognition, learning, language, and judgment), motivation, social behavior, and emotional control of the person with the disease [11].

Approximately 60% of patients with dementia experience the so-called Alzheimer disease, which usually begins insidiously and leads to death after approximately 5 to 10 years [5].

To support the early detection of dementia, it is possible to use mobile solutions such as apps on smartphones or tablets. In this way, the financial burden on the health system can be reduced [12,13] as there is a time saving of up to 30% in comparison with traditional solutions [14]. There are further studies worldwide that also report time savings by using digital solutions (eg, in Austria [15], Germany [14,16-18], and the United States [12,13,19]), including the special case of dementia screening [16].

Owing to the ease of accessibility [14], many physicians and patients like to use smartphones for remote diagnosis [20]. Furthermore, physicians describe apps for diagnosis as the most useful implementation in the eHealth sector [21].

In addition, an interdisciplinary exchange is facilitated in the use of technological tools [22], which is good for research and provides a more accurate picture of diseases such as dementia because of larger data sets available and the possibility of monitoring patients longitudinally with a high temporal resolution [14]. Therefore, universities and the health care systems of every country should have a great interest in developing and promoting the use of technology [23].

Hereby, an improvement in treatment can be established [24,25], and medical apps can be considered very useful tools in prevention and therapy [15] as they are considered not only for use in diagnosis but also for remote monitoring of patients [21].

An example is monitoring patients with Alzheimer disease using the Android app iWander [4] to analyze their location using GPS to make life easier and minimize financial burden [20].

Apps such as these make it easier to care for patients with chronic diseases [21], and diagnosis apps permit early intervention, for example, through cognitive training for Alzheimer disease, which has been shown to have a positive impact on disease progression [26].

Prior Work

In Germany, approximately 1 in 5 physicians stated that they use technical aids in their contact with patients (eg, to support patient information or diagnostics), making this a frequently used device [27].

To analyze what exactly influences the use of technical aids, there are some studies in the United States in which it was found that a positive attitude toward smartphones or toward one’s own ability to use them has a positive influence on the frequency of use [28,29].

Other groups of researchers have found that even observability, compatibility, job relevance, personal experience, and the internal and external environment influenced the attitude toward using a smartphone [30] and that the perceived usefulness also has an impact [29].

There are 3 groups of physicians: one-third are neutral, one-third welcome technical progress, and the other third is skeptical [31], especially concerning data security [18,22,24,25,27] and confidentiality [32,33], legal ambiguities, or a risk of abuse [18].

However, according to another study, there seem to be sophisticated approaches that increase transparency in apps for the user (eg, the physician) [13]. There are also strict rules for apps in Germany to be covered by health insurance via prescription as this requires a certification as a medical device [34] and also that safety can be ensured [35]. In the United States, it also depends on what the app is to be used for and which rules apply to it. For example, medical apps need approval from the Food and Drug Administration or a certification from private sources; however, these certifications are expensive [13].

Therefore, many app developers circumvent these often long-lasting certification processes by not considering the billing of health insurance as an option or by declaring their app only as an accompaniment but not a diagnostic instrument. The latter explains why there are some apps on the market for digital dementia screening that often do not fulfill medical criteria, such as those provided by the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition [36], for testing complex attention, executive functions, learning, and memory or language [37,38], which explains the physicians’ demand for a binding test seal [39].
Many app developers also disclose little information in the apps [40]. An attempt to establish a reliable seal for consumers in Germany is the HealthOn-Apps Ehrenkodex (code of ethics), which is intended to provide guidance by checking the app for a data protection notice, author information, source information, freedom from advertising, financing information, contact data, and imprint [40].

Another point to consider when using apps in medicine is the age of the physician and the patient. Older patients usually make more frequent visits to physicians because of age-related conditions but are the least likely group to use smartphones [13]. For example, in Austria, approximately 64% of younger individuals (aged <44 years) and only approximately 39% of older individuals (aged >44 years) use a smartphone [15]. Unfortunately, however, age and age-related limitations are often not considered by developers, which leads to avoidable difficulties in use [27,41].

This is happening even though it has long been known that differences in attitudes toward technology can be attributed to the age and educational level of the participants (physicians and patients) [27]. For example, a Swiss study identified a group of younger participants among physicians with a positive attitude [42], and a German study found that younger participants rated the opportunities for digitization significantly higher (aged 20-29 years: 93% compared with aged >70 years: 44%) [18].

Goal of This Work

There is limited research worldwide on the acceptance of mobile health technologies among physicians [43], and the mass of offerings (apps) is difficult to sort through [44]. In addition, most research is limited to the patient side [45], which is why more attention should be paid to the needs of physicians in the development that is already taking place [13,34]. To this end, a collaboration between behavioral researchers and developers is of great importance and could lead to better results concerning the health care system [13].

When it comes to the question of how exactly an app must be designed so that physicians are willing and motivated, the factors that correlate with the likelihood of use should be examined more closely. A well-designed app could support the diagnosis, disease monitoring, and treatment of patients with chronic diseases, especially in low-income countries [13]. Moreover, medicine in general could achieve more efficient information exchange and collaboration [14,22] and, thus, better care [24,25].

The test theoretical evaluation of the Digital Health Compliance Questionnaire (DHCQ) using confirmatory factor analysis (CFA) is to be defined as an initial goal whereby the latent conditions but are the least likely group to use smartphones [13]. For example, in Austria, approximately 64% of younger individuals (aged <44 years) and only approximately 39% of older individuals (aged >44 years) use a smartphone [15]. Unfortunately, however, age and age-related limitations are often not considered by developers, which leads to avoidable difficulties in use [27,41].

From these 6 dimensions, five hypotheses can be derived: (1) the likelihood of using the app is positively related to its acceptance (hypothesis 1), (2) the likelihood of using the app is positively related to the attitude toward technology (hypothesis 2), (3) the likelihood of using the app is positively related to technology experience (hypothesis 3), (4) the likelihood of using the app is positively related to the payment for the time of use (hypothesis 4), and (5) the likelihood of using a survey method is negatively related to the effort of collection (hypothesis 5).

In addition to the main hypotheses, secondary research questions were posed, which will be discussed in more detail in the Results and Discussion sections: (1) Does age of the test person correlate with technology experience as well as attitude toward technology? (2) Does it matter whether the app is declared as a medical device? (3) What role do concerns about data protection play? (4) Do physicians think that the time required for a dementia screening via app is higher for older people? (5) Is digital support for early monitoring of disease progression desired? (6) Can physicians imagine having a screening carried out under the supervision of a physician’s assistant or would they even trust a result brought from home or a test carried out alone in the waiting room?

Methods

Research Design

The data collection was implemented as a web-based survey using the tool SoSci Survey (version 3.2.21; SoSci Survey GmbH) and was conducted in February and March 2021. After adjustment, 301 participants remained to be included in the evaluation (Sampling Design and Recruitment). Statistical analysis was conducted using the statistical programming language R (version 4.0.4; R Foundation for Statistical Computing) as implemented in the R Studio environment. The CFA was used with the packages lavaan [47] and semPlot [48] using the commands sem and semPaths. Correlational hypotheses were tested using the command cor.test and illustrated using the package ggplot2 [49].
Sampling Design and Recruitment

The required sample size was estimated using G*Power (version 3.1.9.7; University of Düsseldorf) assuming an \( \alpha \) of .05 and a power of \( 1 - \beta \) of .80. Despite intensive research, we could not find any comparable studies that would have made a priori sample size planning possible. The effect size was estimated by the consortium to be small \( (r = 0.1 \text{ according to Cohen [50]}) \) to obtain a feeling for the implementability of the study. This resulted in a sample size of 67 participants. Compensating for an attrition rate of 15%, we had to acquire \( \geq 78 \) participants.

To recruit physicians, we followed a non–probability-sampling strategy and contacted all of the 16 regional Associations of Statutory Health Insurance Physicians (Kassenärztliche Vereinigungen) in Germany, the Association of General Practitioners (Hausärztekammer), the German Medical Association (Bundesärztekammer), and the German Society for General Practice and Family Medicine e.V. On the basis of these initial contact requests, a successful contact was established with the Associations of Statutory Health Insurance Physicians of the states of Baden-Württemberg, Thuringia, and Saxony. The physicians were recruited through the channels shown in Figure 1.

![Recruiting channels](image)

**Baden-Württemberg**
- Circular email
- 6800 addressees
- General practitioners and neurologists

**Thuringia**
- Web-based live ticker
- All physicians

**Saxony**
- Content of the website
- All physicians

Study Sample

A total of 830 physicians participated in the study (Figure 2). Physicians who did not complete the survey were excluded from the study (fully completed: 331/830, 39.9% of the participants). In addition, there were 2.3% (19/830) of participants who only insufficiently or not at all completed the control question *To ensure the evaluability of the study, please briefly describe in your own words what the DemPredict application is supposed to do* (test participants 55, 147, 218, 224, 279, 360, 369, 417, 419, 452, 468, 480, 541, 593, 601, 647, 656, 709, and 731).

Furthermore, 11 physicians from nonrelevant specialties (definitely not in contact with patients with dementia or involved in dementia diagnosis) worked on the study (test participant 61, research associate; test participant 330, cardiology; test participant 574, orthopedics; test participant 587, dermatology; test participant 641, surgery; test participant 649, oncology; test participant 771, pediatrics; test participant 786, urology; test participant 797, gynecology; test participant 837, trauma surgery or orthopedics; and test participant 870, anesthesiology). They were also subsequently removed from the data set.

![Study sample](image)

Participants: 830  Survey completed  Fully completed: 331  Control question and specialization  After removing: 301

Ethics Approval

The study was approved with ethical approval number LEK-319 (application date April 02, 2021) by the local ethics committee of the University of Koblenz-Landau, Germany. The study is replicable because of the transparent design of the questionnaire. All participants were informed of the voluntary nature of their participation, their anonymity, and the possibility of asking questions. They agreed to the privacy policy by marking a checkbox in the web-based questionnaire.

Data Collection: Factors Determining Likelihood of App Use

Data collection was performed with a designed questionnaire called the DHCQ (Multimedia Appendix 1 [26]), which was partially based on items from other studies [51-53]. It is divided into 7 sections. In addition to demographic data, the survey asked about technology experience and attitudes toward technology. The questionnaire encompassed open- and close-ended or multiple-choice items. Information on the app DemPredict was followed by questions about attitudes toward this app and the requirements that such an app must fulfill to be used successfully in standard care.

The 2 dimensions *attitude toward technology* and *technology experience* are common dimensions in the literature [51-53], to which only new items were added. To define the new dimensions *acceptance*, *survey effort*, and *payment*, an interdisciplinary expert committee of psychologists, geriatricians, pedagogues, and engineers was formed, which discussed the items for these new dimensions.

To verify the proper understanding of the survey items and to reduce additional errors such as spelling or formatting errors, several pilot data sets were acquired within the research group by 3 members of the medical staff and 3 engineers beforehand.
Statistical Analysis

Overview

The 5 main hypotheses were all directly correlational. Thus, 1-sided Pearson correlations with a significance threshold of \( P = .05 \) were used to assess statistical significance. The Pearson correlation coefficient \( (r) \) was used as an effect size measure.

Item Analysis

Descriptive statistics were used to assess the suitability of the items and scales for the subsequent CFA and correlational analysis. Therefore, we computed measures of location (arithmetic mean and median), dispersion (SD), and shape (skewness and kurtosis; Tables S1 and S2 in Multimedia Appendix 2). To assess the normality of the items, a skew value of >2 or kurtosis of >7 was considered nonnormal [54]. The level of discrimination should be >0.3 to be good and >0.39 to be excellent [55]. Difficulty in this questionnaire was not similar to measuring the difficulty of solving an item but can be defined as endorseability [56] because a Likert scale was used. A difficulty range of 30 to 60 was good, a lower range was difficult, and a higher range was easy [57].

To interpret the \( P \) values from the Pearson correlations for the main hypothesis, the assumption of bivariate normality must be fulfilled. To test this assumption, the Shapiro-Wilk test was used. We used bias-corrected and accelerated bootstrapped Pearson correlations to obtain robust correlation statistics (1000 iterations).

CFA Component

To test the validity of the measurement model and to illustrate correlations, we decided to use a CFA to support the previous theoretical considerations.

The graphical representation of the parameters is shown in Figure 3.

From this, we can define formulas, of which one is shown as follows using 1 item as an example: \( EA01 = \lambda1 \times \) acceptance + 0 × attitude + 0 × experience + 0 × effort + 0 × likelihood of use + \( \delta1 \).

The CFA is overidentified as, with 68 unknown variables—loads \( (\lambda; 32) \) + error variances \( (\delta; 32) \) + correlations \( (r; 4) \)—a total of 528 known variables can be identified (\( \Box \) with \( n=32 \)). Thus, parameter estimation and goodness-of-fit testing were possible. To check whether the model-theoretical covariance matrix differed significantly from the observed matrix, parameter estimation was performed [58]. Owing to the very coarse scale (values from 1 to 5), the skewness of the items and scales [59] (Item and Scale Analysis), and the ordinal scaling of the items [60], parameter estimation should not be performed using the maximum likelihood method for these data. Nevertheless, to be able to test the a priori assumption regarding the latent constructs (measurement model), we decided to perform parameter estimation using the diagonally weighted least squares (DWLS) estimator, which is more robust for nonnormally distributed and ordinal data [60], to be able to evaluate the model fit in the next step.

To describe the fit of a model, fit indexes such as the standardized root mean square residual, the root mean square error of approximation, the comparative fit index (CFI), and the Tucker-Lewis index (TLI) were used. For the badness-of-fit measures (standardized root mean square residual and root mean square error of approximation), lower values (approximating 0) indicated a high model performance and, for the goodness-of-fit measures (CFI and TLI), higher values (approximating 1) indicated a high model performance [61]. As the model chi-square is not very reliable for large samples, especially with skewed item distributions, it will not be considered as a model performance measure in our sample because the dependence of the probability of error \( \beta \) on the sample size [58] quickly results in a significant value for 301 participants.

Everything needed to determine validity is found in the output of the CFA [62,63]. Convergent validity can be described by good factor loadings, which do not cross-load on nonrelevant constructs [64]. Both convergent and discriminant validity are represented in good model fit indexes (in this study, CFI and TLI) [61]. Internal consistency was assessed using the Cronbach \( \alpha \) [64], with \( \alpha > .70 \) being recommended and \( \alpha > .90 \) considered as redundant [64-66].
Results

Overview
The results of this study are presented in the following sections. First, the distribution of the demographic data in the sample is shown, followed by a description of the item and scale scores and the results of the CFA. After that, we examine the reliability and validity of this study and, finally, explain the results of the hypotheses and exploration.

Sample Statistics
The age of the participants was approximately recorded by age groups to simplify the evaluation. This ranged over 4 groups specified in years (<30 years, 30-45 years, 45-60 years, and >60 years), which is why it is not useful to specify the mean and SD.

When specifying the gender, there were 3 selection options in the questionnaire (male, female, and diverse), and it can be said that the sample was balanced regarding gender types Male and Female. In this study, the specialty of the attending physician played a role as domain knowledge about dementia should be present, which is why it was included in the survey. All sociodemographic data are shown in Table S3 in Multimedia Appendix 2.

Item and Scale Analysis
All measures of central tendency and dispersion can be found in tables with item and scale values in Multimedia Appendix 2. It is noticeable that the items and scales partly show skewness. Moreover, as the data are ordinally scaled and the scale is only 5 levels, the methodology of the CFA was adapted (DWLS instead of maximum likelihood as parameter estimation). The difficulty range in 12 items was between 30 and 60 and, in the other items, between 60 and 82. Regarding the fact that items such as Electronic devices make my everyday life easier or A wisely designed application can support an anamnesis just as well as a paper test clearly are easier to respond to, these were acceptable values to continue the evaluation [56,57]. The level of discrimination in all items except the item that represents the effort for testing with tools such as DemPredict under the supervision of an assistant (item NW09.m: 0.08) was between 0.27 and 0.79, which are good to excellent values (Table S1 in Multimedia Appendix 2). In addition, the scales were tested for their normal distribution using the Shapiro-Wilk test to check the characteristic values. It can be seen that they are not normally distributed except for the dimension attitude toward technology (Table S2 in Multimedia Appendix 2). However, owing to the sample size of 301 participants, the data could be evaluated and interpreted [54,58]. As shown in Figure 4, the dimensions acceptance, attitude, experience, effort of collection, and likelihood of use were all checked for outlier values. No abnormalities were found either.
Now that the measurement model has already been specified, the model fit is examined in more detail and the results are presented. After specifying the measurement model by graphical representation, setting up the equations, and checking the identifiability as well as the parameter estimation using the DWLS estimator, the overall model fit (Table 1) can be judged as acceptable [67].

Thus, the measurement instrument can be classified as functional and used as a basis for further data processing. The presentation of the results of the CFA is shown in Figure 5.

At this point, the correlations of the latent dimensions can be considered, which will be further explored in the follow-up by testing the hypotheses. It can be observed that all items show a satisfactory to very good loading and—matching the acceptable to very good fit indexes—correctly reflect the respective dimensions (Figure 5). A good construct convergent validity was indicated by the high factor loading, which can be classified as good (>0.55) [64,68]. Moreover, the goodness-of-fit indexes CFI and TLI (Table 1) indicated a very good overall model fit [61] and were also a sign of good discriminant validity [64,69]. As the instrument could generalize well [64] in specialties other than dementia, a good external validity was also expected. It can be used for every health app with only minor adjustments—such as in the dimension acceptance of the app, which was adapted to the app DemPredict (Hypotheses and Schinle et al [16,46]). The Cronbach α indicated a very good reliability with a value of .83 (95% CI 0.8-0.86) [65]. The power of the study in the total sample with an α error level of .05 and a sample size of 301 participants was 1. As there is a relationship between power, sample size, and postulated effect size and because of the dependence of the probability of the β error on sample size [58], the interpretability of the significance of the results was questioned, leading us to take the following further step: using 4 randomly generated subsamples, the power was recalculated. Now, a slightly different picture emerges from the overall sample. With a sample size of 75 and an α error level of .05, the average power was 0.966. As, in a Pearson correlation, the correlation coefficient r represents the effect size, the effect sizes are also reported and can be used by a replication study or a study in a similar field in a priori sample size planning.

Table 1. Model fit indexes.

<table>
<thead>
<tr>
<th>Indexes</th>
<th>Actual value</th>
<th>Set point</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSEA(^a)</td>
<td>0.037</td>
<td>&lt;0.08</td>
</tr>
<tr>
<td>SRMR(^b)</td>
<td>0.073</td>
<td>&lt;0.10</td>
</tr>
<tr>
<td>CFI(^c)</td>
<td>0.982</td>
<td>&gt;0.90</td>
</tr>
<tr>
<td>TLI(^d)</td>
<td>0.980</td>
<td>&gt;0.95</td>
</tr>
</tbody>
</table>

\(^a\)RMSEA: root mean square error of approximation.  
\(^b\)SRMR: standardized root mean square residual.  
\(^c\)CFI: comparative fit index.  
\(^d\)TLI: Tucker-Lewis index.
Figure 5. Results of confirmatory factor analysis for structured equation model. ET: Attitude toward Technology; TE: Technical Experience; NW: Probability of Use; EA: Attitude toward App Acceptance.

Evaluation Outcomes

Main Hypotheses

All hypotheses were tested for robustness (Table 2). For this purpose, previous analyses were performed on the normal distribution (Item Analysis). As the sample with n=301 is larger than n=30, it can be assumed that the values are nevertheless robust despite not being normally distributed, and significance tests can be performed [58].

It can be stated that all 5 hypotheses can be confirmed with good significance values (also considering the sample size) for this purpose compared with the 4 subsamples (see power). All correlations are in a medium- to high-value range and, thus, show clear correlations (Figure 6; Figures S1-S5 in Multimedia Appendix 2).

Table 2. Statistical values of the hypotheses.

<table>
<thead>
<tr>
<th>Factors</th>
<th>1-tailed t test (df)</th>
<th>P value</th>
<th>Correlation (95% CI)</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptance+likelihood of use</td>
<td>14.822 (299)</td>
<td>&lt;.001</td>
<td>0.65 (0.59 to 1.00)</td>
<td>Large</td>
</tr>
<tr>
<td>Attitude+likelihood of use</td>
<td>8.356 (299)</td>
<td>&lt;.001</td>
<td>0.44 (0.35 to 1.00)</td>
<td>Medium-large</td>
</tr>
<tr>
<td>Experience+likelihood of use</td>
<td>5.228 (299)</td>
<td>&lt;.001</td>
<td>0.29 (0.20 to 1.00)</td>
<td>Medium</td>
</tr>
<tr>
<td>Effort+likelihood of use</td>
<td>22.09 (299)</td>
<td>&lt;.001</td>
<td>0.79 (0.75 to 1.00)</td>
<td>Large</td>
</tr>
<tr>
<td>Payment+likelihood of use</td>
<td>−22.97 (299)</td>
<td>&lt;.001</td>
<td>−0.80 (−1.00 to −0.76)</td>
<td>Large</td>
</tr>
</tbody>
</table>
Secondary Research Questions

Correlation of the Age of the Test Person With Technology Experience as Well as Attitude Toward Technology

As Figure 7 clearly shows, there is a correlation between technical experience and age, and it can be observed that the median decreases with increasing age. As the graph of attitude toward technology is very similar, it can be assumed that there is a negative correlation between experience and attitude and age (ie, experience decreases and attitude deteriorates with increasing age).

Effect of the App Being Declared as a Medical Device

The mean value for item NW07—If the application is certified as a ‘medical device,’ this increases the likelihood of using it—was 3.38 (SD 1.29) on a scale of 1 (does not apply) to 5 (applies), which is well above the mean. The modal value of 4 (rather applies) also indicates the clear direction that an app declared as a medical device is better accepted (Figure S6 in Multimedia Appendix 2).

Role of Concerns About Data Protection Play

Item EA03—I have concerns about problems with data protection—had a mean value of 3.54 (SD 1.21) on the same scale of 1 to 5, which is also well above the mean. Here, the modal value of 4 also shows a clear tendency toward worries about data protection. As data protection is a very important factor, Figure 8 underlines this statement.
Figure 8. Concerns about data protection.

Physicians’ Thoughts About Whether the Time Required for a Test via App Is Higher for Older People

Item EA05—I think it is more time-consuming to use an app with older people than a paper test—showed a disagreement among physicians, which is also reflected in the mean value (2.97, SD 1.14). Answer option 3 (partly applies) received the most votes, and a symmetrical picture of the remaining answer options was formed whereby critical and uncritical votes balanced each other out (Figure S7 in Multimedia Appendix 2).

Need of Digital Support for Early Monitoring of Disease Progression

The question of whether they would like digitally supported monitoring of the course of the disease (item NW12) was answered by 86% (259/301) of the physicians with yes. Among the 301 votes, there were 4 (1.3%) abstentions (Figure S8 in Multimedia Appendix 2).

Physicians’ Concerns about Having a Screening Carried Out Under the Supervision of a Physician’s Assistant or the Result Brought From Home or a Test Carried Out Alone in the Waiting Room

A total of 48.5% (146/301) of the physicians could not imagine relying on a test result brought in by the patient. Approximately one-third (102/301, 33.9%) of the participants answered the question with maybe and partly filled in a free-text field provided with reasons. Processing in the waiting room without supervision also encountered skepticism. The mean value of the question of whether the physicians would allow the test to be performed in the waiting room without supervision was 2.64 (SD 1.22), and the most frequently selected answer was rather does not apply (Figure S9 in Multimedia Appendix 2). However, they were very open to the idea of having the test performed under the supervision of a physician’s assistant to save time on the part of the physician. Most respondents decided to select the answer rather applies (122/301, 40.5%) or applies (59/301, 19.6%). The high mean score (3.52, SD 1.17) also indicates a clear direction in the responses (Figure S10 in Multimedia Appendix 2).

Discussion

Principal Findings

As more and more older people live in Germany [1] and the United States [2], age-related diseases such as dementia [3-5,7,9] will continue to increase. Thus, advancing technology to support early diagnosis and low-threshold access to care is becoming more important [8-10,22].

However, for a novel technology to be accepted and more likely to be used, it must be adapted to the different stakeholders. This led us to the guiding research question of what physicians need for the use of an app and what correlations exist on the part of skills and attitudes toward technology.

It turned out that the acceptance of this app was particularly important, with a correlation of 0.65. Attitude toward technology also played a decisive role ($r=0.43$), followed by technology experience ($r=0.29$). However, by far the most important factors were payment for the time of use ($r=0.79$) and the effort of the collection ($r=-0.80$).

Accordingly, the results show high correlations between the latent dimensions and the probability of use by the treatment providers. The expectations of the results were met, the theoretical considerations could be substantiated with partly very high correlations, and the significance was in a very good range even in smaller subsamples. This again allows for a very reliable interpretation and strengthens the importance of the investigated dimensions. From this, conclusions can be drawn for researchers and the need for action can be specified.

Comparison With Prior Work

To further increase the acceptance of individual apps, efforts need to be more targeted to meet the requirements from physicians’ perspectives. The physicians would like the apps to be easy to use and evaluate and would also like the results to be presented in a comprehensible way (see the free-text fields in Multimedia Appendix 1). The free-to-use app of the World Health Organization—the mhGAP Intervention Guide for mental, neurological, and substance use disorders in nonspecialized health settings from the Mental Health Gap Action Programme—could be a low-threshold entry point [70].
However, there is still a lack of communication between developers and practitioners, which was partly reflected in frustration in this study. Answers in free-text fields, such as “More sales than science, though?” (test participant 227) or “Many people want to make money with physicians…” (test participant 204), show this great skepticism on the part of the medical profession (as well as Commercialism and Wild West Relationships [44]) but are counterbalanced by comments such as “I expressly welcome your efforts, as the coming generations will certainly be accustomed to digital formats” (test participant 375), which also fits with the year-on-year comparison in 2016 to 2017, in which the rates for “I think the development is good…” increased significantly from 12.5% to 23.5% [24].

Thus, despite skepticism, it can be assumed that there is an openness among treatment providers to engage with the technology of a specific app, which is evident in comments such as “I would apply it [...] if colleagues report positive experiences.” This also fits with results from previous studies, where 42.6% of respondents voted for “I think the development is good in principle, but wait until there is more experience with it” [24], and there is a fundamentally positive attitude among physicians [42].

Furthermore, concerning the current skepticism, hope can be placed in a generational change among the treating physicians as our data showed a correlation between the age of the participants and their attitude toward technology or their experience with technology. This can be explained by the fact that younger participants have already grown up with technology, which also fits with a Swiss study (“Among the very positively attuned physicians, a group with a high proportion of younger and stationary physicians could be identified” [42]) and other studies and articles worldwide [13,15,18,27,41]. Therefore, technology experience may become less important in the future because of the postmaturing generation of the physician workforce.

To close this gap, consideration should be given on the part of policy makers but also by developers to make the transition to digital methods easier and more attractive. For example, in other free-text fields in our study, physicians suggested offering a 30-day trial or providing better information and making the switch easier using explanatory videos, webinars, information sheets, or demonstration versions.

Nevertheless, a well-adjusted app has great potential to be used even in older groups of physicians because of saved effort and, therefore, also better payment (hypotheses 4 and 5). The time-saving argument was an important factor in our study, as in many others [12-19].

The answers to the exploratory questions also provide a picture consistent with the literature. For most physicians, an app must be declared as a medical device. This supports other surveys in which a binding test seal is demanded [39] and is one of the prerequisites for billability with the health insurance fund in Germany [34] and approval by the Food and Drug Administration in the United States [13], which in turn is considered important by most practitioners for the use of an app. Developers should focus on certification as a medical device, for example, because of the additional safety [35] or because of the health care system requiring it [13,34].

The question of whether physicians have concerns about data protection was predominantly answered with rather applies, which matches the results of other studies [18,22,24,25,27,32,33], indicates a great need for more education regarding the technology and its safety, and supports efforts such as a seal for consumers [40].

Limitations

It becomes clear that developers of apps must pay attention to the relationship between the attitude toward technology and technology experience by the target group of physicians to make any age-appropriate adjustments that make it easier for physicians to use the app. Here, a less coarse division of the age groups would have been useful for a better assessment of the correlation between age and technology experience, which should be considered in further studies on this topic.

As general practitioners play an important role in dementia diagnoses because of their proximity to the patient [8], this study focused predominantly on them. However, these physicians are usually not specialists, and the results are not transferable to the entire medical profession. This has an impact on the final results as it can be assumed that some test persons are not as familiar with the clinical picture of dementia as specialists in the fields of neurology or geriatrics.

It would be beyond the limits of this work to survey physicians throughout Germany or even Europe or the world as a large proportion of participants were recruited via a circular mail from the regional Association of Statutory Health Insurance Physicians of the German federal state Baden-Württemberg. This results in a strong overrepresentation of participants from this federal state and, therefore, the results, assuming differences between east and west or north and south, cannot be generalized to Germany or beyond as a whole.

Outlook

Research should be significantly expanded in the field of dementia screening app development to further reduce existing skepticism [18,22,24,25,27,32,33] and increase confidence in the technology. It should be noted that misdiagnosis using poorly developed apps is dangerous [8] and can have far-reaching consequences.

Some physicians also worry about an increase in time spent using apps to diagnose dementia in older people (Secondary Research Questions). As the samples in other studies on the DemPredict project were far too small to make a statement about the behavior of older people when using the app, we recommend further research in this field to positively encourage the medical profession to also rely on the technical assistance of the app for dementia diagnoses in older patients provided that it has been tested on older and already affected patients [46,53].

Further research is needed based on the study result that digital support is desired for early monitoring of the course of the disease in patients with dementia and the uniform picture that physicians can imagine having a digital test performed by a physician’s assistant (Secondary Research Questions). Here,
elaboration and further interviews are necessary to create a clearer offer for the use of these 2 options.

Sentences such as “I don’t know if my clientele will engage with an app. They always look for a personal conversation with the doctor” (test participant 115) indicate a problem not considered in this study: acceptance (adherence) on the patient side, which of course also influences the use of the app by the physician. Here, future research should not lose sight of the connection and consider a meta-analysis from both sides of the likelihood of app use to create a more homogeneous picture of the factors influencing it. For this, interdisciplinary collaboration among technology, medicine, and psychology is essential, which is why we want to encourage further work in an interdisciplinary context.

Finally, the questionnaire developed in this study can also be used with minor adaptations in other medical fields that want to work with digital apps to obtain the opinions of medical specialists.

Conclusions

The DHCQ revealed good test theoretical measures and showed signs of moderate to large correlations between the DHCQ dimensions acceptance, attitude toward technology, technology experience, payment for the time of use, and effort of the collection and the dependent variable likelihood of use. Although there were some critical voices within the group of physicians, it can be shown that there is a positive attitude and a disposition to cooperate in the development of supporting apps. It becomes clear that the likelihood of use of apps depends on more than a “good programmed app” but also requires interdisciplinary communication. The concerns about data protection and the fact that there are many apps on the market and few controls do not create an environment of confidence. However, if developers can gain the trust of physicians and mutual listening can take place to leverage the demonstrated correlations with age, experience, attitude, acceptance, effort, and payment, it is possible to work together to bridge these difficulties and enable better customization of apps to meet physicians’ needs.

Indeed, dementia is a disease that promises a better future if diagnosed early, but it is not the only one with a gradual progression and better prospects if diagnosed early. There is a great need for good and profitable measurement tools that are accepted by all stakeholders. However, this can only be achieved by involving physicians in the development of their working material.
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Abstract

Background: Sickle cell disease (SCD) is the most common inherited blood disorder affecting millions of people worldwide. Most patients with SCD experience repeated, unpredictable episodes of severe pain. These pain episodes are the leading cause of emergency department visits among patients with SCD and may last for several weeks. Arguably, the most challenging aspect of treating pain episodes in SCD is assessing and interpreting a patient’s pain intensity level.

Objective: This study aims to learn deep feature representations of subjective pain trajectories using objective physiological signals collected from electronic health records.

Methods: This study used electronic health record data collected from 496 Duke University Medical Center participants over 5 consecutive years. Each record contained measures for 6 vital signs and the patient’s self-reported pain score, with an ordinal range from 0 (no pain) to 10 (severe and unbearable pain). We also extracted 3 features related to medication: medication type, medication status (given or applied, or missed or removed or due), and total medication dosage (mg/mL). We used variational autoencoders for representation learning and designed machine learning classification algorithms to build pain prediction models. We evaluated our results using an accuracy and confusion matrix and visualized the qualitative data representations.

Results: We designed a classification model using raw data and deep representational learning to predict subjective pain scores with average accuracies of 82.8%, 70.6%, 49.3%, and 47.4% for 2-point, 4-point, 6-point, and 11-point pain ratings, respectively. We observed that random forest classification models trained on deep represented features outperformed models trained on unrepresented data for all pain rating scales. We observed that at varying Likert scales, our models performed better when provided with medication data along with vital signs data. We visualized the data representations to understand the underlying latent representations, indicating neighboring representations for similar pain scores with a higher resolution of pain ratings.

Conclusions: Our results demonstrate that medication information (the type of medication, total medication dosage, and whether the medication was given or missed) can significantly improve subjective pain prediction modeling compared with modeling with only vital signs. This study shows promise in data-driven estimated pain scores that will help clinicians with additional information about the patient’s condition, in addition to the patient’s self-reported pain scores.

(JMIR Form Res 2022;6(6):e36998) doi:10.2196/36998
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Introduction

Background

Sickle cell disease (SCD) is a family of genetic blood disorders that affects >20 million people worldwide [1], the most prevalent complication of which is pain. Pain crises in SCD are strongly linked to increased medical costs, morbidity, and mortality [2]. During childhood, SCD often presents as unpredictable, severe, acute pain episodes characterized by pain periods ranging from hours to weeks, which usually occur a few times a year. The most challenging aspect of treating pain episodes in SCD is the assessment and interpretation of the patient’s pain intensity level [3,4]. However, in current clinical practice, patient self-reporting is the gold standard approach to determining the absence, presence, and severity of pain [4,5].

Furthermore, because of the subjective nature of pain, it is challenging for clinicians to precisely ascertain the severity of the patient’s pain. This assessment is particularly difficult in patients with chronic pain. Furthermore, effective treatment strategies for patients with SCD, such as intravenous opioid therapy, are palliative. Ultimately, as pain is inherently subjective, medical providers and patients have difficulty in determining the ideal treatment and management strategies for pain. As a result, there has been an increasing focus on developing and implementing pain prediction models from objective measures over the past several years [3,4,6-8]. However, in addition to the slow development of these models, the difficulty also lies in understanding the severity of a patient’s pain level and their response to pain management strategies.

Currently, the standard treatment protocol for painful episodes associated with SCD includes rest, aggressive hydration, treatment of any underlying infections or other complications, and a focus on analgesics such as opioids [9,10]. However, there is wide variability in the management of painful episodes in hospitals. Variations in practice reflect different views about the suitability of opioids, such as concerns of dependence on opioids. In addition, each patient has historical differences in pharmacological management strategies for acute pain associated with SCD include opioids, nonopioids, and adjuvant analgesics or coanalgesics. Medication strategies for chronic pain are diverse and lead to substantial variability. Hence, it is essential to consider the inclusion of pain medication when modeling pain prediction.

The current literature shows an increasing focus on machine learning (ML) techniques to understand the various complexities associated with patient health in SCD [11-14]. Lazakidou et al [15] developed a personal electronic health record (EHR) to evaluate the deployment of an advanced web-based application platform that assessed health care professionals and patients to provide a more efficient and effective solution than that of the daily clinical routine. In their study, web-based solutions enabled patients to update and access their medical information. The system was examined with 3 varied patient groups comprising 150 patients with Parkinson disease, diabetes, and congenital heart disease engaged in 3 European clinics. The outcomes indicated that personal EHRs could provide better services in terms of user-friendliness, data management, comprehensiveness, and valuable content. Du et al [16] developed a microfluidic device that could examine the behavior of blood from patients with SCD. This device could also measure how long blood cells took to become stiff and get stuck in the blood vessels. A total of 25 patients with SCD were involved in their study. By using this device to evaluate blood samples, the researchers were able to decide how deoxygenation affected the sickling rates of red blood cells (RBCs), capillary stick rates, and how quickly the RBCs reshaped, especially when oxygen levels were restored. Knowlton et al [17] presented a sensitive, label-free, and specific testing platform to diagnose SCD using blood samples based on the density of sickle RBCs under deoxygenated conditions. Using this platform, they could differentiate between the levitation patterns of sickle and control RBCs in association with their degree of confinement.

In the face of the continued opioid crisis, the search for more objective measures of pain continues to evolve rapidly in medicine, and studies examining a variety of objective measures to predict pain have been published in recent years [7,18]. Prior studies have reported preliminary evidence that fluctuations in vital signs may be used to assess pain in patients in the intensive care unit [19] as acute pain leads to changes in vital signs [20]. These physiological measures include blood pressure, respiratory rate, oxygen saturation, temperature, and pulse rate. Nickerson et al [21] predicted pain scores—measured between 40 and 120 minutes after administering 10 mg of oxycodone—from pain score values before drug administration using 200 features for each patient in the electronic medical records data. Essential features included age, gender, Charlson comorbidity index, BMI, ethnicity, and International Classification of Diseases ninth edition code class. They predicted a postmedication (oxycodone) pain score with an accuracy of 66% using support vector regression. They concluded that these results would likely improve with more temporal data (eg, vital signs), which we explore in this study by using both vital signs and medication data to predict the severity of pain with multiple Likert scales, with the best performance of 82.8% accuracy using only 9 features, as shown in **Textbox 1**. Although most prior studies have explored this question in the context of misuse of pain medications (particularly regarding abuse of opioid medications), we used the pain medication provided to patients to predict the severity of pain. The ability to objectively and accurately predict pain severity and onset could result in more prompt and effective treatment of pain crises, leading to improved outcomes and encouraging more diligent use of medications [22]. Although there are complications associated with using medication data for prediction at the same time as pain measurements, we investigated their application here to provide a baseline for this comparison and open the door for future research involving dynamic pain and medication measurements. Our principal hypothesis was that pain medications help with better pain-related function and pain intensity management.

Several previous studies from our research group used EHR data to predict pain. Yang et al [4] initially demonstrated the
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feasibility of ML techniques on a limited data set of 5363 records from 40 patients during inpatient hospital visits to predict subjective pain scores from 6 objective vital signs with support vector machines (SVMs), achieving an accuracy of 58.2%. Alambo et al [8] examined 424 clinical notes from the same cohort of 40 patients to predict the prevalence of pain and whether pain increased, decreased, or remained constant. Padhee et al [6], using 6 objective vital signs and the nature of hospital visit information from 59,728 records of a different cohort of 47 patients over 5 consecutive years, demonstrated that with more data for each patient, the accuracy for pain prediction improved (accuracy of 65.3%). In this study, we demonstrated that with more data from a larger cohort of patients and medication information, the accuracy improved by 17.5% compared with Padhee et al [6] and by 24.6% compared with Yang et al [4].

Deep neural networks have been shown to contribute promising capabilities in learning complex patterns in data and have achieved remarkable success in several domains such as computer vision, natural language processing, and speech recognition. Recently, many efforts have been made to improve the performance of ML tasks in the field of biomedical and health informatics. Deep learning has previously been successfully used on EHRs to achieve both specific and general goals [23]; for instance, both Deep Patient [24] and Doctor AI [25] used unsupervised deep learning before supervised learning. As in many other applications, the challenge of missing data is common in ML studies applied to EHR data, which often contain entries with missing elements. These challenges arise as the data are manually collected from patients and may vary depending on circumstances. In this study, we address this challenge using variational autoencoders (VAEs) [26,27] to reconstruct missing data. VAEs are unsupervised deep feature methods that provide data reconstruction by probabilistically filling in the data between the encoding and decoding steps. As the encoder neural network typically expects a fixed-length vector as input, the question arises regarding what we can do with the missing values in the VAE encoder input. We followed the heuristic of replacing missing elements with fixed values [28,29]. Although VAEs have been previously applied to EHR data [30], we show here that they improve pain prediction capabilities from physiological signs with and without medication information.

Textbox 1. Data modalities and variables considered in this study.

<table>
<thead>
<tr>
<th>Vital signs</th>
<th>Medication</th>
<th>Pain</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Peripheral capillary oxygen saturation</td>
<td>• Medication type (5 classes)</td>
<td>• Self-reported pain score on a scale of 0-10 (0=no pain to 10=severe and unbearable pain)</td>
</tr>
<tr>
<td>• Systolic blood pressure</td>
<td>• Hydromorphone</td>
<td></td>
</tr>
<tr>
<td>• Diastolic blood pressure</td>
<td>• Acetaminophen</td>
<td></td>
</tr>
<tr>
<td>• Heart rate</td>
<td>• Ketorolac</td>
<td></td>
</tr>
<tr>
<td>• Respiratory rate</td>
<td>• Oxycodone</td>
<td></td>
</tr>
<tr>
<td>• Temperature</td>
<td>• Fentanyl</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Medication status (2 classes)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Given or applied</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Missed or removed or due</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Total medication dosage (mg/mL)</td>
<td></td>
</tr>
</tbody>
</table>

Objective
This study aimed to use vital signs and medication information collected from the EHR data of patients with SCD to predict patient-reported pain scores using ML techniques. In this paper, we propose to represent multiple data modalities in EHRs in high-level abstraction, vital signs, and medication information using deep autoencoder networks such as VAEs to predict pain intensity on varying Likert scales. Our specific contributions are as follows:
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1. To the best of our knowledge, we analyzed the most extensive EHR data of 126,519 records from 496 patients with SCD collected over 5 consecutive years and demonstrated that a larger patient cohort data improves model performance in pain prediction. We reduced the data to 33,000 records by removing data with multiple medication fields missing and then used them for our model evaluation.

2. We showed that pain medication information with vital signs data can improve pain prediction at varying pain rating scales (ie, different granularities).

3. We demonstrated that deep representational learning can not only improve pain prediction results but also provide a better understanding of the role of medication and physiology on the patient’s pain response with a patient profiles study.

Methods

Data

In this study, we analyzed inpatient and outpatient EHR data collected from 496 participants at Duke University Hospital over 5 consecutive years. Each record contained measures of 6 vital signs, as shown in Textbox 1. In addition to the vital signs, each record also included the patient’s self-reported pain score, with an ordinal range from 0 (no pain) to 10 (severe and unbearable pain). The pain score was recorded by the medical staff during outpatient visits when the patients reported no pain (pain score 0) and during their monitoring of inpatient visits. The vital signs were recorded by the medical staff every 4 hours for inpatient stays, and the medication data were recorded as given to the patients. We extracted 3 medicinal features from the data upon consultation with our coauthor physician, as shown in Textbox 1. We calculated the total medication dosage as the sum of all medication dosages recorded for a patient at a given time $t$ using the following equation:

$$\text{Medication Dosage}_{i}(t) = \sum_{j} \text{Dosage}_{i,j}(t)$$

Here, $\text{Medication Dosage}_{i}(t)$ indicates the dosage of $i$th medication type recorded at time $t$ for the patient.

We removed the data points in this study for which the Medication Administration Record was on hold.

Background

In this study, we used VAEs to impute missing values within the data based on other samples. Autoencoders are a class of unsupervised deep learning techniques in which neural networks are leveraged for the task of representation learning. We designed a neural network architecture to impose a bottleneck in the network, thereby forcing a compressed knowledge representation of the original input data modalities. If the input features were such that they were independent of one another, this compression and subsequent reconstruction would be an arduous task. However, if some association exists in the data (eg, correlations between input data modalities), this structure can be learned and consequently leveraged when forcing the input through the network’s bottleneck. VAEs are probabilistic generative models that have the same architecture as vanilla autoencoders but consider specific assumptions about the distribution of middle or latent layer variables. They learn the true distribution of input features from latent variable distributions using a Bayesian approach and present a theoretical framework for reconstruction and regularization [31].

A VAE learns the distribution of data with an encoder network by fitting it to a Gaussian distribution and generates data with a decoder by sampling from the learned distribution. We used autoencoders to reconstruct the input data ($x$) in the output layer by an encoding and decoding process. As shown in Figure 1, the encoder network converts the input data ($x$) into a latent representation ($z$). The hidden state comprises 2 additional layers: $E(z)$ and $V(z)$, where the latent variable $z$ follows a Gaussian distribution with mean $E(z)$ and variance $V(z)$. We sample $z$ from the distribution parameterized by the encoder; the decoder network then remodels the input from the latent representations by using $z$ to generate $\hat{x}$. The fundamental property of autoencoders is that they minimize this reconstruction error using a loss function comprising a reconstruction term ($l_{\text{reconstruction}}$), which is the mean squared error between the output and the input, and a regularization term (Kullback-Leibler divergence loss $l_{KL}$), as shown in the following equation:

$$l_{\text{reconstruction}} + l_{KL}$$

Figure 1. An illustration of the variational autoencoder architecture for one input data modality.
The term $\mathcal{L}$ is on the final layer and the regularization term enforces a specific Gaussian structure on the latent layer through a penalty term $l_{KL}(\mu, N(0, I_d))$. $\beta$ in the loss function is a hyperparameter that dictates how to weigh the reconstruction and penalty terms.

Variation in VAE means that the encoder network estimates the $\mu$ (mean) and $\sigma$ (SD) parameters (latent variables) of the Gaussian distribution. However, real-world applications, including health care, almost always have missing values. In correspondence with the missing values in the raw temporal data, we substituted the corresponding categories with a unique integer to properly encode the status of the missing information. The encoder comprises a long short-term memory cell. It receives input sequences resulting from the concatenation of the raw physiological data and the extracted categorical medicinal features. As in every encoder in a VAE architecture, it produces an output that is used to approximate the mean and variance of the latent distribution. The decoder samples from the latent distribution form the output sequences. This approach helps us develop an unsupervised framework that can fill the missing pieces appearing in real-world EHR data volume streams, not only in patients with SCD but also in other health care applications.

**Proposed Framework**

*Overview*

Figure 2 provides an overview of the proposed approach in 3 consecutive steps. In step A, we preprocessed the raw data to overcome data challenges such as missing values. Next, in step B, we applied unsupervised deep representation learning to generate higher-level abstraction of the input data modalities. Finally, in step C, we investigated supervised algorithms for predictive modeling and performed the evaluation.

**Figure 2.** Deep representation learning for pain prediction (A: data analysis, B: deep representation learning, and C: predictive modeling).

**Step A: Data Analysis**

In this study, we used records from EHR data collected at Duke University Hospital and identified them using study labels to label patients without identification. The timestamp for each data entry was deidentified, preserving temporality. The data set had missing values for ≥1 vital sign, medication, and pain score. The data set contained 126,519 records from 496 patients collected over 5 consecutive years. However, we included 33,000 records in this study owing to >4 missing features in the remaining records. Of the 33,000 records, 18,291 (55.43%) included at least 1 of the 5 administered medication types (Textbox 1). The demographic information of the patients was not available. Data for each patient varied; although 70 patients had a one-time visit to the hospital, 240 patients visited for at least >100 days. Most patient records were for a patient staying for 1705 days with a high mean pain score of 8 who received pain medication 219 times (an average of 338 mg of total pain medication dosage). We did not consider the effect of any other medical condition on the patients in this study.

**Step B: Deep Representation Learning**

In the second step, we represented all input data modalities in high-level abstraction using multiple deep autoencoder networks, including VAEs. We evaluated the performance of each network while considering the tuning of hyperparameters such as the learning rate, batch size, number of epochs, and number of hidden layers and hidden units for training to avoid overfitting.

**Step C: Predictive Modeling**

In this step, we applied supervised learning techniques to the represented data set using linear and nonlinear approaches such as random forest (RF) [32], Lasso regression [33], and SVM [34]. Our experiments comprised three main phases: (1) training the VAE, where the training samples were used to train the VAE and the reconstruction loss for each training data sample was stored according to the target pain score; (2) generating new pain scores, where the VAE decoder generated new pain score samples based on specified classes and each newly generated data sample was merged into the original training data set under the condition that the class reconstruction loss was satisfied; and (3) predicting pain scores, where the VAE decoder was used to initialize the weight of the hidden layers, the merged training data set was used to train the classifier, and the trained classifier was used to predict pain scores on the testing data set.

**Experimental Study**

In our experimental study, we implemented our methodology on a deidentified EHR data set. This study design helped us discover our method’s performance in predictive modeling for patients with SCD. Across several attributes comprising patient clinical records and individual health status, 9 attributes, including vital signs and medication information, were considered for the data analysis of 496 patients. As mentioned previously, the goal was to predict pain scores based on high-dimensional features.
We implemented the VAE using the PyTorch and Keras libraries with a TensorFlow backend in Python. The VAE architecture has 5 hidden layers (2 hidden layers of encoders and decoders and 1 middle layer). We applied hyperparameter tuning for major hyperparameters such as the learning rate, activation functions, and batch size to select the best hyperparameters. We used a hidden dropout component with a dropout rate of 0.2 and a sigmoid activation function for the final layers. The models were trained for 100 epochs using an Adam optimizer with a learning rate of 0.001 (with exponential decay rates of first- and second-moment estimates $\beta_1=.9$ and $\beta_2=.999$) and a batch size of 64. Once the latent features were extracted, they were fed into a supervised learning model for pain score prediction. For the supervised learning step, we considered 3 well-known supervised classifiers: RF (with 50 trees and half of the features considered at every split), Lasso regression, and SVM (with radial basis function kernel C 1.5 and gamma set to $1/N$, where $N$ denotes the number of features). We used the grid search method to determine the optimal hyperparameters for supervised classifiers. We used the average accuracy as our evaluation measure for performance evaluation in the testing process. Finally, we visually inspected the learned representations of the entire data set and compared them with the represented data. We used $t$-distributed stochastic neighboring embedding (t-SNE) [35] for this task.

**Ethics Approval**

The study protocol was approved by the institutional review board of Duke University Medical Center in May 2018 with IRB number Pro00068979. Identifiable personal information was not collected; all data were kept confidential and safe according to the internal data security policy, and they were only accessible to authorized researchers.

**Table 1.** Pain prediction results in varying pain scales on vital signs data (accuracy) arranged from higher resolution to lower resolution.

<table>
<thead>
<tr>
<th>Approach</th>
<th>11 pain scores</th>
<th>6 pain scores</th>
<th>4 pain scores</th>
<th>2 pain scores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RF$^a$</td>
<td>SVM$^b$</td>
<td>Lasso</td>
<td>RF</td>
</tr>
<tr>
<td>Original data</td>
<td>0.301</td>
<td>0.242</td>
<td>0.216</td>
<td>0.363</td>
</tr>
<tr>
<td>VAE$^c$ data</td>
<td>0.343</td>
<td>0.321</td>
<td>0.307</td>
<td>0.391</td>
</tr>
<tr>
<td></td>
<td>Lasso</td>
<td>RF</td>
<td>SVM</td>
<td>Lasso</td>
</tr>
<tr>
<td></td>
<td>0.337</td>
<td>0.432</td>
<td>0.426</td>
<td>0.392</td>
</tr>
<tr>
<td></td>
<td>0.348</td>
<td>0.472</td>
<td>0.452</td>
<td>0.439</td>
</tr>
</tbody>
</table>

$^a$RF: random forest.

$^b$SVM: support vector machine.

$^c$VAE: variational autoencoder.

**Vital Signs and Medicinal Data**

We also analyzed the performance of pain score prediction using only vital signs compared with including medication information. We show in Table 2 that our approach with the RF classifier achieves better accuracy with medication and vital signs information than with only vital signs information in predicting the respective pain scores. This indicates that when provided with additional medication information, our approach can learn better representations of patient profiles from vital signs to predict their pain levels. The higher accuracy associated with the narrow scales is attributed to the narrow space to misclassify many records by our models, thereby improving the chances of correctly predicting the pain score.

We also show in Table 3 the area under the curve (AUC) for the receiver operating characteristic for the best-performing, clinically relevant (as suggested by our coauthor clinical partner) models (models a, b, d, and e from Table 2). Overall, the AUC for both the 2 pain score and 4 pain score rating scales suggested no discrimination. This indicates that our models can predict pain in patients based on their vital signs and medication information at various intensity levels. For the 2 pain score rating scales, an AUC of 0.92 suggests a 92% chance that our model correctly distinguishes a pain score in the no or mild pain rating scale, a 4-point rating scale, and a binary rating scale according to the following transformation rules:

1. The 6 pain scores: none=0, very mild=1 to 2, mild=3 to 4, moderate=5 to 6, severe=7 to 8, and very severe=9 to 10
2. The 4 pain scores: none=0, mild=1 to 3, moderate=4 to 6, and severe=7 to 10
3. The 2 pain scores: no or mild pain=0 to 5 and severe pain=6 to 10

As shown in Table 1, an RF-supervised classifier trained on data represented using VAE performed best in each pain rating scale, achieving the highest accuracy of 60.3% in predicting 2 pain scores (no or mild pain and severe pain). According to these results, our approach with representation learning reduces the prediction error and achieves better accuracy than using the original features.

**Tables**

- **Table 1.** Pain prediction results in varying pain scales on vital signs data (accuracy) arranged from higher resolution to lower resolution.
- **Table 2.** Comparison of pain prediction models using categorized pain scores.
- **Table 3.** Comparison of pain prediction models using categorized pain scores.

**Results**

**Vital Signs**

We evaluated our approach using VAE data (represented data) and original data (unrepresented data) on supervised classifiers for pain prediction tasks and compared their performance based on the results obtained from the testing process with 5-folds cross-validation (for each fold, we considered 80% of the data for training, 10% for the validation set, and 10% for the test set). This comparison is presented in Table 1. We would like to note here that missing values for pain scores were not imputed. In our data set, we had 11 unique self-reported pain scores where patients described their experienced pain intensity on a scale of 0 to 10. It is challenging for one person to distinguish between such broad and granular pain intensity levels and be consistent in the reporting of every pain episode. Hence, in addition to the 11 pain scores, we evaluated our pain prediction models by transforming our data set into a 6-point rating scale, a 4-point rating scale, and a binary rating scale according to the following transformation rules:

1. The 6 pain scores: none=0, very mild=1 to 2, mild=3 to 4, moderate=5 to 6, severe=7 to 8, and very severe=9 to 10
2. The 4 pain scores: none=0, mild=1 to 3, moderate=4 to 6, and severe=7 to 10
3. The 2 pain scores: no or mild pain=0 to 5 and severe pain=6 to 10

As shown in Table 1, an RF-supervised classifier trained on data represented using VAE performed best in each pain rating scale, achieving the highest accuracy of 60.3% in predicting 2 pain scores (no or mild pain and severe pain). According to these results, our approach with representation learning reduces the prediction error and achieves better accuracy than using the original features.
range (0-5 pain score) from the severe pain range (6-10 pain score) based on the patient’s vital signs and medication information instead of a random assignment probability of 50%. Empirically, our results demonstrate that (1) medical feature representation can improve prediction performance, and (2) medication information can lead to significant improvement in pain level prediction.

### Table 2. Pain prediction results in varying pain scales on vital signs data (accuracy) as compared with additional medication data arranged from higher resolution to lower resolution.

<table>
<thead>
<tr>
<th>Approach</th>
<th>11 pain scores</th>
<th>6 pain scores</th>
<th>4 pain scores</th>
<th>2 pain scores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Vitals</td>
<td>Vitals+medicinal</td>
<td>Vitals</td>
<td>Vitals+medicinal</td>
</tr>
<tr>
<td>Original data</td>
<td>0.301</td>
<td>0.442</td>
<td>0.363</td>
<td>0.463</td>
</tr>
<tr>
<td>VAE data</td>
<td>0.343</td>
<td>0.476</td>
<td>0.391</td>
<td>0.493</td>
</tr>
</tbody>
</table>

*a Model with original representations using both vital and medication data for the 4 pain score rating scale.

*b Model with original representations using both vital and medication data for the 2 pain score rating scale.

*c VAE: variational autoencoder.

*d Model with deep representations using both vital and medication data for the 4 pain score rating scale.

*e Best-performing model with deep representations using both vital and medication data for the 2 pain score rating scale.

### Table 3. Area under the curve for the receiver operating characteristic for the best-performing models (models a, b, d, and e).

<table>
<thead>
<tr>
<th>Approach</th>
<th>4 pain scores</th>
<th>2 pain scores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>None: 0</td>
<td>Mild: 1-3</td>
</tr>
<tr>
<td>Original data</td>
<td>0.82</td>
<td>0.85</td>
</tr>
<tr>
<td>VAE data</td>
<td>0.82</td>
<td>0.86</td>
</tr>
</tbody>
</table>

*a VAE: variational autoencoder.

### Discussion

#### Principal Findings

**Overview**

Our study demonstrates that although there are complications associated with using medication data for prediction at the same time as pain measurements, ML models can be used for dynamic pain and medication measurements. Our findings indicate the importance of medication information (achieving an accuracy of 82.3%) and demonstrate that a larger cohort of patient data with deep representational learning improves model performance (by 17.5% as compared with Padhee et al [6] and by 24.6% as compared with Yang et al [4]). Furthermore, from our unsupervised analysis, we distinguished unique patient profiles (Table 4) that can help isolate different patient profiles to further understand the role of physiology and medication in pain response. In addition, there are 2 main types of opioids: short-acting analgesics and sustained-release analgesics, and the dosing pattern differs depending on the properties of these drugs. Our initial results show that considering medication type (Textbox 1), status, and dosage can improve pain assessment models, providing evidence for future studies to further analyze the variability in dosing patterns.
Table 4. Sample of patient profiles from the learned variational autoencoder representations clustered together using t-distributed stochastic neighboring embedding projections, as shown in Figure 3.

<table>
<thead>
<tr>
<th>Medication administered</th>
<th>Region</th>
<th>Patient number</th>
<th>Correlation between medication and pain score</th>
<th>Vital signs</th>
<th>Correlation between medication dosage and vital signs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxycodone</td>
<td>1a</td>
<td>1</td>
<td>0.23</td>
<td>Temperature</td>
<td>0.65</td>
</tr>
<tr>
<td>Hydromorphone</td>
<td>1</td>
<td>1</td>
<td>0.11</td>
<td>Temperature</td>
<td>0.65</td>
</tr>
<tr>
<td>Acetaminophen</td>
<td>1</td>
<td>1</td>
<td>0.17</td>
<td>Temperature</td>
<td>0.65</td>
</tr>
<tr>
<td>Ketorolac</td>
<td>1</td>
<td>2</td>
<td>0.55</td>
<td>Systolic blood pressure</td>
<td>0.47</td>
</tr>
<tr>
<td>Hydromorphone</td>
<td>1</td>
<td>2</td>
<td>0.24</td>
<td>Systolic blood pressure</td>
<td>0.47</td>
</tr>
<tr>
<td>Hydromorphone</td>
<td>2b</td>
<td>3</td>
<td>0.35</td>
<td>Systolic blood pressure</td>
<td>0.099</td>
</tr>
<tr>
<td>Acetaminophen</td>
<td>2</td>
<td>3</td>
<td>−0.20</td>
<td>Systolic blood pressure</td>
<td>0.099</td>
</tr>
<tr>
<td>Ketorolac</td>
<td>2</td>
<td>3</td>
<td>0.41</td>
<td>Pulse</td>
<td>0.04</td>
</tr>
<tr>
<td>Oxycodone</td>
<td>3b</td>
<td>4</td>
<td>0.59</td>
<td>Systolic blood pressure</td>
<td>0.27</td>
</tr>
<tr>
<td>Hydromorphone</td>
<td>3</td>
<td>4</td>
<td>0.08</td>
<td>Systolic blood pressure</td>
<td>0.27</td>
</tr>
<tr>
<td>Fentanyl</td>
<td>4c</td>
<td>5</td>
<td>−d</td>
<td>Peripheral capillary oxygen saturation level</td>
<td>0.13</td>
</tr>
<tr>
<td>Acetaminophen</td>
<td>4</td>
<td>6</td>
<td>—</td>
<td>Temperature</td>
<td>0.47</td>
</tr>
<tr>
<td>Acetaminophen</td>
<td>4</td>
<td>6</td>
<td>—</td>
<td>Pulse</td>
<td>0.38</td>
</tr>
<tr>
<td>Acetaminophen</td>
<td>4</td>
<td>6</td>
<td>—</td>
<td>Peripheral capillary oxygen saturation level</td>
<td>0.28</td>
</tr>
</tbody>
</table>

aHigh pain.
bModerate pain.
cNo or low pain.
dMedication not available.

Figure 3. Visualization of the learned data representations using t-SNE: t-distributed stochastic neighboring embedding projections. VAE: variational autoencoder.

Deep Representation Learning
In this study, we applied a deep feature representation to predict the pain scores of patients with SCD based on their vital signs and medication information. These results emphasize that representation learning can play an effective role in the performance of clinical prediction. As shown in Table 1, our models trained on deep represented features can identify pain scores for 6.8% more patients at an abstract pain intensity level of no or mild pain or severe pain. They also display significant improvement by detecting pain intensity for 4.2% more patients at a highly granular pain score intensity (ie, on 11 pain ratings) than models trained on unrepresented raw vital signs data. We observed a similar performance of deep represented features compared with raw data features when medicinal data were included in the modeling, which may indicate that the medication information can allow the use of simpler features by providing more pain-related information than the more
convoluted deep represented features. However, our models trained on VAE-represented features generated using both vitals and medicinal data could identify pain scores for 3.4%, 3%, 1.7%, and 4.1% more patients from higher to lower resolutions of pain intensity than models trained on raw data. To investigate further, we show the confusion matrices of the best-performing models trained on vitals and medicinal data in Figures 4-7. As shown in Figures 4 and 5, it is interesting to note that with deep feature representations, our model can accurately identify not just 87 more cases of no or mild pain but 55 more cases of severe pain while reducing misclassification. This is important to consider in a clinical setting while deciding on the diligent use of medications in a larger patient cohort.

Similarly, Figures 6 and 7 show that with more granular 4-point pain intensity levels (pain scores: none=0, mild=1-3, moderate=4-6, and severe=7-10), our model trained on deep represented features can identify more instances for each category accurately than the original data representations while reducing the misclassification. The model can identify more instances of moderate pain than none, mild, or severe pain. It is noteworthy that the misclassification for each pain category reduced with the stretch between the pain severity levels. For example, as shown in Figure 7, our best model for 4 pain scores (Table 2) incorrectly predicted 21 instances of severe pain data as no pain, 35 instances as mild pain, and 132 instances as moderate pain, highlighting that the error primarily lies in the prediction of moderate pain as no pain. Similarly, it predicted 16 instances of low pain as severe pain, 39 as moderate pain, and 141 as mild pain. Misclassification reduces with the granularity of pain intensity, reflecting the subjective nature of pain.

Figure 4. Confusion matrix for the best-performing model with original data representations for 2 pain score levels (pain scores: no or mild=0-5 and severe=6-10; Table 2, model b).
Figure 5. Confusion matrix for the best-performing model with variational autoencoder data representations for 2 pain score levels (pain scores: no or mild=0-5 and severe=6-10; Table 2, model e).

Figure 6. Confusion matrix for the best-performing model with original data representations for 4 pain score levels (pain scores: none=0, mild=1-3, moderate=4-6, and severe=7-10; Table 2, model a).
Role of Medicinal Data

Although prior studies have shown the efficacy of data mining techniques in implementing medical decision-making with treatment outcome prediction [36,37], to the best of our knowledge, this is the first study to analyze the role of medication in pain level prediction for patients with SCD. Our results show that for abstract pain levels, representational learning–based approaches can predict whether a patient is experiencing pain for 22.5% more patients when provided with their medication information (Table 2). This means that when our model is provided with not only vital signs information but also medication type, total medication dosage, and whether the medication was given or missed, it can better predict whether more patients are experiencing pain than when provided with only vital signs. This finding is substantiated by the current medical literature on pain management [38], where clinical research focuses on determining the optimal medication dosage for individual patients. By building a model that incorporates medication information and physiological data, we are one step closer to future pain forecasting that can use current physiological information and pain medication to predict pain at a future time point for assessing the next medication dosage and time.

Furthermore, for a higher resolution of pain levels (ie, 11 levels), our deep representational learning–based approaches could predict subjective pain scores for 13.3% more patients when provided with medication information. In addition, our model can predict such highly subjective pain scores for 38.5% more patients than the random assignment of 9.09% (ie, 1/11 pain scores) when provided with both vital signs and medication information of the patients.

Visualization

We visually inspected the learned representations of the entire data set obtained from VAE representations. Using t-SNE plots, as shown in Figure 3, we compared the disentanglement levels of the represented and raw data. The t-SNE projections clearly show that the VAE can produce sparser and more disentangled representations than the raw data. Although the t-SNE projections of the raw data also indicate data separability, the deep representations can identify variations in mean pain scores (low, moderate, and high). This may explain the competitive performance of the benchmark classifiers in the previous section and the advantage of integrating vital signs and medication data. Although some embeddings were clearly clustered closer to the same pain range, we also observed some overlaps. Specifically, we observed better alignment among the low pain and high pain profiles than among the moderate pain profiles. This may be because of the variation and frequency of the data recordings made for the patients. These preliminary visualization results indicate that our VAE method may require additional data to generate representations that obtain a more granular separation between patients’ pain scores.

Patient Profiles

To understand the alignment of the representations learned by our best-performing VAE model, we illustrated 6 sample patient profiles clustered into the 3 pain range categories (no or low=0-3, moderate=4-6, and high=7-10) by the t-SNE projections of the embeddings (as shown in Figure 3). As shown in Table 4, we present 2 patient profiles from each of the 3 categories of pain scores with regard to the medication administered and the vital signs. It should be noted that we specifically chose regions where the pain profiles belonged to 1 of the 3 pain levels. Although we chose 2 patient profiles from
better-aligned regions 1 and 4, we compared 2 patient profiles from a more spread-out moderate pain intensity (regions 2 and 3). Patient numbers are anonymized patient identifiers used in this study.

We observed a positive correlation between the medications administered and pain scores in all 4 patients with high and moderate pain levels. This reflects that the patients reporting higher pain scores were administered an increased medication dosage (as shown in Figure 8 for patients 1 and 3), and our model learned that relationship. For both patients (patients 1 and 2) with high pain, we observed a positive correlation between hydromorphone dosage and pain score, as well as a high correlation between total medication dosage and vital signs, which may be reflective of more pain medications being given when a patient has high pain. This indicates that our model learned the interplay among medications, vital signs, and pain intensity. It will be interesting to analyze these correlations before and after medication in the future.

For both patients (patients 3 and 4) with moderate pain, in addition to a positive correlation between hydromorphone and pain score, we observed a positive correlation between medication and blood pressure. This indicates that our model learned a possible association of administering hydromorphone for moderate pain intensity levels, during which the patients have elevated blood pressure. However, patient 4 had a higher positive correlation between medication dosage and vital signs than patient 3. This may be a possible reason that they were not close in the embedding space and belonged to distant regions, as shown in Figure 3.

Although we did not observe any significant correlation between medication and pain scores for both patients (patients 5 and 6) with no or low pain, we observed a positive correlation between medication and vital signs. This may again be suggestive of elevated vital signs that occur with pain, leading to medication administration. Although both patients might have reported varying pain scores between 0 and 3, it is highly challenging to differentiate between pain scores of 1 and 2 or 2 and 3. Hence, it might be the case that with medication, their vitals improved (as indicated by the positive correlation), making them feel better. This sample patient profile study indicated that deep feature representations can be used to learn complex relationships between various factors influencing pain management. With more data for each patient, this study can be extended to the design of personalized pain management tools to assist clinicians.

Figure 8. Distribution of medication dosage with pain score for sample patients with high and moderate mean pain intensity.

Study Strengths

The design of an objective pain prediction model could potentially assist medical providers in pain management. The lack of objective pain markers has limited the optimal pain assessment strategies for patients with regular pain episodes. As discussed earlier, objective vital signs data can improve pain assessment using ML algorithms. In this study, we developed ML models that can classify pain scores of patients at varying scales and may soon be used to predict pain intensity in individuals with pain based on objective and physiological data and the type, dosage, and status of medication. In the future, a tool designed using our model could be used reasonably quickly to generate pain intensity predictions for unseen new patient data in both inpatient and outpatient hospital visits. This research provides an essential step toward assisting medical practitioners with additional objective pain measures while deciding on a pain management strategy.

Limitations

There were a few limitations to our study. We did not consider our hypothesis that each patient had pain management strategies
through individualized pain protocols, which varied among patients and led to specific pain medications being administered at varying intervals. In addition, because of variations in patient pain record intervals, we did not evaluate before and after administration of pain medication in pain prediction. Both opioid and nonopioid medications, when administered, are known to affect vital sign parameters independently and to varying degrees. For example, opioids can slow a patient’s breathing and lower blood pressure. Furthermore, the status of medicine prescription and total medication dosage are subjective variables that may vary between centers and physicians. Our analysis using these variables has not been validated using data from multiple centers.

Furthermore, pain medications may affect patients to different degrees based on the dosing, type of medication, and previous patient history of receiving pain medications. Owing to the variation in data per patient, we could not evaluate such individualized factors. In the future, it will be helpful to analyze the role of individual medication protocols in individualized pain prediction and pre- and postadministration changes.

Conclusions
In this study, we propose an effective pain prediction model based on objective vital signs and pain medication use. Our experiments demonstrated that information about pain medication (type, dosage, and status) can improve pain intensity prediction at both abstract and granular levels. Our analysis indicates the role of medication information in pain assessment and demonstrates that a larger cohort of patient data with deep representational learning improves model performance and can help isolate different patient profiles for further understanding of the role of physiology and medication on pain response. In the future, this study can be extended to further investigate the effect of variation in medication protocols, such as changes in vital signs before and after medication and the time elapsed between medication doses. This would be an essential part of a real-time pain forecasting system and can be extended as a trial that evaluates the timing of the administration of additional doses of opioids based on physiological and objective data alone. Our initial results indicate promise in pursuing each of these efforts, and our study is a valuable addition to ongoing studies investigating how objective vital signs and medication data can be used to help providers to better understand and design pain management strategies.
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Abstract

Background: Depression levels in adolescents have trended upward over the past several years. According to a 2020 survey by the National Survey on Drug Use and Health, 4.1 million US adolescents have experienced at least one major depressive episode. This number constitutes approximately 16% of adolescents aged 12 to 17 years. However, only 32.3% of adolescents received some form of specialized or nonspecialized treatment. Identifying worsening symptoms earlier using mobile and wearable sensors may lead to earlier intervention. Most studies on predicting depression using sensor-based data are geared toward the adult population. Very few studies look into predicting depression in adolescents.

Objective: The aim of our work was to study passively sensed data from adolescents with depression and investigate the predictive capabilities of 2 machine learning approaches to predict depression scores and change in depression levels in adolescents. This work also provided an in-depth analysis of sensor features that serve as key indicators of change in depressive symptoms and the effect of variation of data samples on model accuracy levels.

Methods: This study included 55 adolescents with symptoms of depression aged 12 to 17 years. Each participant was passively monitored through smartphone sensors and Fitbit wearable devices for 24 weeks. Passive sensors collected call, conversation, location, and heart rate information daily. Following data preprocessing, 67% (37/55) of the participants in the aggregated data set were analyzed. Weekly Patient Health Questionnaire-9 surveys answered by participants served as the ground truth. We applied regression-based approaches to predict the Patient Health Questionnaire-9 depression score and change in depression severity. These approaches were consolidated using universal and personalized modeling strategies. The universal strategies consisted of Leave One Participant Out and Leave Week X Out. The personalized strategy models were based on Accumulated Weeks and Leave One Week One User Instance Out. Linear and nonlinear machine learning algorithms were trained to model the data.

Results: We observed that personalized approaches performed better on adolescent depression prediction compared with universal approaches. The best models were able to predict depression score and weekly change in depression level with root mean squared errors of 2.83 and 3.21, respectively, following the Accumulated Weeks personalized modeling strategy. Our feature importance investigation showed that the contribution of screen-, call-, and location-based features influenced optimal models and were predictive of adolescent depression.

Conclusions: This study provides insight into the feasibility of using passively sensed data for predicting adolescent depression. We demonstrated prediction capabilities in terms of depression score and change in depression level. The prediction results revealed that personalized models performed better on adolescents than universal approaches. Feature importance provided a better understanding of depression and sensor data. Our findings can help in the development of advanced adolescent depression predictions.

(JMIR Form Res 2022;6(6):e35807) doi:10.2196/35807
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Introduction

Background

According to the World Health Organization, half of all mental health conditions start at the age of 14 years, but most cases are undetected and untreated. Among mental health conditions, depression is one of the leading causes of illness and disability among adolescents [1], the most likely mental illness to be a risk factor for suicide [2], the second leading cause of death among US adolescents [3], and among the top causes of death in adolescents worldwide [4].

Major depressive disorder, more commonly termed depression, can be defined as a medical disorder that results in negative feelings in a person’s thoughts or actions. The effects of depression are both emotional and physical [5]. The sources of depression are varied and include biochemical changes, genetics, personality traits, and environmental factors [5]. Depression has a combination of effects that play a role in its diagnosis, such as alteration in mood, negative self-image, self-punitive desires, vegetative changes, and physiological changes such as activity retardation or agitation [6].

Depression is difficult to monitor or regulate in adolescents as part of the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition, diagnosis [7] includes not only depressive symptoms but also irritability, which may be difficult to distinguish from typical adolescent behavior. As an internalizing disorder that is expressed more through thoughts and not actions, worsening depressive symptoms can be more difficult for others such as parents or caregivers to identify [8]. Adolescents also report using cognitive coping strategies far less often than adults [9]. In a study on adolescent mental health literacy, it was found that <50% of adolescents were able to identify depression [10]. Although earlier intervention on symptom worsening improves outcomes in depression, adolescents themselves and their caregivers not being able to identify these symptoms serves as a barrier [11]. This indicates a strong need for interventions that can assist adolescents and their caregivers in monitoring the symptoms of depression earlier.

The result of not addressing depression can extend into adulthood, impairing both physical and mental health and limiting future employment opportunities and the potential to lead satisfied lives [12]. With the increased use of screening tools such as the Patient Health Questionnaire-9 (PHQ-9), mental health clinicians and primary care providers can more efficiently screen for depression. However, screening does not always lead to a substantial increase in treatment engagement [13]. Measurement-based care [14] or using these validated screening tools as recurring to identify, monitor, and treat depressive symptoms results in improved outcomes for patients with depression by identifying and intervening earlier on worsening nonresponsive symptoms or their treatment [15].

The success of validated screening tools has provided mental health clinicians and primary care providers with better assessment tools for symptom severity and, especially with the ability to embed these tools in electronic health records, more frequent monitoring may result in earlier intervention and improved care. Unfortunately, constant monitoring of depression symptomatology is still far from reality. With the advent of mobile phones, fitness trackers, and their inbuilt sensors, this can be made possible. Our goal is to look closely into adolescent depression through the eyes of passively sensed data and evaluate machine learning (ML) approaches that offer predictive capabilities.

By exploring approaches to adolescent depression data, we want to enable the future development of apps geared toward the continuous monitoring of patients experiencing depression and allow clinicians, adolescents, and their parents the opportunity to take preventive or earlier actions.

This study was aimed at using passively sensed data to generate predictions on depression levels and change in depression levels. The predictions took on both universal and personalized modeling approaches. We then determined key contextual features that affected our ML models. Finally, we presented how the performance of personalized models changed over time and across data samples.

Related Work

Related work in this section takes an inverse pyramid approach to describe the state of the art in mobile sensing for health apps and then focuses on the impact in the space of mental health.

Mobile-Based Sensing for Health Apps

Mobile sensing has been an active research area in health apps. A number of studies [16-18] have analyzed areas of cardiovascular health and sensed participant heart rate and heart rate variability with the help of mobile camera sensors. Areas of study such as sleep have benefited from mobile sensing by using sensors to detect sleep quality and sleep states using ML [19]. Further studies on sleep have explored both supervised and unsupervised approaches to detect sleep variation in contextual settings [20-22]. Mobile sensors such as accelerometers, gyroscopes, and GPSs have been used to model human behavior and cognition through contextualized feature extraction [23,24]. Studies on overall health and well-being have combined the aforementioned sensing capabilities to help promote general health. For example, the use of health apps to monitor human behavior through sleep, physical activity, and social interaction [25] has been found to show improvement in behavior patterns. Another example of general well-being [26] generates an index as a medium of feedback for improving health through exercise-based goal setting. All of the aforementioned studies have shown the efficacy of using mobile sensing to predict or diagnose health-related changes. The next subsection delves into how mobile sensing is changing mental health.
Mobile Sensing in Mental Health Apps

Mobile sensing–based mental health studies have been conducted in the areas of bipolar disorder [27], schizophrenia [28], anxiety [29,30], stress [31,32], and depression [33-39]. These studies have shown that mobile sensing can play an integral role in detecting and predicting mental health–related problems. Daily mood, physical activity, and social communication tracking of participants helped predict symptoms of bipolar relapse [27]. This was achieved using random coefficient methods to analyze the relationship between phone-based data and the rating of manic and depressive symptoms. Schizophrenia is another mental condition in which passive sensing has demonstrated predictive capability by showing the relationships between tracked features as indicators of schizophrenia [28]. The study used bivariate analysis and tree-based methods to perform ecological momentary assessment scores. Depression and anxiety in college students were studied, in particular the effect of stress and self-esteem, using the tool of causal networks derived from time-series sensor data [29]. These data helped in understanding the causal relationship between anxiety, depression, and stress. Anxiety regulation using wearable devices was explored through false feedback of slow heart rate [30] and was found to be beneficial for helping control anxiety symptoms. Researchers have been successful in tracking physiological changes during stress using voice sensing across different acoustic environments and individuals [31]. Patients undergoing chemotherapy were studied using passively sensed data. This exploratory study used instruments of random forest classifiers showing a strong correlation between sedentary behavior, less time spent in light physical activity, and other factors such as longer onscreen time and app interactions [32]. All of these studies provide sufficient evidence to consider passively sensed data as an effective method to track mental health, which provides support for our approach in this study.

One of the first studies to use mobile phones for depression used GPS data to track participant mobility [33]. The study provided evidence of a correlation between location-based data and depressive mood. In addition to GPS, phone use has been another feature to exhibit a strong relationship with depression severity [34]. The study extracted features such as phone use frequency and duration along with GPS-based features such as location variance and normalized entropy to show the correlation with depression. Behavior in people with depression has also been investigated by monitoring additional features such as sleep and social interaction through smartphones [35]. Multimodal features were gradually introduced into the research sphere to derive a contextual filtering of features that detected depression in college students and showed that multimodal feature information could outperform unimodal features [36]. This study used association rule mining to choose features and applied standard ML to detect depression, showing the merit in using multimodal features. Detecting depression is dependent on the approach used; analyzing the problem from the perspective of longitudinal data and exploring changes in depressive symptoms were shown to generate good accuracy [37]. The work in the latter study is closely related to our endeavor and serves as an inspiration. Collaborative filtering-based study is yet another approach that has shown promise in using personalized models to derive better predictions [38]. Our study also proposes 2 personalized strategies to model individual participants using ML.

Narrowing down to adolescent depression studies, we present some existing works in the literature and later explain their differences from our work in Table 1. Studies on adolescent depression have been primarily survey-based and social sentiment– and feasibility-centric [40-42]. The work in the study by Cao et al. [39] closely relates to our aim of detecting depression in adolescents. However, their study had a smaller sample size and used both parent and adolescent inputs and was also more reliant on participant feedback. The differences between the studies highlighted and our work are further elaborated on in the Discussion section.

In this study, we first investigated the feasibility of universal and personalized ML modeling strategies to predict adolescent depression scores and change in depression levels. We then identified features that were more predictive of adolescents’ depression during the ML process. Finally, we studied how missingness of data affected model performance along with understanding how much data were required for our models to perform over a predetermined threshold.

Our findings revealed that a regression-based predictive modeling approach was able to capture more granular changes in depression scores. We also showed that personalized strategies were more effective predictors compared with universal strategies. The performance of personalized models did not improve with increase in the weeks of data and, instead of a steady increase in model performance with increase in data, we experienced fluctuations in the results. In an attempt to explain this phenomenon, we performed additional studies that separated our participants into 2 pools. The pools were generated based on the SD of the depression scores. Our results showed that the pool with a small SD in depression score was more accurately modeled in comparison with the higher-SD pool.
A total of 114 adolescents expressed an interest in this study. Of these 114 adolescents, 94 (82.5%) completed a screening assessment, and 31 (27.2%) were screened out because of minimal symptoms of depression (PHQ-9 score [45] of <5), no self-reported previous diagnosis of depression, not having a smartphone, and age restrictions. A total of 57 adolescents and their parents consented to the study, of whom 55 (96%) completed a baseline assessment and were entered into the study. The aggregated data set after exploratory data analysis (EDA) and initial cleaning consisted of 67% (37/55) of the participants.

**Methods**

**Recruitment and Participant Breakdown**

Adolescents aged 12 to 17.99 years and their parents were recruited from psychiatric clinics at the University of Pittsburgh Medical Center Western Psychiatric Hospital serving depressed and suicidal youth, an adolescent and young adult medicine clinic seeing youth for primary and sub-specialty services, as well as through the University of Pittsburgh research registry. A total of 114 adolescents expressed an interest in this study. Of these 114 adolescents, 94 (82.5%) completed a screening assessment, and 31 (27.2%) were screened out because of minimal symptoms of depression (PHQ-9 score [45] of <5), no

### Table 1. Papers on adolescent mental health prediction and how our work differs from the existing work.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Study aim</th>
<th>Methods</th>
<th>Results</th>
<th>Difference from our work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cao et al [39]</td>
<td>Investigated the effectiveness of smartphone apps useful in evaluating and monitoring depression symptoms in a clinically depressed adolescent population compared with psychometric instruments (PHQ-9, HAM-D, and HAM-A); 13 participants aged 12 to 17 years</td>
<td>Used self-evaluation of adolescents and parents with smartphone data to improve predictions of PHQ-9 scores; used the SOLVD app installed only on Android phones; used only linear regressor and support vector regressor with polynomial kernel</td>
<td>Correlation between mood averaged over a 2-week period and biweekly psychometric score from PHQ-9, HAM-D, and HAM-A; combining self-evaluation from both parents and children along with smartphone sensor data resulted in PHQ-9 score prediction accuracy</td>
<td>Our work does not depend on self-evaluation by adolescents and parents to help improve predictions; instead, we consider a system where our reliance is exclusively on the captured sensor values to make predictions of PHQ-9 scores. We used universal and personalized modeling strategies with multiple machine learning algorithms.</td>
</tr>
<tr>
<td>Maharjan et al [43]</td>
<td>StandStrong app used to assess feasibility and acceptability of sensing technologies for maternal depression treatment in low-resource settings for mothers aged between 15 and 25 years</td>
<td>They explored possible explanations for differences in successful data collection by time of day and sensor type along with description of qualitative results to illuminate these differences</td>
<td>The study mainly identified concerns related to technological barriers in passively sensed data collection.</td>
<td>The study was based on passively sensed data collection. It did not perform predictive modeling. The aim was to assess how well the app performed in data collection and the hurdles encountered therein. The study had 11 participants with depression with a mix of young and older participants, whereas our study was focused on adolescents, and all participants had been diagnosed with some form of depression.</td>
</tr>
<tr>
<td>MacLeod et al [44]</td>
<td>Explored whether passively collected smartphone sensor data can be used to predict internalizing symptoms among youths in Canada; participants aged between 10 and 21 years</td>
<td>Self-reports of anxiety, depression, and attention-deficit hyperactivity disorder collected; N=122 for 2 weeks of passively sensed data; CES-DC and SCARED anxiety assessments were used</td>
<td>Depressive symptoms correlated with time spent stationary, less mobility, higher light intensity during the night, and fewer outgoing calls. Anxiety correlated with less time spent stationary, greater mobility, and more time on-screen. Adding passively collected smartphone data to prediction models of internalizing symptoms significantly improved their fit.</td>
<td>This work was primarily focused on establishing correlations between self-reports. The study used passive sensor data to perform linear regressor model fitting for predictions of the CES-DC and SCARED values. Nonlinear modeling approaches were not considered, whereas we have explored and produced better results.</td>
</tr>
</tbody>
</table>

**aPHQ-9**: Patient Health Questionnaire-9.  
**bHAM-D**: Hamilton Depression Rating Scale.  
**cHAM-A**: Hamilton Anxiety Rating Scale.  
**dCES-DC**: Center for Epidemiological Studies Depression Scale for Children.  
**eSCARED**: Screen for Child Anxiety Related Disorders.
in the desired sampling frequencies. We collected data from multiple sensors, including calls, conversations, location, Wi-Fi, and screen use. Features were classified into event-based features, which included phone use, calling, and conversational recording, and time series–based features, comprising Wi-Fi and GPS-based location. We used Fitbit Inspire HR (software version 1.84.5) to collect heart rate, sleep, and steps. Sensor data from GPS and Wi-Fi were collected at a frequency of 10 minutes. The Fitbit features were collected every minute and accumulated daily. The data collected from both AWARE and Fitbit were uploaded to the cloud and then hosted in a database for cleaning and further processing.

The AWARE passive sensing data and Fitbit were, on average, 69.11% and 32.36% complete, respectively. Missing Fitbit data were attributed to less than expected adherence to wearing the Fitbit because of several reasons, including forgetting to wear it, fatigue, rash (recurred in 1/55, 2% of the participants even after the band was changed), and the need to charge the device. The data collection process was approved by the University of Pittsburgh Institutional Review Board.

Weekly PHQ-9 surveys were sent over the 24 weeks, and the adolescents completed 69.01% (873/1265) of the weekly surveys on average, respectively. The PHQ-9 is an evaluative questionnaire used to assess depression severity. The PHQ-9 has been used effectively in multiple studies related to depression [38,39]. The questionnaire consists of a set of 9 questions with scores between 0 and 3. This results in an overall score range between 0 and 27. For the purpose of our study, this was our choice ground truth owing to its strength in categorizing depression severity levels and its effectiveness in yielding responses from participants when administered remotely [46,47]. The scores are divided into levels based on depression severity and allow for easier interpretability by clinicians, parents, and adolescents [45].

### Descriptive Statistics of Collected Participant Data

The adolescent sample included participants aged 12 to 17.99 years, with an average age of 15.5 years. Most of the sample was White (47/56, 84%), with 16% (9/55) of the individuals representing a minority population. There was variability in gender, with approximately 73% (41/56) of the adolescent sample identifying as female, 23% (13/56) identifying as male, and 9% (3/56) identifying as transgender or other. The demographic statistics are provided in Figure 1 associated with the data collected.

**Figure 1.** Demographic statistics: (A) gender distribution, (B) race distribution of the adolescents, (C) sexual orientation, (D) depression score distribution for each week of observation, and (E) depression score distribution for each participant.

*Figure 1* also contains box plots of depression scores based on weeks (bottom left) and depression scores based on the participants’ box plots (bottom right). The depression score versus participants box plot presents the variation in depression scores across participants. The data set comprised 507 data points. The PHQ-9 scores ranged from a minimum of 0 to a maximum of 27. The mean PHQ-9 score was 11.21 (SD 5.23). For depression score versus weeks, we observed a mean PHQ-9 score of 10.63 (SD 4.92), and the minimum and maximum values were similar to those of the participant plot. The PHQ-9 scores are also expressed in the form of levels of depression: minimal (0-4), mild (5-9), moderate (10-14), moderately severe (15-19), and severe (20-27). The distribution of depression levels according to the number of participants was as follows: minimal depression (12/55, 22%), mild depression (26/55, 47%), moderate depression (31/55, 56%), moderately severe depression (21/55, 38%), and severe depression (5/55, 9%). There were rare occurrences of participants traversing up to 4 levels of depression over the course of their time in the study. It is also important to mention that, owing to data limitations and survey completion rate, 5% (3/55) of the participants maintained a single level of depression in the data set. The observations also revealed that most participants fluctuated between 2 levels of depression.
**Feature Extraction**

The collected sensor data were passed to the Reproducible Analysis Pipeline for Data Streams framework [25] for feature extraction. The data set retained 66 features, including calls, conversations, locations, screen, Wi-Fi, heart rate, sleep, and steps. The data were then compiled into an aggregated data set and used as input for our ML modeling operations.

Figure 2. Feature extraction.

The data set was in a 2D tabular format for the application of our supervised modeling approaches populated with the survey results from the PHQ-9 weekly surveys to serve as the ground truth. To match the weekly ground truth depression score, we aggregated our features into daily and then weekly values. Figure 2 shows the combined harnessing framework comprising AWARE, Fitbit, and Reproducible Analysis Pipeline for Data Streams. Each sensor-based feature set was used to extract a range of features.

**ML Modeling**

**Overview**

The data processing pipeline started with extensive EDA to check for skewness and filter missing data. This step was followed by the calculation of the Pearson correlation values for our feature set and the removal of highly correlated features. On the basis of our EDA, we set thresholds for missing data and adopted a robust imputation strategy such as the k-nearest neighbors, which is effective in handling multivariate time-series data. Our final data set consisted of 507 data points with 61 features, which represented 37 participants owing to high data sparsity. An illustration of the EDA and final data set generation is presented in Figure 3.

The ML phase after the data preprocessing can be segmented into a model-fitting stage and a cross-validation (CV) stage. In the model-fitting stage, we applied both the depression score prediction and change in depression level prediction approaches. This model involved passing the feature sets through linear and nonlinear ML algorithms. The linear algorithms included Least Absolute Shrinkage and Selection Operator and elastic net. Nonlinear modeling included tree-based algorithms such as random forest; decision trees; and ensemble methods such as AdaBoost, extra trees, gradient boosting, and XGBoost.

The CV stage was responsible for the train-test splitting of data. This stage was also designed to consider universal and personalized modeling strategies. The universal strategies ensured that the modeling was based on the sample population data splits. The personalized strategies modeled based on individual data train-test splits. These strategies will be further elaborated on in the following subsection.
Figure 3. Machine learning (ML) pipeline comprising exploratory data analysis that includes (A) check for skewness of data, (B) missing value assessment, (C) check of depression level distribution, (D) generation of correlation matrix and removal of features that are highly correlated, (E) k-nearest neighbors (KNN)-based missing value imputation, (F) aggregated data set creation, and (G) nonlinear and linear ML modeling of data.

Prediction of Depression Score
To predict depression score, we used linear and nonlinear regression-based ML algorithms, as shown in Figure 4. The algorithms included Least Absolute Shrinkage and Selection Operator, elastic net, random forest, AdaBoost, extra trees, gradient boosting, and XGBoost for regression. The features extracted were used as input based on sensor combinations. The ML algorithms modeled on the data output predictions of the depression score. The model was based on universal and personalized modeling strategies. The models were evaluated based on mean absolute error (MAE), mean squared error (MSE), root MSE (RMSE), and mean absolute percentage error (MAPE).

Figure 4. Depression score prediction approach. MAE: mean absolute error; MAPE: mean absolute percentage error; ML: machine learning; MSE: mean squared error; RMSE: root mean squared error.

Prediction of Change in Depression Level
The prediction of change in depression level used the feature set combinations as input. The ML algorithms regressed on the feature data to predict the change in depression score and is shown in Figure 5. The change in depression level was then derived from the predicted change in depression score. This was a regression modeling approach with MAE, MSE, RMSE, and MAPE as evaluation metrics.
As mentioned previously, there were 5 depression levels. A jump to a level above (positive change) or a level below (negative change) was considered a change in level. The magnitude of the change was determined by the number of jumps seen in participant depression levels. On the basis of this idea, there were 9 changes in levels: positive changes (1, 2, 3, and 4), negative changes (−1, −2, −3, and −4), and no change (0). The change in depression level observed in our data fell within the range of −3 to 3. The change in depression scores was mapped to these 7 changes in depression levels. The establishment of levels helps in the better interpretation of depression changes by health care providers and aligns with standard medical diagnostics [45].

**CV Strategy**

We used multiple variations of the leave-one-out CV as presented in Figure 6. These strategies were designed to accommodate both personalization and generalization of the trained models.

**Leave One Participant Out**

In this strategy, we held out a single participant for validation and trained the model on the other participants. This strategy reflects the cold start case where a new user starts using the health app. This is a generalized approach to model fitting that takes advantage of the existing data set participants.

**Leave Week X Out**

In Leave Week X Out, we held out a given week for all participants and trained on the rest of the weeks. This strategy evaluates the impact of time-specific segments of data on the prediction. The training phase captures the similarity and variation of the data during different weeks to build the models.

---

**Figure 5.** Machine learning approach for predicting change in depression level.

**Figure 6.** Cross-validation strategies: (A) Leave One User Out, (B) Leave Week X Out, (C) Leave One Week One User Instance, and (D) Accumulated Weeks.
This too is categorized as a general modeling strategy to detect patterns in weekly depressive behavior.

**Accumulate Weeks**

A sliding window approach was followed in this CV strategy where, for each participant, the model was built with data from weeks \( t \) to \( t+n \) and tested on week \( t+n+1 \). This strategy examines the feasibility of the personalized ML models using data from individual users and evaluates the impact of longer-term data on prediction accuracy.

**Leave One Week One User Instance Out**

Here, we trained the models on all the weeks of a participant leaving one of their weeks for testing. This was done for all participants. This method also evaluates the feasibility of the personalized models using each individual user’s data on a week-by-week basis without considering the temporal and historical trend.

**Textbox 1.** Process to generate models for the various combinations of data sets.

<table>
<thead>
<tr>
<th>Process of model generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Data set generation: from the aggregated data set that is inclusive of all the feature sets, we generated all possible combinations of the feature sets, including 1-feature sets, 2-feature sets, 3-feature sets, 4-feature sets, 5-feature sets, and 6-feature sets.</td>
</tr>
<tr>
<td>• Depression score and change in depression level: we used the Patient Health Questionnaire-9 scores as the ground truth for depression score prediction. To predict the change in depression level, the ground truth was the actual transitions between the depression levels of the participants.</td>
</tr>
<tr>
<td>• Machine learning modeling: the derived data sets were all passed through both the universal and personalized modeling strategies.</td>
</tr>
<tr>
<td>• Model selection: for depression score prediction and change in depression level both following regression-based approaches, we evaluated and selected the best models based on mean absolute error, mean squared error, root mean squared error, and mean absolute percentage error precision.</td>
</tr>
<tr>
<td>• Feature importance: the models that performed best were further analyzed, and their feature importance was calculated. For each combination of sensors and their respective analyses under universal and personalized modeling strategies, the top 10 features were determined. This list of the top 10 features across the combinations was then converted into a frequency chart to help understand the features that had predictive capability.</td>
</tr>
</tbody>
</table>

**Feature Importance Calculation**

The feature importance in this study was calculated by observing the decrease in node impurity of our tree-based models, which included random forest, AdaBoost, and XGBoost. The impurity for regression tree-based modeling was determined by calculating the variance reduction of the model owing to a feature. Training the tree-based models allowed us to evaluate the contribution of each feature in decreasing the weighted impurity. This decrease in impurity was averaged over the ensemble of trees trained.

**Ethics Approval**

We obtained approval for this study from the University of Pittsburgh Human Research Protections Office (STUDY18120176). After the participants showed interest in study involvement, they were screened based on the study criteria. The inclusion criteria were that the adolescents be aged 12 to 17.99 years, own an Android or iOS smartphone with access to a data plan, score \( \geq 5 \) on the PHQ-9 consistent with at least mild symptoms, self-report a previous diagnosis of depression, understand English, and currently reside in the United States. The exclusion criteria were that the adolescents could not have current active suicidal ideation (thoughts with an intent to act on them), a history of a suicide attempt without having received mental health treatment, or a physical deformity or medical reason preventing them from wearing an activity tracker, or be simultaneously participating in a different research study using AWARE. Adolescents meeting the study criteria were offered study participation and, thereafter, if interested, provided their verbal assent, and their parents provided permission. A copy of the consent materials was emailed to all participants for review beforehand.

**Results**

**Overview**

In this section, we present the performance of our approaches in predicting depression score and change in depression level in adolescents. The results are the mean values of our runs with the respective approaches. We further show the features that played the most significant role in predicting outcomes for change in depression level. We then report the effect of adding incremental weekly data on the accuracy of depression level prediction. We analyzed the data using both universal and personalized modeling strategies. The study also assessed the impact of missing data on personalized modeling performance. Finally, we conclude this section with a comparative study of classic time-series modeling and a personalized ML model.
**Prediction of Depression Score**

To understand how sensor features can help in predicting adolescents’ depression, we applied regression-based ML algorithms to predict depression scores. The model was compared with a random baseline, and we tested all possible combinations of sensor features and ML algorithms. The evaluation metrics selected were MAE, MSE, MAPE, and RMSE. In particular, we paid close attention to MAE and RMSE. As shown in **Table 2**, nonlinear algorithms such as the decision trees and AdaBoost performed best. Overall, the personalized models outperformed the universal models in all metrics, in particular MAE and RMSE. The best set of performance metrics recorded was for the Accumulate Weeks personalized strategy. The most optimal model used a 4-feature combination that consisted of Fitbit, calls, screen, and location-based feature sets (MAE=2.39, MSE=10.28, RMSE=2.83, MAPE=0.27). The best results from the personalized models were derived from feature sets that had location, calls, and screen in the combination. This also shows that adding more features does not necessarily yield better results. An RMSE in the range of 2 indicates that our model was able to predict depression scores within 2 scores of test cases.

The results of the regression analysis of depression scores can also be interpreted as levels of depression. This was achieved by segmenting our predictions into intervals of PHQ-9 scores adhering to the established strategy [45]. The confusion matrix of depression levels in **Figure 7** was derived based on the depression score predictions to provide more insight. We see that the model is able to best predict levels 2 and 3 most of the time with 89 and 79 correct labels, whereas the other levels, such as 1, 4, and 5, appear to have been predicted 24, 33, and 15 times, respectively. These results support our ground truth distribution, where mild (level 2) and moderate (level 3) depression accounted for most of the samples, followed by moderately severe (level 4), minimal (level 1), and severe (level 5) categorizations.

**Table 2.** Depression score regression results.

<table>
<thead>
<tr>
<th>Feature set</th>
<th>ML algorithm</th>
<th>LOPOb MAE (SD)</th>
<th>LWXOC MSE (SD)</th>
<th>ACCUb MAPE (SD)</th>
<th>LOWOUc RMSE (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fitbit, calls, conversation, screen, location, and Wi-Fi</td>
<td>AdaBoost</td>
<td>4.46 (0.62)</td>
<td>3.43 (0.70)</td>
<td>2.39 (0.10)</td>
<td>2.53 (0.10)</td>
</tr>
<tr>
<td>Calls, conversation, screen, location, and Wi-Fi</td>
<td>Random forest</td>
<td>5.07 (0.71)</td>
<td>4.31 (0.65)</td>
<td>2.83 (0.11)</td>
<td>2.53 (0.17)</td>
</tr>
<tr>
<td>Fitbit, calls, screen, location, and Wi-Fi</td>
<td>XGBoost</td>
<td>30.74 (0.41)</td>
<td>19.0 (0.39)</td>
<td>10.28 (0.21)</td>
<td>11.89 (0.25)</td>
</tr>
</tbody>
</table>

a The values presented display evaluation metrics for depression score regression models. The best-performing machine learning models were AdaBoost, random forest, and XGBoost.
b LOPO: Leave One Participant Out.
c LWXO: Leave Week X Out.
d ACCU: Accumulate Weeks.
e LOWOU: Leave One Week One User Instance Out.
f MAE: mean absolute error.
g MSE: mean squared error.
h MAPE: mean absolute percentage error.
i RMSE: root mean squared error.
j ML: machine learning.
Figure 7. Confusion matrix of depression levels based on depression score predictions.

Prediction of Change in Depression Level

Table 3 presents the results of predicting change in depression score. In this approach, the change in depression score was calculated between participant weeks as per depression score_{time} − depression score_{time−1}. The best-performing models with the lowest MAE were the personalized models Accumulate Weeks (MAE=3.21, MSE=20.13, RMSE=3.86, MAPE=13.69) and Leave One Week One User Instance Out (MAE=3.12, MSE=20.14, RMSE=4.48, MAPE=7.16). Having the ability to predict change within an error margin of −3 to +3 can not only help in determining change in score but also aid in discerning change in levels of depression.

We used the change in depression predictions to create 7 different classes marking changes in levels of depression [45]. The classes (−3, −2, −1, 0, 1, 2, and 3) map the regressed change in depression score to the change in depression level. The signs of the classes represent the rise and fall of depression level, and their values represent the magnitude of change in depression level. Similar to our approach to understanding how depression scores can be interpreted in terms of depression levels, this enabled us to visualize how well our models performed in terms of detecting change in depression score and mapping it to change in depression level. The results from the confusion matrix Figure 8 allowed us to see that the model was able to predict the level jumps (−1, 0, and 1) more accurately than the higher jumps (−3, −2, 2, and 3). This can be explained by the distribution of the observations in the data. Most of the recorded cases witnessed a rise and fall in depression levels by 1 or were at the same level (0) for an extended period. The confusion matrix showed that the true occurrences of large depression level jumps were very rare events.
Table 3. Depression score change regression results.

<table>
<thead>
<tr>
<th>Feature set</th>
<th>LOPOb (MAE (SD))</th>
<th>LWXOb (MAE (SD))</th>
<th>ACCUd (MAE (SD))</th>
<th>LOWOUe (MAE (SD))</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE (SD)</td>
<td>3.28 (0.70)</td>
<td>3.24 (0.67)</td>
<td>3.21 (0.20)</td>
<td>3.12 (0.15)</td>
</tr>
<tr>
<td>MSE (SD)</td>
<td>21.35 (0.72)</td>
<td>19.43 (0.63)</td>
<td>20.13 (0.24)</td>
<td>20.14 (0.22)</td>
</tr>
<tr>
<td>MAPE (SD)</td>
<td>8.33 (0.55)</td>
<td>15.79 (0.61)</td>
<td>13.69 (0.17)</td>
<td>7.16 (0.20)</td>
</tr>
<tr>
<td>RMSE (SD)</td>
<td>4.2 (0.71)</td>
<td>4.26 (0.66)</td>
<td>3.86 (0.18)</td>
<td>4.48 (0.21)</td>
</tr>
<tr>
<td>Feature set</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitbit, calls, conversation, screen, location, and Wi-Fi</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MLj algorithm</td>
<td>AdaBoost</td>
<td>Random forest</td>
<td>XGBoost</td>
<td>Random forest</td>
</tr>
</tbody>
</table>

aThe values presented display evaluation metrics for depression score regression models. The best-performing machine learning models were AdaBoost, random forest, and XGBoost.
bLOPO: Leave One Participant Out.
cLWXO: Leave Week X Out.
dACCU: Accumulate Weeks.
eLOWOU: Leave One Week One User Instance Out.
fMAE: mean absolute error.
gMSE: mean squared error.
hMAPE: mean absolute percentage error.
iRMSE: root mean squared error.
jML: machine learning.

Figure 8. Confusion matrix for change in depression level into 7 classes (−3, −2, −1, 0, 1, 2, and 3) that represent transitions between higher and lower levels of depression.

Feature Importance Calculation

One of the main advantages of modeling and formulating prediction strategies by extracting features using tree-based approaches is interpretability. In this section, we share the results and provide key insights into the features that were most influential in formulating our ML models. In particular, we chose our depression score prediction results to understand and narrow down the features that played a crucial role in model performance. The results are presented in two parts: (1) plot of the features from the best models based on the frequency of their selection and (2) analysis of the top 10 features with relative importance plotted for each of the personalized and universal modeling strategies.
Most Frequent Features Selected During ML Modeling

Location, calls, and screen were the top 3 feature sets over all modeling strategies. The normalized location entropy and location entropy, which tell us how much time a participant spent at a location, were observed to be most frequently selected during modeling, in particular for both personalized and universal models. The other most frequently selected location features included the outlier time percentage, which is the ratio of time spent in a non-significant location divided by the time spent in all locations. Static ratio and number of location transitions were more features that were consistently included in the modeling strategies. Call features were the second most frequent feature in the model. Top call-related features included outgoing calls, in particular Shannon entropy for the duration of all calls, and minimum and mean duration of calls. This was also commensurate with the incoming call features, where, besides the mean, minimum duration of calls also included incoming call count and sum of duration of incoming calls. Frequently selected screen features included first use after unlock, count episode of unlocks, and minimum and maximum duration of screen unlocked. For completeness, we should also mention that conversation, Fitbit, and Wi-Fi followed the aforementioned feature sets.

Figures S1-S4 in Multimedia Appendix 1 show the features that were selected most frequently by Accumulate Weeks, Leave One Week One User Instance Out, Leave Week X Out, and Leave One Participant Out for the best models predicted under them. These plots show the number of times particular features were associated with the best models for all combinations of feature sets under the respective modeling strategy. It is important to note that we modeled up to 6 combinations of sensors and feature sets; therefore, the presence of a feature with a count of 6 indicates that, for all feature combinations tested, that particular feature played a significant role in predictive model building.

Important Features Selected Based on Relative Importance From the Best Depression Score Prediction Models

In the previous section, we presented the results for the most frequently observed features that contributed to the modeling phase. In this section, Figures S5 and S6 in Multimedia Appendix 1 look at the feature importance of the modeling strategies. In particular, we will look at the relative importance among the top 10 features that influenced the respective modeling strategy. Relative importance reflects the importance that the ML algorithm places on a particular feature to form its predictions. Figure S5 in Multimedia Appendix 1 illustrates the feature importance for the Accumulate Weeks (left) and Leave One Week One User Instance Out (right) modeling strategies for depression score prediction. The feature set for Accumulate Weeks that performed best included Fitbit, calls, screen, and location. We see that screen first unlock has the maximum importance (0.175), followed by screen maximum duration unlock (0.115). They are followed by call features count of most frequent call types (0.0754) and incoming call count (0.0752).

In the case of Leave One Week One User Instance Out, the 6-sensor combination of Fitbit, calls, conversation, screen, Wi-Fi, and location performed best overall. The best features in this modeling strategy also included screen first unlock (0.16) and screen maximum duration unlock (0.112). This was followed by call incoming count of most frequent call types (0.079) and screen count episode unlocks (0.052). An important observation in this result is the similarity of the feature importance of both personalized models. Both modeling strategies selected screen, call, and Fitbit features as important. The results only showed the top 10 features by relative importance; other features such as location followed but had low relative importance.

The universal models are shown in Figure S6 in Multimedia Appendix 1. Both Leave One Participant Out and Leave Week X Out showed the best performance for 5-feature and 6-feature combinations, respectively. We note that both of the generalized approaches ranked the Wi-Fi feature count of the most scanned access point for a time segment with high importance (Leave One Participant Out: 0.11; Leave Week X Out: 0.132). Universal models also displayed importance among the screen and Fitbit features. Screen features such as max duration unlock (Leave One Participant Out: 0.042; Leave Week X Out: 0.07) and standard deviation of duration screen unlocked (Leave One Participant Out: 0.041; Leave Week X Out: 0.038) were also common between the 2 strategies. The Fitbit features of maximum resting heart rate and maximum steps were both selected as important by Leave One Participant Out and Leave Week X Out.

Variation in Accuracy With Increase in Weeks of Data for Accumulated Modeling Strategy

In this section, we present our analysis of how incremental increases in weeks of data affected model accuracy, which was extracted by converting depression score predictions to levels. The results in this section are based on modeling done under the Accumulate Weeks approach. We present 3 plots in Figure 9. The first plot reflects the variation of accuracy based on data from all participants, the second is for participants who showed low SD between their weekly PHQ-9 scores, and the final plot is for participants with high SD between their reported weekly PHQ-9 scores. The blue line represents the accuracy values corresponding to the weeks of data available for modeling, and the red dotted line represents a 2-point moving average.

All 3 plots in Figure 9 show that average accuracy fluctuated between weeks of data available for modeling. Therefore, we looked closely at the trend of the moving average to guide inferences about accuracy variation. In the plot with all participants, looking at the 2-point moving average, we can see that the average accuracy fluctuates between 50% and 60%. The plot with data from participants with a low SD in the PHQ-9 score is higher and can be conservatively stated to be between 60% and 75%. For participants with a high SD in the PHQ-9 score, the moving average shows a significant variation between 20% and 40% accuracy.

We observed that variation in the reported PHQ-9 score by participants contributed to the overall fluctuations. Ideally, it would be expected that, with an increase in data, the accuracy of the models would tend to increase. Although a slight trend upward was observed, the constant rise and fall of participant PHQ-9 scores seemed to affect the accuracy.
Missingness of Data and the Impact on Accuracy and RMSE

In this section, we explore how missing data affected our accuracy and RMSE values across participants. Figure 10 plots the percentage of missing data for each participant and their accuracy based on personalized modeling (Accumulate Weeks).

We observed 30.89% missing data in the phone-based sensors and nearly 67.74% in Fitbit. Missing Fitbit data were attributed to less than expected adherence to wearing the Fitbit because of reasons relating to regular charging, rash in some participants’ cases, and forgetting to wear the device on a regular basis.

The line in blue in Figure 10 is the normalized missing percentage, and the orange line is the normalized RMSE of predicting the depression score. The figure shows how missing data percentage relates to the RMSE value of individual participants for predicting depression score. To analyze both of these values, we normalized them to have the same scale of comparison. Observing a few participants, such as participant 22 (normalized missing percentage: 1; normalized RMSE: 0.04) and participant 24 (normalized missing percentage: 0.15; normalized RMSE: 0.72), we discovered the presence of an inverse relationship between model performance and the amount of missing data.

Discussion

Principal Findings

This study presented an in-depth analysis of passively sensed multimodal data collected over a period of 24 weeks from 37 adolescents to predict depression. The collection of data coincided with the COVID-19 outbreak and allowed for the observation of sensor data predictive capability in this scenario. Our models predicted both depression scores and change in the level of depression over weeks. The results showed reasonable improvements compared with the baseline models for both depression score and change in depression level prediction.

We explored universal and personalized modeling strategies. Overall, given the unpredictability of mental health patterns in individuals, personalized models were the most optimal. The Accumulate Weeks modeling approach, which relied on previous windows of sensor observations, achieved an RMSE of 2.83 for depression score predictions and an RMSE of 3.21 for change in depression score prediction. This provides a strong intuition regarding the model’s performance. In cases of depression prediction, the model can differ by a score of approximately 2 and, for change in depression score, by a score of approximately 3. This realization of the results points toward the future research and development of more sophisticated personalized predictive modeling to map individual behavioral traits between participants.

Investigating the modeling predictions by segmenting them into depression levels revealed that the model was good at predicting the mild, moderate, and moderately severe levels, whereas minimal and severe levels were difficult to detect because of the less frequent observations in the data collected. In the case of change in depression levels, the models detected decreases and increases with reasonable accuracy when the transitions were −1, 0, and 1. Rare changes such as −3, −2, 2, and 3 were detected with less accuracy. Data imbalance in terms of rare events such as severe changes in depression level, as shown in
this study, can be a subject of further exploration, with possible strategies for synthetic data generation that can imitate sensor readings of participants with sudden or rare changes.

Our study also looked into feature frequency and feature importance. Understanding the features that were selected and highly ranked by optimal-performing models can help in determining what sensors to focus on when analyzing data from passive sensor studies. We see that location, calls, and screen sensor-based features appeared most frequently in the optimal-performing models. Individuals experiencing depressive symptoms tend to move less, which can be captured by location data. Depression also causes participants to reduce their interaction with friends and family, and call-related features can play a role in characterizing this behavior. The screen time of individuals has been seen to be a reflection of mood, as explored in an earlier study [48]. Feature importance helps narrow down the exact features that contributed to modeling. We noticed that, for personalized models, screen time was a strong determining factor that could be a consequence of the COVID-19 lockdown that prompted participants to use their phones with greater frequency. The feature importance presented in this study enabled us to make informed interpretable associations between sensor readings during changes in depression levels or scores. This can propel more research in the direction of more explainable or interpretable model building, especially for mental health–related diseases.

Personalized models performed best in our study of adolescent depression data. Therefore, it was important to understand how personalized modeling, in particular the Accumulate Weeks approach, performed when subjected to incremental data addition as well as looking at how missing values affected model performances. The Accumulate Weeks modeling approach performed better when the variation in the depression scores of the participants was low. By contrast, when the variation in depression scores was high, the accuracy decreased significantly. Exploring the relationship between missing values and the performance metrics of the models allowed us to discover an inverse relationship. This bolsters our understanding that completeness of data can be an important factor in improving model performance. Our experimental analysis of missing data suggests a requirement for strategies to improve the collection of sensor data that can include stronger adherence to protocols by participants or more robust data-generating processes.

Finally, we investigated how autoregressive integrated moving average (ARIMA) models performed in comparison with the ML modeling approaches used. The outcome of the comparison showed that ML models performed relatively better than the classic ARIMA models. However, the ARIMA models were more robust to sudden changes in comparison with the ML models, which were better at predicting smoother transitions. This result leads us to believe that, with possibly larger data sets, a combination of classic time-series approaches and ML-based approaches can be useful for participants with inherent trends or seasonality in their behavior.

Comparison With Previous Research

In the Related Work section, we discussed a number of studies on mobile health. In particular, we looked at studies that explored adolescent depression to some degree. Most previous studies were conducted with varied age groups where the adolescent population was either not a part or a very small part of the study [33–38]. However, these studies cannot be considered representative of the adolescent age category. An in-depth review of passive sensing technology for predicting depression [49] mostly focused on college students and adults.

This study focused on adolescents, and all the results are representative of adolescent participants with a previous diagnosis of depression. To the best of our knowledge, this study had the largest sample of adolescents monitored passively to predict depression. In our work, we found location to be one of the most frequent feature sets to be recognized by the ML models. This is in agreement with previous studies of GPS sensor data [33,34] to detect depressive states. They too found a relationship between mobility metrics and depression. The population segment in those studies was restricted to adults. The sensors used were also limited. Other studies that used multimodal sensor data were limited in either participant recruitment or duration [33–37] as well as the population they studied. Our study was an extensive, 24-week–long endeavor with 37 participants being retained for our predictive analysis. A few previous studies on the adolescent population relied on survey-based approaches [40–42]. We differ in relation to them as we strictly based our modeling on multimodal sensor features and did not rely on any direct input from the participants or their parents.

The work by Cao et al [39] was the closest to our study. It was aimed at the adolescent population and used a combination of survey inputs from parents and adolescents besides multimodal features to improve on their accuracy. The differences between the study by Cao et al [39] and our study lie in the type of modeling approaches we used (eg, universal and personalized), the duration of the trial, and the number of participants. In relation to the modeling approaches, Cao et al [39] only performed a universal approach with the best RMSE value leading to 3.70, which combined parents’ inputs, steps, GPS, SMS text messages, and calls. We achieved an RMSE of 2.39 based only on the sensor combinations of calls, screen, location, and Fitbit. Their trial lasted 8 weeks and only had 8 participants; this was less compared with our study. Overall, our study explored adolescent depression based on passively sensed data in greater depth owing to both modeling approaches, the study duration, and the participants involved. We also showed how data affected our modeling and compared them with classic techniques such as ARIMA. This information is pertinent in understanding the adolescent population and provides evidence of the type of modeling approaches and features that can generate the best results in predicting depression and change in depression score.

Limitations

Despite the exhaustive modeling approach and strong participant involvement, our study also encountered some limitations. One of the primary limitations of our study was the start of the COVID-19 outbreak that caused potential deviation from the regular behavior of adolescents. Schools were closed and mobility was restricted to the confines of participant houses or
rare outings. Most adolescents were at home and were restricted to television, games, or cell phone use.

We also encountered missing data partially because of the participants’ lack of adherence to data syncing and management of the app and partially because of technical issues and difficulty in remote troubleshooting. Missing data are a general concern in passive sensing, which we investigated in our work to show the impact they had on modeling. Data completeness can aid greatly in modeling performance.

Despite our study being one of the studies of longest duration conducted to the best of our knowledge, it can still be categorized as a small data set. A small data set can have an impact on the modeling of rare events; for example, large, sudden jumps in depression scores or extreme depression scores can be hard to track for ML models. Although these measures are anomalies in the data set, perhaps a more focused study on participants exhibiting such traits can be looked into for future directions.

Finally, although our extensive analysis provides useful insights into the feasibility and challenges of using passive sensing for the prediction of adolescents’ depression, we emphasize that our study is exploratory and further investigation and more studies are needed to replicate these results.

Conclusions and Future Directions
In this exploratory study, we investigated the feasibility of using passively sensed data for predicting adolescents’ depression. We applied universal and personalized ML approaches to predict depression score and change in depression level in adolescents. Our results showed RMSE values of approximately 2 and 3 for the prediction of depression score and for depression change, respectively. This provides confidence in personalized modeling approaches for predicting depression in adolescents. We also investigated the features that models frequently relied on. Features related to screen, call, and location sensors were the most frequent in the optimal models. Our analysis showed better model performance for participants with low variation in depression scores. We also observed that the percentage of missing data of a participant inversely affected the model’s performance.

Modeling both change in depression and depression scores can be greatly influential in helping clinicians, parents, and adolescents take preventive measures to intervene in the early worsening of depressive symptoms before entering severe categories. This study will inform the development of an adolescent-facing mobile app with a parent and clinician component to aid in adolescents’ self-management and tracking of their mood.

Future research based on our principal findings can help improve mental health prediction. The area of personalized modeling can be used to provide tailored feedback to patients. Rare event prediction in the face of the data imbalance seen in this study should act as an impetus to develop more realistic synthetic data. The feature importance determined can be further explored for other mental illnesses and provide a more interpretable analysis of passive sensing–based studies. Strategies to mitigate missing data for passive sensing will need to balance both participant adherence and modeling strategies that account for missingness. A final promising area of research could be the formulation of an ML model while incorporating a classic time-series approach to account for possible future trends in patients.
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Abstract

Background: Heart failure (HF) is a costly health condition and a major public health problem. It is estimated that 2%-3% of the population in developed countries has HF, and the prevalence increases to 8% among patients aged ≥75 years. Home telemonitoring is a form of noninvasive, remote patient monitoring that aims to improve the care and management of patients with chronic HF. Telehealth for Emergency-Community Continuity of Care Connectivity via Home-Telemonitoring (TEC4Home) is a project that implements and evaluates a comprehensive home monitoring protocol designed to support patients with HF as they transition from the emergency department to home.

Objective: The aim of this study is to assess the cost of using the home monitoring platform (TEC4Home) relative to usual care for patients with HF.

Methods: This study is a cost-consequence analysis of the TEC4Home pilot study. The analysis was conducted from a partial societal perspective, including direct and indirect health care costs. The aim is to assess the costs of the home monitoring platform relative to usual care and track costs related to health care utilization during the 90-day postdischarge period.

Results: Economic analysis of the TEC4Home pilot study showed a positive trend in cost savings for patients using TEC4Home. From both the health system perspective (Pre TEC4Home cost per patient: CAD $2924 vs post TEC4Home cost per patient: CAD $1293; P=.01) and partial societal perspective (Pre TEC4Home cost per patient: CAD $2411 vs post TEC4Home cost per patient: CAD $1108; P=.01), we observed a statistically significant cost saving per patient.

Conclusions: In line with the advantages of conducting an economic analysis alongside a feasibility study, the economic analysis of the TEC4Home pilot study facilitated the piloting of patient questionnaires and informed the methodology for a full clinical trial.

(JMIR Form Res 2022;6(6):e32147) doi:10.2196/32147
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Introduction

Heart failure (HF) is a costly health condition and a major public health problem. An estimated 2%-3% of the population in developed countries has HF. The prevalence increases to 8% among patients aged ≥75 years [1]. Although it is the common final stage of many heart diseases, its manifestations can be difficult to diagnose accurately [1]. According to clinical criteria established by the Framingham Heart Study, a diagnosis of HF is confirmed when two major criteria such as elevated jugular venous pressure, pulmonary rales, or a third heart sound are found, or when one major criterion and two minor criteria,
including peripheral edema, dyspnea on exertion, or hepatomegaly, are confirmed [1]. A diagnosis of HF carries substantial risk of morbidity and mortality, despite advances in management.

Home telemonitoring is a form of noninvasive, remote patient monitoring that has gained attention as a promising strategy for improving the care and management of patients with chronic HF. It can be particularly helpful for older adults and those who are frail as well as those at high risk of deterioration [2]. It involves the use of electronic devices and telecommunication technologies (eg, monitoring devices, handheld or wearable technologies, and intelligent sensors) for the digital transmission of physiological and other disease-related data from the patient’s home to a health care center providing care and clinical feedback, enabling the collection of clinical data remotely on a regular basis. Using home monitoring technology can result in early detection of clinical decompensation in patients with HF, making it possible to provide timely intervention to prevent mortality events or further deterioration of the patient’s condition [2]. Research has shown that for people with HF, structured telephone support and noninvasive home telemonitoring reduces the risk of all-cause mortality and HF-related hospitalizations [3]. These interventions have also been demonstrated to be a major factor in improved self-care behaviors and health-related quality of life and HF knowledge improvements [3].

Telehealth for Emergency-Community Continuity of Care Connectivity via Home-Telemonitoring (TEC4Home) is a project that will implement and evaluate a home monitoring protocol designed to support patients with HF as they transition from the emergency department (ED) to home. The system uses home health monitoring technologies procured by TELUS Health to collect biometric measurements (ie, weight, blood pressure, pulse, oxygen saturation), which feed the monitoring software data to monitor and surveil patient deterioration in an effort to avoid unnecessary ED visits and hospitalizations. In addition, patients are provided a tablet to answer questions on how they feel [4]. TEC4Home has three broad aims. The first aim is to decrease 90-day readmission rates and improve clinical outcomes by increasing the safety and quality of care for patients with HF at home after discharge from the ED [4]. Second, the program aims to help increase patients’ engagement and understanding of their condition; the system also aims to improve communication and continuity of care during the transition from ED to home [4]. Finally, TEC4Home aims to achieve a reduction of resource utilization (eg, ED visits and readmissions) to achieve cost savings for the health care system [4].

The aim of this study is to assess the cost of implication of using the home monitoring platform (TEC4Home) relative to usual care and further track costs related to all utilization during the 90-day postdischarge period. Studies have shown that decision makers desire a disaggregated presentation of study costs and outcomes (consequences), which could include changes in survival, quality of life, or indicators of patient satisfaction [5,6]. As such, in this study, a cost-consequences approach was taken. Cost-consequence analysis (CCA) has been defined as an analysis in which costs and effects are calculated but not aggregated into quality-adjusted life years or cost-effectiveness ratios [7]. A CCA that involves comparing the costs and outcomes associated with the home monitoring intervention is more appropriate than a full economic evaluation because this is a pilot study with a limited sample. This form of analysis allows decision makers to compare explicitly the costs associated with usual care and home monitoring technology with the outcomes studied in this pilot. A health system and partial societal perspective was chosen to evaluate the cost-consequence of TEC4Home (ie, direct costs within the health care system and out-of-pocket costs incurred by the patients). This approach was driven by the fact that patient costs and costs outside health care are relevant when it comes to the wider societal impact of this type of technology. This study evaluates the cost implications of the TEC4Home telemonitoring technology on the health system and patients.

### Methods

#### Identification of Outcomes of Interest

The outcomes of interest included in the evaluation are quality of life, mortality, event rates, and costs. Event rates include visits to the ED, general practitioner (GP), or hospital, as well as hospital admissions and length of hospital stay. These outcomes are distinguished by events related to HF and events related to any cause (Textbox 1).
Textbox 1. Disaggregation of the outcome (event rates and costs related to health care utilization).

<table>
<thead>
<tr>
<th>Event rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Number of general practitioner visits</td>
</tr>
<tr>
<td>• Number of specialist outpatient visits</td>
</tr>
<tr>
<td>• Number of emergency department visits (all-cause)</td>
</tr>
<tr>
<td>• Number of hospital admissions and length of hospital stay (all-cause)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cost components related to health care utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>• General practitioner visits</td>
</tr>
<tr>
<td>• Specialist visits</td>
</tr>
<tr>
<td>• Emergency department visits</td>
</tr>
<tr>
<td>• Length of hospital stay</td>
</tr>
<tr>
<td>• Professional household care, personal care, physiotherapy, and mental health care–related visits (captured as part of out-of-pocket cost)</td>
</tr>
</tbody>
</table>

Cost components related to health care for patients with HF were determined by the TEC4Home trial. Direct costs within health care are derived from those cost components. A distinction was made between costs related to the intervention (including equipment costs, lease costs, and connection fee) and costs related to health care utilization (Textbox 1).

Data Analysis

In this study, utilization includes hospital admissions, ED visits, community family physician visits, and other health provider visits. Utilization was captured through a simple resource utilization questionnaire administered to patients at the time of patient outcome data collection. For the CCA, outcomes are reported in natural units, such as the number of ED visits avoided. Costs are reported in monetary units and consideration is given to costs incurred by the health system and/or the individual patients enrolled in the study. The costs included are those associated with health system resource use, such as ED visits, specialist visits, and nights in hospital.

With each patient serving as his/her own control, we compared health care utilization 90 days before index admission to 90 days posttelemonitoring. The costs of the home monitoring platform relative to usual care were assessed and the study further tracked costs related to all utilization during the 90-day postdischarge period. A 2-tailed paired sample t test was used to compare the difference in cost observed between the pre and post periods.

The CCA compared the costs (such as treatment and hospital care) and the consequences (such as health outcomes) of TEC4Home with the standard care patients received before enrolling in the study (which involves clinic visits for clinical examination, assessment of signs and symptoms, assessment of medication use, and provision of self-care instructions).

Results

From October 2016 to June 2017, a total of 519 patients were screened, and 70 patients were enrolled. Patients were excluded if they were unable to complete study procedures, were unable to access a nurse or technology, were having a coronary or structural heart intervention during admission, or had an anticipated survival of less than 90 days. Participants’ median age was 75 (range 43-97) years. Complete self-reported health care utilization data from before and after TEC4Home were available for 30 patients; the CCA is based on this data.

The CCA showed a significant reduction in cost associated with length of stay during hospital admission after TEC4Home. With regard to cost associated with ED visits, GP visits, and specialist visits, there was a cost reduction for patients in the home telemonitoring arm; however, this difference was not statistically significant (Table 1).

Additionally, there was a reduction in out-of-pocket costs for patients in the telemonitoring arm; however, this difference was not statistically significant. Patient self-reports on special costs related to their health condition (including drugs, aids to daily living, housekeeping or home care, or transportation to/from medical appointments) showed that patients enrolled in the TEC4Home program saved an average of CAD $118. Note that all dollar values presented in the manuscript are given in Canadian dollars. A currency exchange rate of CAD $1=US $0.78 is applicable.
From the health system perspective, which was calculated using patient self-report surveys on nights spent in hospital, ED visits, specialist visits, GP visits, other health professional visits, and average cost for TEC4Home (this includes home health monitoring deployment and cost of monitoring nurse), we observed a statistically significant cost saving per patient. In addition, analysis from the partial societal perspective, which included direct and indirect health care costs, showed a statistically significant cost saving per patient. Table 2 shows a breakdown of mean cost from the health system and societal perspective; the relatively wide 95% CIs speak to the small sample size and limited precision in this study.

### Table 1. Aggregate health care utilization cost.

<table>
<thead>
<tr>
<th></th>
<th>Pre TEC4Home cost (mean), CAD $</th>
<th>Post TEC4Home cost (mean), CAD $</th>
<th>Cost reduction (95% CI) per patient, CAD $</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emergency department visit cost</td>
<td>618</td>
<td>262</td>
<td>−87 to 799</td>
<td>.11</td>
</tr>
<tr>
<td>General practitioner visit cost</td>
<td>126</td>
<td>129</td>
<td>−52 to 47</td>
<td>.92</td>
</tr>
<tr>
<td>Length of stay cost</td>
<td>10,792</td>
<td>3091</td>
<td>3772 to 11,631</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Specialist visit cost</td>
<td>160</td>
<td>132</td>
<td>−72 to 128</td>
<td>.57</td>
</tr>
<tr>
<td>Out-of-pocket cost</td>
<td>357</td>
<td>185</td>
<td>−49 to 395</td>
<td>.12</td>
</tr>
</tbody>
</table>

aStandard outpatient cost per the Canadian Institute for Health Information: CAD $314.15.
bGeneral practitioner visit cost from the Ministry of Health Medical Services Commission payment schedule.
cPer diem ward (one night in hospital) per the Canadian Institute for Health Information: CAD $1520.20.
dSpecialist visit cost from the Ministry of Health Medical Services Commission payment schedule.

### Table 2. Health care utilization cost from health system and partial societal perspective.

<table>
<thead>
<tr>
<th>Perspective</th>
<th>Pre TEC4Home cost per patient (CAD $)</th>
<th>Post TEC4Home cost per patient (CAD $)</th>
<th>Cost reduction (95% CI) per patient (CAD $)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health system</td>
<td>2924</td>
<td>1293</td>
<td>1631 (292-2324)</td>
<td>.01</td>
</tr>
<tr>
<td>Partial societal</td>
<td>2411</td>
<td>1108</td>
<td>1303 (266-1896)</td>
<td>.01</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

This CCA showed positive trends in cost savings in the TEC4Home pilot study. Analysis from the health system perspective and the partial societal perspective showed statistically significant cost savings for patients enrolled in the TEC4Home arm. Compared to the 3-month period prior to a patient’s index admission, health care utilization in the 3-month period postdischarge was statistically significantly lower for mean length of hospital stay. As a result of their reduced health care utilization, which was mainly driven by reductions in length of hospital stay, patients in the telemonitoring arm cost the health system less than their counterparts in the usual care arm. These patients also had lower out-of-pocket costs than those in the usual care arm.

The development of home telemonitoring technologies can be linked to an improved understanding of the role that early recognition of warning signs of clinical deterioration and responding appropriately in hospital intensive care units play in preventing serious adverse events [8-11]. Home telemonitoring technology targets patients with chronic conditions who have more frequent interactions with the health care system and are thus more exposed to the risk for adverse events. The relatively older skew of the sample in this pilot study reflects that reality. It brings care directly to patients’ homes to prevent hospitalization, improve their feelings of safety, and empower them to manage their chronic conditions [11]. The cost of adverse events is a burden on the health care system. The estimated economic burden of preventable adverse events in Canada in 2009-2010 was CAD $397 million. This estimate does not include additional costs incurred by the patients after discharge or costs associated with loss of productivity [12]. Although some studies have measured cost effectiveness, cost utility, and cost benefits of telemonitoring technologies in patients with HF, those studies were done alongside clinical trials. Conducting an economic analysis alongside a feasibility study is often not done, but it is useful in determining the main cost-driving events related to the technology being assessed [13]. It also facilitates the piloting of patient questionnaires to test for clarity and ease of use, ensure pivotal economic data is collected effectively, and estimate completion rates [13]. Furthermore, it provides insight into the sustainability of providing a service like telemonitoring and how such a service can be funded. This study was conducted in recognition of the importance of conducting analysis of relevant data at each point in the development and testing of interventions like home telemonitoring [13].

In line with the advantages of conducting an economic analysis alongside a feasibility study, this study facilitated the piloting of patient questionnaires and informed the methodology for the full clinical trial. The clinical trial has highlighted cost drivers that were not addressed by this pilot study. For example, the clinical trial now includes prescription drug costs using data from PharmaNet, which is a provincewide network that links...
all British Columbia pharmacies to a central data system and provides information on every prescription dispensed in community pharmacies. Additionally, the clinical trial includes administrative data collected from all sites to ensure improved accuracy in the measurement of all health utilization variables.

Successful use of telemonitoring technology is not based solely on the efficacy of the technology—rather, it is the result of integration of the technology and existing work practices of patients and clinicians who interact daily with the technology. The presence or absence of successful integration may result in differential technological performance [14-16]. Patient self-care has been identified as a key component of daily HF management [17]. In the adoption of these monitoring technologies, it is important for policy makers to carefully consider how the integration of telemonitoring with existing care management processes may create a need for modifications to existing practices and relations between various health professionals [14]. Policy makers also need to be aware of possible change management costs that come with adopting these technologies. To ensure telemonitoring is cost-effective and clinically effective, it is advisable that there is an effective alignment of proposed technologies with existing practices to facilitate a seamless connection among the various practices, especially in cases where there is a complex organizational setting [14].

Given the rising cost of health care, health planners are looking for alternative methods to provide care to patients that reduce pressure on the health budget while ensuring patients still get high-quality care; one such potential method is telemonitoring. In designing clinical trials to study the effect of these technologies, it is important to ensure the relevant study period is driven by clinical data as this would provide an improved understanding of the role these technologies can play in patient care. These relevant study periods should also drive the cost analyses that are conducted alongside these trials to evaluate the economic implications of adopting these technologies. Additionally, more studies need to adequately evaluate some less obvious costs related to remote monitoring such as database maintenance costs, technical support costs, and possible increases in health care resource use in response to alerts by the monitoring system.

**Limitations**

There are a number of limitations in this study. The sample size for the TEC4Home feasibility study was relatively small and there may be systematic differences between the patients who were able to sign up for the study and adhere to the monitoring protocol and those who were not (eg, the former may be more willing and able to use technology). However, older patients were included in the pilot study—the average age in the study sample was 74 years. Given that old age is one of the factors associated with less successful self-management, it is important that this intervention aimed at improving self-management was trialed within this population. Another limitation in this study is the absence of controls. Pre-post studies like this pilot study are susceptible to regression to the mean due to the absence of appropriate controls. Regression to the mean highlights the implications of unexplained fluctuations in patient outcomes that are not attributable to the treatment itself; it spotlights the real reasons those fluctuations occur, such as patient adaptation or simple randomness [18]. However, there is a paucity of evidence on the effect of regression to the mean on economic evaluations.

Additionally, this cost analysis is based on self-report of patients and thus is prone to recall bias. The recall period in this pilot study is relatively short to minimize this bias; however, administrative data were available to improve accuracy. This study also does not account for any cost to the patient of using the TEC4Home technology, such as time spent reporting biometric data daily. However, reviews of home monitoring technologies in patients with HF did not provide insights into possible additional costs that patients might incur from using the technology [2]. The follow-up period in this feasibility study is only 90 days and the effect of the intervention on health outcomes and costs will extend long beyond the observation period and these costs will not be captured as part of this analysis. Despite these potential limitations, this study effectively achieved its objectives of detecting potential benefits of the home monitoring technology and providing information on necessary changes and refinements to the larger clinical trial, which can effectively address these limitations, given the proposed 12-month follow-up period and significantly larger sample size. Additionally, the cost analysis contributes to the literature by analyzing direct health care costs incurred by patients that are often ignored.

**Conclusion**

The CCA showed positive trends in cost savings in the TEC4Home pilot study. Analysis from the health system perspective and the partial societal perspective showed statistically significant cost savings for patients enrolled in the TEC4Home arm. In line with the advantages of conducting an economic analysis alongside a feasibility study, this study facilitated the piloting of patient questionnaires and informed the methodology for the full clinical trial, which is currently underway in British Columbia, Canada.
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Abstract

Background: We have piloted a new online knowledge translation (KT) program created to educate youth about cannabis effects, which uniquely focuses on mental health risks for Black youth. Youth are generally unaware of the research linking underage usage and the risk of psychosis. Youth from some Black racialized communities in Ontario may be disproportionately affected and in need of this knowledge.

Objective: Because very little is known about the acceptability and feasibility of programs educating Black youth about cannabis and psychosis risk, we evaluated this KT program, which consists of tutorials facilitated by university students and video games.

Methods: This mixed methods pilot study evaluates the transfer of knowledge about cannabis and psychosis risk before and after the online KT program and, at the same time, explores participant satisfaction with the program and views about underage use. Eligible participants were youth 16-19 years of age of Black African or Caribbean descent. Trained undergraduate students from McMaster University administered a quiz (psychosis and cannabis test; PCT) to evaluate knowledge before and after the KT program. After playing the psychoeducational video games, participants attended two tutorial group sessions led by undergraduate students. The undergraduate students facilitated the online tutorials about cannabis and psychosis. The tutorials augmented the educational content embedded within the gameplay: participants discussed what they learned from the video games and their understanding of psychosis and the effects of cannabis. In addition, undergraduate students qualitatively analyzed the tutorial discussions for themes, and the prequiz and postquiz scores were analyzed for significant differences in scores.

Results: A total of 9 Black youth were recruited and completed this pilot study. The mean PCT scores were 5.67 (SD 1.7) and 7.78 (SD 1.8) before and after the KT program, respectively. There was a significant improvement in scores ($P<.05$) post-KT program. Thematic analysis of the facilitated tutorials revealed three major themes: video game satisfaction, marijuana and psychosis literacy, and help-seeking awareness. Overall, participants showed an increased awareness and understanding of the subject matter after the gameplay and tutorial intervention.

Conclusions: When supplemented with tutorial sessions, the Back to Reality Series shows promise for addressing the gap in knowledge about cannabis and psychosis, and the results provide preliminary evidence that the games appeal to Black youth.

(JMIR Form Res 2022;6(6):e33693) doi:10.2196/33693
Introduction

Background

Before its legalization for nonmedical use in 2018, cannabis was the most widely used illicit substance in Canada. Among advanced economies, Canada has a relatively high rate of adolescent cannabis use [1], as high as 28% among youths between 15 and 19 years old [2]. Given policies to restrict cannabis use among underage youth, one might expect greater public education geared toward youth. In a 2017 Canada-wide survey, less than 50% of youth could identify the mental health effects of cannabis [3,4]. Gaps in knowledge about risks of underage use have also been noted in the United States [4].

Even though the majority of healthy adult cannabis users do not experience health risks from use [5], studies have found a significant relationship between underage cannabis consumption and the onset of subsequent psychosis [6-8]. Several risk factors influence this relationship: the age of onset of regular use [8], frequency of use [8], genetic vulnerability for schizophrenia [9,10], previous psychosis symptoms [11], genetic risk for schizophrenia, and the delta-9-tetrahydrocannabinol (THC) content or potency of the cannabis consumed [11]. THC is the psychoactive component of cannabis associated with addiction and hallucinatory experiences [12]. The higher the THC content, the greater the risk of experiencing these effects [8]. Underage cannabis use may pose additional barriers for youth from Black racialized communities.

There are few public health tools about cannabis use and its mental health effects (eg, Canada’s Lower-Risk Cannabis Use Guidelines [13]), but generally, public education about the mental health effects of cannabis for youth is lacking, particularly in Black communities. Black youth have experienced disproportionate rates of criminalization, stigma, and negative stereotypes associated with cannabis use [14]. Credible knowledge delivered in a culturally safe manner is needed for this population. A recent Ontario study suggests that people from Black Caribbean communities versus Canadian-born respondents had higher rates of past-year cannabis use (odds ratio [OR] 1.70, 95% CI 1.04-2.79; P<.01). Furthermore, this group’s risk was also higher (OR 2.76, CI 1.24-6.12; P<.05) for problematic cannabis use—defined as a pattern of use associated with harm, abuse, or dependence [15]. In contrast, for other Black ethnic groups, the OR was lower for people from the Black African group for past-year use and was not significantly different from Canadian-born respondents (OR 0.68, 95% CI 0.35-1.31) [15]. Black racialized communities do not represent a monolith. Interventions designed explicitly for Black youth are rare [16], and even these could benefit from innovative strategies that appeal to diverse ethnic groups within Black communities.

Interactive Tutorials and Peer Modelling

Interactive tutorials are a promising educational method compared to traditional lecture-based or textbook instructions [17]. Active learning techniques are associated with higher skill acquisition and improved motivation for learning (eg, use of interactive video games, informal games, and in-class time devoted to discussions about a case) [17]. University student–led tutorials for more junior learners offer peer role modeling and may also enhance professional and communication skills [18]. The undergraduates learn to explain the scientific knowledge, and the participants are encouraged to engage in critical thinking about the science [18]. Combining multimedia strategies such as animation with community-based programming offered by schools or family physician’s offices has augmented behavioral change, even reducing illicit drug use [19].

Serious Video Games

Online digital video game technology offers enthralling platforms for youth to receive and integrate mental health information [20]. Immersive and interactive story lines have been shown to promote health-related behavioral change and facilitate deep learning [21,22]. Therapeutic video games are an emerging area in the health care field because of their capacity to simulate real-life symptoms and treatment [23]. Video game technology has improved outcomes for US Army veterans with posttraumatic stress disorder [24]. Sparx, a video game that uses avatars to deliver cognitive behavioral therapy (CBT), is effective for depression using a randomized control design [25,26]. Reductions in paranoid ideations and anxiety have been achieved for patients with psychosis compared to treatment as usual, using immersive virtual reality CBT for patients [27]. Nonetheless, media campaigns that warn youth about the harms of substance use, particularly tobacco or illicit drugs, have yielded mixed results [28].

The Back to Reality Video Game Series

The Back to Reality Video Game Series (the SERIES), a knowledge translation (KT) product, was created to translate messages inspired by research on cannabis use [29,30] and pathways to care for a first episode of psychosis for young people of Black African and Caribbean descent [31,32]. The games were produced with input from an integrated KT community of Black youth, students, young people with lived experiences, family members, game designers, and researchers. It was created using principles of serious game design methodology for effective game design in education [33]. Interactivity helps players explore the potential benefits, harms, and emotional, social, or psychiatric consequences of regular cannabis use. It depicts Harry and his group of friends from diverse ethnic backgrounds exploring the potential positive and negative consequences of cannabis use. Harry is an 18-year-old second-generation Canadian youth of Jamaican descent who develops psychosis after regular cannabis use and enters a virtual mental health system as a result. It “shows” rather than “tells,” using a medium appropriate for the audience. Family physicians...
thought the SERIES met their needs to educate young people about cannabis use, mental health, and addiction services [34]. They expressed a willingness to offer it to young people with mental health and addiction issues and their families [34].

These studies support the use of serious video games and interactive learning strategies to address mental health and addictions issues. Nevertheless, the existing literature lacks data on interventions designed to help youth from Black communities understand the mental health impacts of cannabis. Black youth from Caribbean communities may be more at risk for problematic cannabis use [15] and more vulnerable to the impact of stigmatization and criminalization [14]. However, very little is known about how to translate research knowledge for this population. In this pilot study, Black youth were exposed to video games and university student–led tutorials to evaluate the feasibility and acceptability of this KT program about cannabis and psychosis. The participants are expected to acquire relevant knowledge about underage cannabis use and the risk of psychosis. This paper explores themes emerging from the tutorial sessions about participant satisfaction with the KT program. This evidence could spur future randomized control trials on the effectiveness of educational and online digital strategies for increasing learning outcomes about the mental health impacts of cannabis.

Methods

Overview

This project collected data on a new KT program involving psychoeducational video games and tutorials designed to educate Black African and Caribbean youth about the relationship between cannabis and psychosis. Our objective was to explore the extent to which this online KT program could transfer health information to youth—a challenging population to engage in medical literacy—and assess user satisfaction. This pilot project was based on a partnership involving McMaster University and the Free for All Foundation, a community charitable organization in Ontario that serves Black youth and their families. It is a grassroots community-based program that provides support so that Black youth can fulfill their potential.

The study used qualitative and quantitative data collected before, during, and after two tutorial sessions facilitated by undergraduate students. The primary variable was changes in scores on a knowledge test, the psychosis and cannabis test (PCT) quiz. The training was conducted from September to December 2020, and the recruitment, data collection, and analysis occurred between January and April 2021.

A group of 10 undergraduate students at McMaster University participated in a research-based thesis course under the supervision of the senior author. Over 4 months, these undergraduate students studied the research relevant to the association between youth cannabis use and psychosis, using the Back to Reality Series as the inspiration for their learning objectives. They were taught how to facilitate tutorial sessions. The undergraduate students were trained in the proper conduct of data collection, transcribing the data, analyzing, coding procedures, generating themes, and writing up the report. This manuscript is based on input from many of the undergraduate students supervised by the senior author.

Convenience sampling was used to recruit Black youth from the community organization. The inclusion criteria were male, female, or transgender Black youth registered at the community organization and aged between 16 and 19 years. Youth were excluded from the study if they had a known seizure disorder or a video game addiction. Before their inclusion, each participant was administered a screening tool to assess their eligibility.

Ethical Considerations

This study was approved by the Hamilton Integrated Review Ethics Board (11181), and each participant provided written informed consent for participation.

Interventions

The online KT program consisted of two parts: tutorial sessions facilitated by undergraduate students and the Back to Reality Series video games.

Tutorial Sessions

There were 3 tutorial groups. Each group underwent two online tutorial sessions, each led by 3–4 undergraduate students. Tutorials lasted 60 minutes each and were conducted over Zoom. The undergraduate students translated the scientific knowledge about cannabis and psychosis they had acquired the semester before into simplified teaching content for the participants. The learning objectives were to increase the participants’ awareness of the benefits and harms of cannabis. The goal was to help participants understand why underage cannabis use carried a greater risk of adverse consequences than adult-onset use, based on scientific research. Other learning objectives were as follows:

- Understand psychosis disorders and cannabis use disorder
- Appreciate factors mediating the risks associated with underage cannabis use and psychosis, including the following:
  - Age of first use
  - Potency of marijuana
  - Genetic vulnerability
  - Choice of products
  - Pathways to care for marijuana use disorder and psychosis

The learning objectives were inspired by the narratives explored within the video game play, and the undergraduate students conferred with each other to ensure similar content was covered across tutorial groups. All participants played the SERIES, establishing a common ground for educational content. Active learning strategies such as interactive games, discussions, and problem-based learning incorporating narratives from the gameplay were incorporated into the tutorial sessions facilitated by the undergraduate students. Participants were able to discuss their experience playing video games and have their questions answered.

Back to Reality Series

The SERIES consists of 3 video games: Harry’s Journey, Harry’s Journal, and Harry’s PathwaysToCare map. Harry’s
Journey imparts the story of Harry—as he considers whether or not to seek help for his psychosis and cannabis use (Figure 1). Harry’s Journal delivers experiential knowledge about major psychiatric symptoms. The PathwaysToCare Map displays 3D replicas of youth mental health and addictions services so that young people can learn about the health care system and how to access care. McMaster University owns the intellectual property.

**Figure 1.** Harry’s Journey main menu scene.

In a demonstration project [35], 20 undergraduate university students played the SERIES and a control game. All participants played both games, but the order was randomized within the software to determine which game was played first. The participants completed a quiz after playing each game. Playing the control game first, followed by the SERIES, led to significant increases in the quiz scores ($P=.005$). Participants randomized to playing the SERIES first, followed by the control game, had no significant changes in quiz scores, suggesting the SERIES was effective in transferring knowledge, but the control game was not.

The SERIES has been pilot tested among youth aged between 16 and 19 years and experiencing homelessness: 45% (25/55) were neither in school or working, 24% (13/55) reported psychosis experiences, and 13% (7/55) were of Black African/Caribbean descent. Furthermore, 88% (48/55) of the sample had a lifetime use of cannabis, with an average cannabis use onset of 13 years. This pilot study involving 55 youth demonstrated a significant mean knowledge test score advantage for participants playing the SERIES (54%; $P=.02$; mean 6.7, SD 1.7) compared to those playing the control game (mean 5.5, SD 2.0) [36]. The SERIES yielded a 22% improvement in test scores compared to the control game. The majority of participants (49/55, 90%) playing the SERIES enjoyed it versus 75% (41/55) of those playing the control game. Furthermore, the qualitative analysis revealed that Harry’s mental health experiences resonated with them, with participants saying “I felt like I knew what he was going through” and “Um, a lot of people make it run their life, and they skip school…like weed of all things their top priority.”

During preliminary testing, 10 participants aged between 17 and 30 years with a first episode of psychosis felt that Harry’s Journey realistically portrayed psychosis experiences, and they enjoyed playing it [37].

**Measures**

Demographic data were collected on age, gender, and highest academic achievement.

**PCT Quiz**

The PCT quiz is a test of knowledge for participants. It does not involve clinical judgment or measurement of a clinical condition. The PCT quiz was constructed and validated to examine whether the Back to Reality Series delivers knowledge about the relationship between psychosis and cannabis (Multimedia Appendix 1). It consists of 10 multiple-choice knowledge questions worth 1 point each. The questions were reviewed, pilot tested, and revised by a 15-year-old high school student and a psychiatry resident who were part of a KT community that constructed and evaluated the video games. Items were generated from concepts arising out of the literature review concerning the relationship. When administering the quiz, student researchers read the questions aloud to reduce the impact of reading literacy levels. It takes 10 minutes to complete the quiz.

The PCT quiz has produced consistent results supporting its reliability—replicating significant differences in knowledge acquisition scores after exposure to the SERIES across 3 small-scale demonstration projects. In 2020, a group of 20 McMaster University undergraduate students aged 17-22 years played two games, Morpheus Spell (a control game) and the SERIES [35]. The order in which the students played the game was randomized, but they all played both video games and completed the same two quizzes after playing each game. The participants were administered quiz 1 (a more challenging
version of the PCT quiz for older youth) and quiz 2 (the PCT quiz). Participants had significant increases in scores on both quiz 1 and the PCT quiz when they played Morpheus Spell first, followed by the SERIES. Both quiz 1 and the PCT quiz produced significant increases in scores when participants played Morpheus Spell first, followed by the SERIES: on quiz 1 the scores were 5.44 (SD 1.51) versus 6.78 (SD 1.48, \(P<.03\)), and for the PCT quiz the scores were 6.67 (SD 1.41) versus 8.22 (SD 1.30, \(P<.005\)). Statistical significance was not achieved for either quiz when participants played the SERIES first, followed by the control game (quiz 1: \(P=.17\) and PCT: \(P=.28\)). The control game did not transfer any knowledge relevant to cannabis use or psychosis. This latter finding validates the use of the PCT quiz to test knowledge acquisition.

The PCT quiz was pilot tested on 10 clients (aged 17-30 years) with a first episode of psychosis using a pre-post design [37]. The pre-PCT quiz mean score was 6.5 (SD 1.3) versus the post-PCT quiz mean score of 7.7 (SD 1.4), revealing a significant increase (18% improvement) in posttest scores (\(P<.01\)), supporting its face validity [37]. The PCT quiz was also used with 55 youth experiencing homelessness who were randomized to either the SERIES or the control game first, as described above [38], revealing a statistically significant improvement (>18% difference) in scores (\(P<.05\)).

### Postgameplay Survey
Participants were given a postplay survey consisting of 10 questions that gathered information on how often they play video games, which devices they use, their level of comfort while playing the Back to Reality Series, whether they enjoyed different aspects of the game (recommend game to a friend; thought game was youth-friendly; and enjoyed the story, the music, the graphics, the basketball minigame, and the game as a whole). The satisfaction questions were scored yes (1) or no (0). The survey was adapted from a study examining the acceptability and satisfaction with a video game promoting messages and actions concerning antenatal care [39].

### Procedures
Participants took part in 3 online zoom sessions conducted by undergraduate students. During visit 1, the participants answered structured demographic questions and open-ended questions about their understanding of cannabis and psychosis. Undergraduate students administered the PCT quiz to establish the participants’ knowledge base. Next, undergraduate students shared their screens with participants who played Harry’s Journey over Zoom. The subsequent two sessions involved tutorials led by the university students. All tutorial discussions were recorded over Zoom. After the first tutorial (visit 2), participants played the remaining games—Harry’s Journey and the PathwaysToCare map. After the second tutorial (visit 3), participants completed the postplay survey to assess their satisfaction with gameplay. Participants answered qualitative questions about their gameplay experience and their views on cannabis. The PCT quiz was readministered to assess changes in their level of knowledge.

All responses were recorded and transcribed by the undergraduate students. Identifiers were removed from each transcript and amalgamated into one encrypted document for thematic analysis by undergraduate students and the senior author.

### Data Analysis

#### Statistical Analysis
Chi-square and \(t\) tests were used to analyze the demographic and pre-post gameplay survey. A mean and standard deviation were calculated for participants’ PCT scores before and after the gameplay and tutorial intervention. A 2-tailed paired \(t\) test was then conducted using the before and after PCT scores to determine whether there was a significant change in scores. A \(P\) value <.05 was deemed significant for this statistical test.

#### Qualitative Analysis
The tutorial sessions for all groups were transcribed and consolidated into one document for all the undergraduate students to analyze. Each undergraduate student independently analyzed the data corpus, using the thematic analytic method espoused by Braun and Clarke [40] to identify patterns and meanings from data extracts and initial codes. Each student independently coded the data into themes and a thematic map. Two authors (PJ and SA) reviewed these codes and data extracts and selected the most poignant. The final descriptive thematic map organizes and highlights the prominent themes and subthemes.

### Results

#### Overview
There were a total of 9 participants. Table 1 outlines the demographic characteristics of the 9 Black participants. The majority of participants (7/9, 77%) were male and attending or recently completed high school. There was complete attendance for all 3 visits.
Table 1. Participant demographic data (N=9).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Race, Black, n (%)</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>17.56 (1.17)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>7 (78)</td>
</tr>
<tr>
<td>Female</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Educational enrollment, n (%)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>5 (56)</td>
</tr>
<tr>
<td>Postsecondary</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Not in school⁸</td>
<td>2 (22)</td>
</tr>
</tbody>
</table>

⁸Completed high school.

PCT Quiz

Table 2 shows a significant difference in PCT quiz scores before (mean 5.67, SD 1.66) versus the post-PCT quiz score (mean 7.78, SD 1.79) after the KT program (P=.01). Overall, 7 participants (77%) showed improvement in their PCT scores, and 2 (22%) participants had scores that remained unchanged.

Table 2. Knowledge translation program scores before and after participation.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score, mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>5.67 (1.66)</td>
</tr>
<tr>
<td>After</td>
<td>7.78 (1.79)</td>
</tr>
<tr>
<td>95% CI</td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>4.58-6.75</td>
</tr>
<tr>
<td>After</td>
<td>6.61-8.95</td>
</tr>
<tr>
<td>P value</td>
<td>.01</td>
</tr>
</tbody>
</table>

Postgameplay Survey

The majority of participants (5/9, 56%) played video games at a frequency of less than once per month. Smartphones were the most popular device used for gaming. Figure 2 outlines satisfaction with the Back to Reality Series based on the postgameplay survey. Participants unanimously reported they enjoyed the story, gameplay experience, and basketball minigame. The least satisfactory elements were the graphics and the music. The criticisms were reported by participants who played video games “almost every day” or “at least once a week.”

Figure 2. Postplay survey of gameplay satisfaction.
**Qualitative Analysis**

Tutorials supported further deliberations about video games in an environment where participants felt supported by postsecondary students. Participants were given a chance to hear from other youth and formulate answers to questions. Participants were often seen learning from one another, adding to each other’s answers, and engaging in friendly competition during interactive activities.

Discussions from the transcribed tutorials and qualitative interviews were classified into three major themes: (1) video game and tutorial satisfaction, (2) cannabis and psychosis literacy, and (3) participant attitudes. Under each central theme, 2-3 subthemes were identified, shown in Figure 3.

**Video Game and Tutorial Satisfaction**

The first theme encompassed participants’ opinions about playing the SERIES and attending the educational tutorials. Several elements of the intervention were discussed; however, participants’ comments primarily reflected the degree of entertainment and interactivity they experienced when playing the video game. Furthermore, participants identified with the main character and experienced the narrative as authentic.

**Entertainment**

When asked to characterize their experiences with the game, many participants commented on the dualities of entertainment and education, suggesting entertainment increased engagement in their learning. Additionally, participants frequently used terms such as “fun,” “enjoying,” “entertaining,” and “like” to describe their experience with the intervention, showcasing a positive attitude toward it (eg, “It was actually fun. I enjoyed the game, and I also learned a lot too… It was a great experience”).

In the postgameplay survey, 100% (9/9) of participants said that they enjoyed playing the Back to Reality Series as a whole. The surprise element of the mental health experiences helped, particularly when the plot contrasted with their expectations and knowledge.

Yeah, I would because, uh it’s a visual way to represent what someone in that situation would be going through, and I feel like maybe someone who does use marijuana, then it can be a sort of visual way for them to see someone who its affecting negatively. Yeah, this would be awesome.

**Interactivity**

The KT program integrated interactivity heavily through gameplay involving the video games and open-ended discussions during tutorials. This interactivity was consistently noted by participants, who suggested its importance in their understanding of concepts (eg, “I liked the interacting [tutorial] games that we did, it was fun. Because we were playing games but also learning”).

Additionally, the first-person point of view of the video game may have led to increased personal investment in the outcomes of decisions. Since these outcomes revealed information about cannabis-associated risks, this engagement may have facilitated learning.

In terms of the game, I really like the fact I was able to control the decisions that Harry made cause then I can see how based on those decisions how it affected his life. And yeah…my biggest takeaway was really the decision-making aspect.

**Resonance**

The story line in the SERIES included many elements of teenage life, such as school, relationships, and families. As a result, many participants reported feeling more connected to the intervention, increasing engagement. Moreover, some participants discussed having friends who used cannabis and reported that the content was meaningful to their lives (eg, “I guess the fact that like Harry lived a realistic teenage lifestyle that like a lot of youth can relate to and that made it a lot more meaningful cause it felt more relevant”).

When asked if they would recommend the game to a friend, one participant stated, “Yeah…Because they actually learn and see kind of like, um, like a reflection of themselves.”

**Cannabis and Psychosis Literacy**

The transcribed data set revealed a significant improvement in cannabis and psychosis-related knowledge among participants postintervention. All 9 participants described their participation in the intervention as educational or informative. Participants
primarily acquired knowledge about the impacts of cannabis use, psychosis, and addiction.

**Impacts of Cannabis Use**

Thematic analysis revealed that participants had a sound understanding of addiction before starting the KT program (one participant said “Addiction, like it’s not a hobby, it’s more extensive than a hobby like it’s something you do commonly because you can’t stop”). However, mental health risks were a prevalent but novel point of discussion in their postintervention interviews, suggesting newly emerged awareness achieved through their participation. Participants comment on the gravity of these mental health risks, adding nuance to this awareness: “Looking at it through like a mental lens, it could lead to like, dependency and addiction, um, which is also like a very big, um, mental health problem.”

Similarly, preintervention transcripts showed participants primarily discussing the social benefits of cannabis use and neglecting its social harms. Postintervention, there was a substantial consideration for these harms, with participants noting how in the Back to Reality Series, Harry’s relationships with his girlfriend, mother, and friends were negatively impacted due to his cannabis use and emerging psychosis (one participant noted “It might ruin friendships…[Harry] was paranoid with his social life he thought everybody was out to get him”). This direct reference to the video game resulting in their increased knowledge showcases its effectiveness as a multimethod educational tool.

**Enhanced Psychosis and Addiction Knowledge**

Prior to gameplay and tutorial intervention, 66.7% (6/9) of participants indicated that they did not know or were unsure of the meaning of psychosis.

> I kind of learned a lot from it and the effects [marijuana] has. And also, like what psychosis is, because before when the game started, I didn’t know anything about psychosis.

Post-KT, participants were able to define psychosis and even distinguish between delusions and hallucinations, showing a nuanced understanding of the subject. There was a new awareness of the mental health risks of cannabis. Participants showed a strong understanding of the risk factors leading to cannabis addiction, psychosis, and the signs of addiction among cannabis users.

> Someone that has psychosis will have lots of hallucinations—auditory, visual—and it will affect your perception of like reality.

> I think it makes sense that like early-onset…would increase your risk of psychosis and addiction.

> A sign that a youth is using marijuana to excess is that they’re losing touch with their friends, isolating themselves, staying at home, not talking to anybody…being antisocial.

**Participant Attitudes**

As a result of their newfound knowledge, a shift in attitude was seen among participants. Their postintervention comments reflected an increased sense of empathy and understanding for those suffering from cannabis addiction and seeking help. Additionally, participants became more self-reflective regarding their own cannabis use choices.

**Increased Empathy and Understanding**

Many participants expressed how their understanding of cannabis use became more balanced after playing the Back to Reality Series and attending the tutorial sessions. Some acknowledged how this challenged their previous misconceptions regarding cannabis users and allowed them to minimize their judgments toward this population.

> Before coming into here I already had a bad connotation of marijuana because I just viewed it as bad...Then I played the game and came to these Zoom meetings with you guys, and I learned even more about why it’s bad and what it can do for you, both the good and the bad.

Additionally, despite concerns about stigma, the importance of help-seeking for symptoms was a key message identified by some participants. Participants linked getting professional help to positive mental health consequences as opposed to negative consequences associated with delays. Many credited the video games with normalizing the process of seeking help, challenging pre-existing hesitancy they had about pathways to care for mental health and addiction issues.

> Getting help is not something to be embarrassed about, it’s something that can actually help you...And the experience that [Harry] didn’t...he got worse when he didn’t get help.

> I guess when he got help at the support center because they didn’t come off as it was his fault, they came off as...we address the situation, how can we help you now.

**Informed Personal Choices**

Four participants (44%) explicitly weighed out the pros and cons learned from the intervention to inform their decision-making (for their own and a hypothetical friend’s cannabis use). By linking knowledge to personal conclusions, the intervention is seen to impact their choices.

> I personally think it’s...not necessary to be using [marijuana], especially considering the risks. I just think the cons outweigh the pros.

> All the side effects...all those people who were originally affected went to those support groups...what they went through before they actually got the help they needed. And, like, based off that, that should tell you that [your friend] shouldn’t do [marijuana]

**Discussion**

**Principal Findings**

Our results suggest that the KT program was acceptable and feasible for addressing the knowledge gap about cannabis and psychosis experienced by predominantly underage Black youth.
This small-scale pre-post design suggests the KT program can be used with Black youth to increase their knowledge of cannabis and psychosis risk among youth. The tutorial discussions suggest that the participants were satisfied with the KT program, which they found entertaining, relevant, and educational. The video games resonated with their personal experiences. Our approach was novel because it employed peer modeling—undergraduate students, youth in their own right with a degree of academic success, facilitated complex discussions with Black youth about scientific data. Further work is needed, but the facilitated tutorials may allow participants to gain further insight beyond what was presented in the game. Youth-driven collaboration may be a motivating factor in encouraging discussion and engagement. The online format worked well and provided opportunities to engage youth with a 1:1 facilitator/participant ratio.

**Limitations**

There were several limitations associated with this pilot project. Only 9 participants were enrolled in this study, which limits the generalizability of its results. The ethnic identity of the Black youth was not captured (Black Caribbean ethnicity versus Black African) in light of the small sample size. This flaw ignores significant differences in cannabis use among different ethnic groups in Black racialized communities [15], and these groups may respond differently to the same strategies.

Although the overall objectives for the tutorials were the same for each group, the facilitators had autonomy over the delivery of the tutorial content, so participants in different groups did not have the same tutorial content. However, the learning objectives were consistent among tutorial groups. The university students were trained as a group and conferred to ensure the tutorial content was similar between tutorial groups. The foundation of the knowledge—the video games—was consistent.

Most participants (8/9, 88%) reported using their smartphones to play video games, so creating a version for mobile phones might increase its accessibility. The reported frequency of video game play in the past year was low among participants. Approximately half of the participants (5/9, 56%) reported playing video games less than once per month in the past year. More specifically, the Ontario Student Drug Use and Health Survey found that among students in grades 7-12, 16.7% reported that they did not play video games, 22.6% played 3 times per month or less, 6.2% played once per week, 17.3% played 2-3 times per week, 13.0% played 4-5 times a week, and 24.3% played daily or almost daily [41]. Canadian youth who play video games more frequently might not be as impressed with the novelty of the SERIES and might expect graphic quality in keeping with commercial video games. The Back to Reality Series is a research prototype created with limited funding from research grants, hence the graphics and music are not on par with those typically found in commercial video games. Furthermore, our prototype could only be used with a Windows operating system. Additional minigames throughout gameplay might further increase user engagement and help with information recall. However, the entertainment value of the SERIES would be in competition with traditional psychoeducational programs about cannabis and mental health effects because it is geared for use by community agencies and mental health programs.

The design of this pilot fails to identify which component of the KT program had the most significant impact—the SERIES versus the tutorial sessions. Nevertheless, this KT program achieved a 37% increase in scores. This is the highest increase in scores among all of the demonstration projects and the only study to include tutorials. Therefore, the capacity of the SERIES to transfer knowledge appears to be augmented by the tutorial format. However, future research needs to establish whether the tutorial sessions enhance the learning provided by the games. The findings need to be replicated in a larger study to determine whether this KT program can be successfully implemented among a more extensive sample of Black and diverse youth populations.

The satisfaction questions may have introduced social desirability bias (“Did you like….?”). A Likert scale to assess satisfaction would introduce less bias than “Yes” and “No” responses to questions about video game satisfaction. Despite these shortcomings, it seems that participants enjoyed the gameplay experience overall based on their qualitative responses.

**Comparisons With Prior Work**

Video games have been shown to simulate real experiences that may help players practice decision-making and actions needed for their real life by using gamified conditions to augment learning [42]. The participants valued the entertainment and educational components of the KT program. Video games have great appeal and are widely used by youth with serious mental illnesses [43]. Our video games seemed to ground the tutorial’s content with concrete examples and thus provided opportunities to consolidate concepts introduced by the games. Participants were able to engage in rich, student-led discussions by referring to narratives from within the video games without resorting to personal confidential information. The video games seemed to be engaging and succeeded in capturing the participants’ interest.

The context or setting for gathering information was very relevant for this study. Peer collaboration seemed to be a motivating factor in encouraging discussion and engagement. The online format worked well and provided opportunities to engage youth on a 1:1 basis with university student facilitators. A 2018 study involving undergraduate students revealed that interactive online tutorials with student-led discussions and self-assessment quizzes were more effective for knowledge transfer than traditional textbook learning [17].

**Conclusions**

Effective strategies to educate youth about substance use risk have long been a challenge. This KT program adds a potential strategy to the list of online educational curricula. This study provides valuable insights into the feasibility and acceptability of this innovative KT program in disseminating cannabis-related health information to Black youth in Canada. Future research could increase the sample size and disaggregate the video game data from the tutorial sessions to understand the role played by each approach in educating Black youth. The KT program could also be studied in a larger, long-term trial to test whether this
knowledge acquisition leads to less problematic cannabis use among youth.
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Abstract

Background: Estrogen receptor–positive breast cancer is the most common type of breast cancer in postmenopausal women. Aromatase inhibitors (AIs) are the endocrine therapy of choice recommended for these patients. Up to 50% of those treated with an AI develop arthralgia, often resulting in poor adherence and decreased quality of life.

Objective: The study is a single-arm longitudinal pilot study aiming to evaluate the safety, feasibility, acceptability, and potential efficacy of TaiChi4Joint, a remotely delivered 12-week tai chi intervention designed to relieve AI-induced joint pain.

Methods: Women diagnosed with stage 0-III breast cancer who received an AI for at least 2 months and reported arthralgia with a ≥4 score on a 0 to 10 scale for joint pain were eligible for study enrollment. Participants were encouraged to join tai chi classes delivered over Zoom three times a week for 12 weeks. Program engagement strategies included using a private Facebook study group and a Box cloud for archiving live class recordings. The program uses SMS text messaging and emails with periodic positive quotes and evidence-based information on tai chi for facilitating community bonding and class attendance. Participants were invited to complete the following assessments at baseline and at 1-, 2-, and 3-month intervals from study enrollment: Brief Pain Inventory, Western Ontario and McMaster University Osteoarthritis Index (WOMAC), The Australian Canadian Osteoarthritis Hand Index (AUSCAN), Fatigue Symptom Inventory, Hot Flash Related Daily Interference Scale (HFRDIS), Pittsburgh Sleep Quality Index (PSQI), and Center for Epidemiological Studies–Depression (CES-D).

Results: A total of 55 eligible patients were invited to participate, and 39 (71%) consented and completed the baseline assessments. Participants attended 61% (median) of the suggested classes, with no tai chi–related adverse events reported. Of the 39 participants, 22 completed the 3-month follow-up assessment with a 56% retention rate. Study participants reported improvement from baseline compared to 3 months as follows (paired t test): Brief Pain Inventory (P<.001), AUSCAN pain subscale (P=.007), AUSCAN function subscale (P=.004), Fatigue Symptom Inventory (P=.004) and PSQI (P<.001), and HFRDIS (P=.02) and CES-D (P<.001). In particular, for our primary end point of interest, improvements in hip and knee symptoms, measured by WOMAC’s three subscales, were clinically meaningful and statistically significant when adjusted for multiple comparisons from baseline to 3 months post intervention.

Conclusions: The COVID-19 global pandemic has resulted in the need to rethink how mind-body therapies can be delivered. This study demonstrated the feasibility, acceptability, and potential efficacy of a telehealth-based tai chi intervention for reducing AI-induced arthralgia. The intervention decreased patient-reported pain and stiffness, and improved sleep quality and depressive symptoms. Fully powered, large, telehealth-based tai chi trials for AI-associated arthralgia are needed considering our promising findings.

Trial Registration: ClinicalTrials.gov NCT04716920; https://www.clinicaltrials.gov/ct2/show/NCT04716920
Introduction
Breast cancer (BC) is the most common cancer among women in the United States, and hormone receptor–positive BC accounts for approximately two-thirds of all BC. For postmenopausal women with hormone receptor–positive BC [1], long-term use of an aromatase inhibitor (AI) for 5 to 10 years after primary surgical treatment has been demonstrated to prevent disease relapse and improve disease-free survival [2-4]. A meta-analysis revealed that the overall pooled prevalence rate of AI-induced arthralgia was 45.9% in postmenopausal hormone receptor–positive patients with BC [5]. AI-related arthralgia includes the new onset of worsening joint pain, stiffness, and impaired function. Arthralgia can affect any joints but primarily affects the hips, knees, and wrists/hands, with 70% of women describing their joint pain as moderate to severe [6]. Symptom onset is generally within 6 weeks to 12 months after AI initiation but can occur even longer, and symptoms may appear abruptly or increase gradually over time [6-8]. The clinical significance of AI-related arthralgia is that in addition to negatively affecting the quality of life [9] and daily activities [10], it can also decrease patients’ adherence to AI use. Arthralgia can lead up to 25% of patients with BC who stop AIs early and 50% of patients who have disruptions to their treatment regimen and schedule [6,10]. This data has important clinical implications, as nonadherence to AIs in early BC has been shown to negatively impact BC-related survival [10]. Other common symptoms during AI therapy include fatigue [11], hot flashes [12], insomnia [13], and depression [14,15], all of which can also adversely affect a patient’s quality of life and AI treatment adherence [15].

The approach to managing AI-related arthralgia is complex due to the absence of validated treatment standards for clinicians to use. They are complicated by limited knowledge regarding the physiological mechanisms involved. Unfortunately, pharmacological interventions to treat AI-related arthralgia have resulted in limited relief [16] and can produce undesirable side effects and physiologic dependence, especially in elderly patients. Lifestyle changes and complementary and alternative interventions, including supplementation, physical activities, and acupuncture, have been evaluated in a small number of studies with mixed results [16]. Thus, there is a growing interest in developing and assessing novel integrative programs to manage this adverse event and improve patient adherence to AI therapy.

Tai chi is a multidimensional mind-body therapy that integrates moderate physical activity, deep breathing, and meditation; additionally, it offers a promising approach to symptom management in cancer populations [17]. Tai chi has been practiced for centuries, and approximately 25% of the urban female population in the United States older than 50 years has practiced tai chi [18]. Tai chi forms consist of a series of upper- and lower-extremity movements performed in a particular choreographic manner. The interplay modes may provide a possible rationale for soft and connective tissues [17]. These movements may induce local biochemical changes that modulate blood circulation, improve muscle flexibility, intensify the action of the lymphatic system, and loosen adherent connective tissue. The loosening of the adherent connective tissue is thought to enhance the reuptake of local nociceptive and inflammatory mediators [17]. Randomized clinical trials (RCTs) have demonstrated the feasibility and efficacy of tai chi for women with BC. Studies have reported tai chi’s beneficial effects on psychological status (eg, depression or self-efficacy), physical function (eg, upper limb functional mobility), and other symptoms (eg, fatigue or sleep dysfunction) [19].

Furthermore, tai chi interventions designed specifically for individuals with pain-related conditions (eg, osteoarthritic knee pain) have significantly improved pain and physical functional outcomes [20]. However, there is lack of data regarding the use of tai chi interventions to target AI-induced arthralgia for patients with BC. Almost no tai chi interventions exist using a remote telehealth administration for any contexts. Telehealth or telemedicine uses telecommunications technologies for increased access to health care. Several advantages exist for telehealth, including the cost- and time-effectiveness, especially amid the current COVID-19 pandemic [21,22], as cancer survivors are at a higher risk of developing complications from COVID-19 [23,24]. Their risk of contracting COVID-19 must be reduced. New information and communication technology (eg, Zoom and WhatsApp) offers a convenient solution. Aligned with the social distancing and quarantine requirements, between December 2020 to July 2021, we conducted a pilot study that evaluated the feasibility, acceptability, and preliminary efficacy of a 12-week tai chi intervention (TaiChi4Joint). The study was aimed to reduce AI-induced arthralgia in women with BC, delivered remotely over the Zoom videoconferencing platform (Zoom Video Communications) facilitated by social media and SMS text messaging–enabled engagement strategies.

Methods
Study Eligibility and Study Procedures
Inclusion criteria for study participation included participants being ≥18 years of age, being able to speak/read English, having been diagnosed with stage 0-III BC, being postmenopausal (ie, no menses for at least 1 year), receiving an AI (anastrozole, letrozole, or exemestane) for at least 2 months, having joint pain that started or worsened after the initiation of AIs, reporting that their worst pain score in the prior week was ≥4 score on a 0 to 10 scale, and willing to adhere to all the study procedures. Exclusion criteria included having another type of cancer that was diagnosed in the past 5 years; having uncontrolled cardiac, pulmonary, or infectious disease; having a BMI>40 kg/m²; currently attending any mind-body therapy classes (eg, tai chi or yoga); having joint pain due to an inflammatory arthritic condition; having arthritis; arthralgia; tai chi; telehealth, pain; mind-body therapy
condition; having surgery in the past 6 months; having a joint injection in the past 3 months; currently taking corticosteroids or opioids; or having discontinued or planning to discontinue their AI in the next 6 months.

A research team member screened potentially eligible patients via the electronic medical record or were referred by the patient’s treating medical oncologists. The study team connected with major support groups in the greater Philadelphia area to promote the study and potentially reach eligible participants. An informed consent form was signed, mailed, and returned by a study participant after reviewing the study rationale, intervention, and potential adverse effects with a research team member. The research team also provided remote assistance over the phone to ensure that the Zoom platform was successfully installed on the participant’s computer, tablet, or smartphone and that they could access classes on time. Participants were instructed to complete baseline, 1-month, 2-month, and 3-month surveys either by a mailed paper-based survey or via a REDCap online survey.

**Ethical Approval**

This study with IRB control number 20G.093 was administratively approved by Thomas Jefferson University Institutional Review Board on January 30, 2020 by Board number 2405. Study accrual began in December 2020 and was completed in April 2021.

**TaiChi4Joint Study Intervention**

Tai chi is a multicomponent practice that integrates physical, psychosocial, emotional, spiritual, and behavioral elements. Participants were invited to attend three tai chi classes per week for the 12-week study duration via the Zoom platform. Using a manualized approach, each class provided objectives and learning activities. The learning activities included sequentially learning a specific set of tai chi that included 24 movements with verification of skills attainment on a weekly basis. Each class began with relaxation exercises that had breathing exercises and qigong warm-ups. The instructor reviewed the previously learned techniques and introduced new movements following the relaxation session. The first 8 weeks of classes focused on mastery of single forms through multiple repetitions. The latter weeks emphasized consolidation of daily practice routines with natural breathing integrated into all classes. Scheduled classes ran from 45 to 60 minutes each and occurred 4 times per week, thus allowing patients to choose 3 classes that best fit their schedule. Participants were also encouraged to practice these tai chi classes through video recordings and spend 30 minutes daily on most days of the week self-practicing the technique they learned.

**Facebook and Text Messaging–Enabled Engagement Strategies**

Participants were encouraged to join an optional Facebook private TaiChi4Joint group that consists of instructional videos matching the progress of weekly classes for at-home practice and promotes peer support in tai chi engagement. We used the Facebook page and a Box shared cloud drive to share the instructional video and the recorded live tai chi sessions for participants who could not attend class or wanted additional practice. Weekly Facebook posts also contained evidence-based information about tai chi, the potential impact of tai chi in reducing pain, class reminders, and milestone celebrations (eg, birthday or program completion) to foster participant engagement and community building. Further, weekly text messages addressing class schedule, self-practice reminders, and brief positive quotes were proactively sent to participants to promote engagement and offer additional support.

**Outcome Measures**

**Patient Demographics and Treatment Information**

We collected the following study subject demographics and BC-specific information: age, race, ethnicity, education, marital status, BC diagnosis and stage, treatment history, and AI medication type.

**Feasibility**

We aimed to retain 50% of eligible patients at the 3-month follow-up survey. The cutoff of 50% retention rate was chosen and derived from other similar pilot studies using mind-body therapies to mitigate arthralgia [24]. Feasibility was also measured by the participant’s class attendance, which the research team coordinator logged each session.

**Acceptability**

The acceptability of the study intervention was defined as a 60% consenting rate. Justification for a 60% consenting rate as acceptable was based on prior BC survivorship behavioral studies [25,26]. We also asked whether participants found the intervention helpful in reducing their pain.

**Musculoskeletal Symptoms**

As arthralgia primarily affects the hips and knees [6], we chose the Western Ontario and McMaster University Osteoarthritis Index (WOMAC) as the primary efficacy outcome. WOMAC measures lower-extremity joint symptoms (hips/knees) in the past 7 days in three domains: pain, stiffness, and physical function [27]. WOMAC has been recommended with great sensitivity for measuring changes in musculoskeletal symptoms in patients with BC receiving AIs [28].

**Hand Pain and Physical Function**

We used the Australian Canadian Osteoarthritis Index (AUASCAN) to assess pain and physical function in the hands. AUASCAN has been reported to have excellent sensitivity and responsiveness in detecting and measuring AI-induced arthralgia [28].

**Overall Pain**

The Brief Pain Inventory (BPI) is a 14-item questionnaire developed for use in patients with cancer that assesses the worst pain, pain severity, and pain interference over the past week reported on a scale of 0 to 10. The BPI is the most common, valid, and reliable measure to assess pain in patients with cancer.

**Fatigue**

The Fatigue Symptom Inventory (FSI) measure is a 13-item self-report measure shown to be sensitive to assessing change in patients' quality of life.
in fatigue among patients with BC and with substantial internal consistency. An overall score was used.

**Hot Flash**

We used the Hot Flash Related Daily Interference Scale (HFRDIS) to measure the effect of hot flashes on the overall quality of life and nine specific activities: work, social activities, leisure activities, sleep, mood, concentration, relations with others, sexuality, and enjoyment of life [29].

**Sleep Quality**

We used the Pittsburgh Sleep Quality Index (PSQI) for a subjective sleep assessment, including multiple sleep-related variables over the preceding month [30].

**Depressive Symptoms**

We used the Center for Epidemiological Studies–Depression (CES-D) to assess depressive symptoms [31], and it has shown excellent internal consistency and validity in patients with cancer [32].

**Analysis**

The statistical analysis was performed using R (R Foundation for Statistical Computing). Summary demographic statistics were calculated. Summary statistics of the end points, WOMAC subscales, AUSCAN subscales, BPI, FSI, HFRDIS, PSQI, and CES-D at baseline and at 1-month, 2-month, and 3-month follow-ups were calculated. Paired t tests of 3 months versus baseline were performed for each end point, and findings with 95% CIs are presented. For our primary end points of the WOMAC subscales, clinically meaningful changes in the subscales were evaluated using the criteria >1.5 out of 20 decrease for WOMAC pain, >0.6 out of 8 decrease for WOMAC stiffness, and >4.6 out of 68 decrease for WOMAC function score [32]. In addition, the linear time trends of end points were explored using latent class mixed-effect models with the R package lcmm. Up to 3 latent classes were considered, and the best number of latent classes was determined by the Bayesian information criterion.

**Results**

**Patient Characteristics**

The mean age of patients was 58 (SD 10.6) years. Of the 39 patients, 30 were Caucasian and 36 were at least college graduates. There were 31 patients with stage I or II, and had undergone mastectomy (n=22), radiation (n=27), or chemotherapy (n=23). Half of the participants (n=21) had been taking anastrozole. A total of 24 patients had been taking an AI for less than 3 years (Table 1).
<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants (N=39)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>58.18 (10.60)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>30 (77)</td>
</tr>
<tr>
<td>African American</td>
<td>7 (18)</td>
</tr>
<tr>
<td>Asian</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Unreported</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>38 (97)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>26 (67)</td>
</tr>
<tr>
<td>Single</td>
<td>7 (18)</td>
</tr>
<tr>
<td>Divorced</td>
<td>5 (13)</td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>3 (8)</td>
</tr>
<tr>
<td>College graduate</td>
<td>16 (41)</td>
</tr>
<tr>
<td>Postgraduate school</td>
<td>20 (51)</td>
</tr>
<tr>
<td><strong>Breast cancer stage, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2 (5)</td>
</tr>
<tr>
<td>I</td>
<td>14 (36)</td>
</tr>
<tr>
<td>II</td>
<td>17 (44)</td>
</tr>
<tr>
<td>III</td>
<td>6 (15)</td>
</tr>
<tr>
<td><em><em>Surgery</em>, n (%)</em>*</td>
<td></td>
</tr>
<tr>
<td>Mastectomy</td>
<td>22 (56)</td>
</tr>
<tr>
<td>Lumpectomy</td>
<td>15 (39)</td>
</tr>
<tr>
<td><em><em>Radiation</em>, n (%)</em>*</td>
<td></td>
</tr>
<tr>
<td>27 (69)</td>
<td></td>
</tr>
<tr>
<td><em><em>Chemotherapy</em>, n (%)</em>*</td>
<td></td>
</tr>
<tr>
<td>23 (59)</td>
<td></td>
</tr>
<tr>
<td><em><em>AI</em> type, n (%)</em>*</td>
<td></td>
</tr>
<tr>
<td>Letrozole</td>
<td>6 (15)</td>
</tr>
<tr>
<td>Anastrozole</td>
<td>21 (54)</td>
</tr>
<tr>
<td>Exemestane</td>
<td>9 (23)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (8)</td>
</tr>
<tr>
<td><strong>AI medication duration (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>≤1</td>
<td>12 (31)</td>
</tr>
<tr>
<td>1-3</td>
<td>12 (31)</td>
</tr>
<tr>
<td>3-6</td>
<td>12 (31)</td>
</tr>
<tr>
<td>Unreported</td>
<td>3 (8)</td>
</tr>
</tbody>
</table>

*aTreatment options do not add up to 39 due to individual treatment choices.

*bAI: aromatase inhibitor.
Acceptability
A total of 55 eligible patients were invited to participate, and 39 of the 55 (70.9%, 95% exact CI 57.1%-82.4%) patients consented to study participation and completed the baseline assessment, which exceeded the acceptability threshold of 60%. To seek participants’ feedback on the intervention, 14 of 22 participants who completed the final survey responded to our postintervention evaluation. All 14 perceived high satisfaction with the intervention, and 10 reported that the intervention was beneficial in relieving their pain.

Feasibility
Of the 39 participants, 26 completed a 1-month follow-up, 21 completed a 2-month follow-up, and 22 completed the final 3-month follow-up, with a retention rate of 56% (95% exact CI 39.6%-72.2%) at the end of the study. Study attendance was calculated as the number of classes of the 36 suggested classes (12 weeks × 3 per week) each participant attended, ranging from 3% (2 classes) to 100% (36 classes), with a median value of 61% (22 classes). Of the 39 participants, 16 attended 18 (50%) or more classes during the 12-week study period.

Change in Patient-Reported Outcomes During the Study Duration
Table 2 shows statistically significant improvement in all our study measures from baseline to the 3-month follow-up. Overall pain (BPI) was reduced from 5.04 to 2.69 (P<.001). Significant reductions also occurred in the pain subscale (from 6.64 to 3.52; P=.007) and function subscale (from 11.13 to 5.71; P=.004) of AUSCAN. Significant improvements were detected in fatigue (FSI from 53.40 to 29.74; P=.004), hot flashes (HF-RDIS from 28.14 to 12.44; P=.02), sleep quality (PSQI from 18 to 11.1; P<.001), and depressive symptom (CES-D from 38.33 to 33.95; P=.03). In particular, the significant reductions in pain (from 8.05 to 5.05; P<.001), stiffness (from 4.36 to 2.33; P<.001), and function (from 23.28 to 11.67; P<.001) measured by WOMAC, detected using paired t tests, were clinically meaningful. The three P values for the WOMAC measurements were adjusted for multiple comparison using the Benjamini-Hochberg correction [33]. We also provide the linear time trends estimated using latent class mixed-effect models, with the three WOMAC measurements adjusted for multiple comparison, as referenced in Table 2.
Table 2. Change in patient-reported outcomes over time.

<table>
<thead>
<tr>
<th>Measure (range)</th>
<th>Baseline (N=39), mean (SD)</th>
<th>1 month (n=25), mean (SD)</th>
<th>2 months (n=22), mean (SD)</th>
<th>3 months (n=21), mean (SD)</th>
<th>3-month change (95% CI)</th>
<th>P value</th>
<th>Linear time trend detected by the latent class model</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>WOMAC&lt;sup&gt;b&lt;/sup&gt; pain (0-20 maximal pain)</td>
<td>8.05 (4.19)</td>
<td>6.52 (3.70)</td>
<td>6.36 (4.82)</td>
<td>5.05 (3.89)</td>
<td>2.57 (1.27-3.87)</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.51</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>WOMAC stiffness (0-8 maximal stiffness)</td>
<td>4.36 (1.74)</td>
<td>3.44 (1.61)</td>
<td>3.00 (1.75)</td>
<td>2.33 (1.65)</td>
<td>1.67 (0.81-2.52)</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.77</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>WOMAC function (0-68 minimal function)</td>
<td>23.28 (14.21)</td>
<td>17.76 (12.36)</td>
<td>16.32 (13.81)</td>
<td>11.67 (12.70)</td>
<td>8.95 (5.65-12.25)</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.71</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>BPI&lt;sup&gt;d&lt;/sup&gt; (0-10 worse pain)</td>
<td>5.04 (2.17)</td>
<td>4.22 (2.29)</td>
<td>4.16 (1.82)</td>
<td>2.69 (2.18)</td>
<td>2.25 (1.27-3.24)</td>
<td>&lt;.001</td>
<td>-0.456</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>AUSCAN&lt;sup&gt;e&lt;/sup&gt; pain (0-50 worse pain)</td>
<td>6.64 (4.57)</td>
<td>6.00 (4.27)</td>
<td>4.77 (4.08)</td>
<td>3.52 (3.56)</td>
<td>2.33 (0.71-3.96)</td>
<td>.007</td>
<td>-0.642</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>AUSCAN function (0-90 minimal function)</td>
<td>11.13 (7.63)</td>
<td>8.80 (8.10)</td>
<td>7.45 (7.97)</td>
<td>5.71 (7.27)</td>
<td>4.48 (1.62-7.33)</td>
<td>.004</td>
<td>-0.794</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>FSI&lt;sup&gt;f&lt;/sup&gt; (0-130 worse fatigue)</td>
<td>53.40 (27.29)</td>
<td>40.04 (26.53)</td>
<td>36.94 (22.02)</td>
<td>29.74 (20.05)</td>
<td>17.53 (6.20-28.86)</td>
<td>.004</td>
<td>-0.61</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HFRDIS&lt;sup&gt;g&lt;/sup&gt; (0-100 worse hot flash)</td>
<td>28.14 (25.46)</td>
<td>19.27 (22.89)</td>
<td>13.10 (14.25)</td>
<td>12.44 (13.78)</td>
<td>10.15 (2.04-18.26)</td>
<td>.02</td>
<td>For 28 patients: -0.176; for 11 patients: -1.235</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PSQI&lt;sup&gt;h&lt;/sup&gt; (0-21 lower sleep quality)</td>
<td>18.00 (5.86)</td>
<td>15.04 (6.52)</td>
<td>14.55 (5.70)</td>
<td>11.10 (6.40)</td>
<td>6.14 (3.32-8.96)</td>
<td>&lt;.001</td>
<td>-0.626</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CES-D&lt;sup&gt;i&lt;/sup&gt; (0-60 greater depressive symptom severity)</td>
<td>38.33 (5.61)</td>
<td>37.40 (4.53)</td>
<td>36.05 (4.46)</td>
<td>33.95 (4.97)</td>
<td>2.62 (0.26-4.97)</td>
<td>.03</td>
<td>-0.353</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Paired t test.
<sup>b</sup>WOMAC: Western Ontario and McMaster University Osteoarthritis Index.
<sup>c</sup>Adjusted for multiple comparison.
<sup>d</sup>BPI: Brief Pain Inventory.
<sup>e</sup>AUSCAN: Australian Canadian Osteoarthritis Hand Index.
<sup>f</sup>FSI: Fatigue Symptom Inventory.
<sup>g</sup>HFRDIS: Hot Flash Related Daily Interference Scale.
<sup>h</sup>PSQI: Pittsburgh Sleep Quality Index.
<sup>i</sup>CES-D: Center for Epidemiological Studies-Depression.

**Participant Feedback and Lessons Learned**

Comments and suggestions from participants, the tai chi instructor, and our research team’s observation notes were qualitatively summarized and discussed to reach a consensus on each identified theme and areas for future intervention improvement.

**Improved Pain and Stiffness**

Participants reported that their pain or stiffness improved, with the change starting quickly after the first few weeks of the intervention. The reduction in pain also facilitated other improvements in daily activities.

Stiffness and pain decreased. I felt joints in knees and elbows move into my sockets at some point. I’m more limber and able to lift my knees higher to run faster and further.

Within 2 weeks, I had relief from the joint pain, especially my shoulder pain.

**Better Relaxation and Balance**

Breathing training and exercise were recognized as helpful in improving relaxation and calmness. Many participants also reported their balance was improved over time.

I particularly liked the breathing exercise at the beginning. I will continue to use it for relaxation and mindfulness.

My flexibility and balance have improved.
Value in Instructor Support and Facebook Group/Text Messaging Motivation

Our tai chi instructor was perceived as highly supportive and patient. A bonding relationship between the instructor and participants was observed. Archived class videos and motivational words and encouragements delivered in the Facebook private group and SMS text messaging were also reported as positive and helpful, motivating participant’s tai chi practice.

- The instructor was amazing and showed extraordinary patience.
- It was helpful to have all the classes on the FB page.
- I enjoyed the occasional random words of kindness.

The Convenience of Virtual Classes

Participants commented on the ease and comfort of virtually attending our tai chi classes, overcoming in-person participation barriers such as travel burdens and demanding schedules.

- The Zoom class made it easier to fit into my schedule.
- I didn’t have to deal with parking.

The Limited Class Schedule

The main reason for not being able to attend scheduled classes was the participant’s conflicting schedules. Participants reported that their nonattendance generally reflected competing life demands rather than their lack of desire to attend classes. Due to the budget constraint of the pilot, the availability of our weekly offered courses was limited with a fixed schedule of four classes per week.

- Would like to have more time options during the week for live classes.
- Unfortunately, I have only been able to attend classes twice per week, and several times my schedule prevented me from one of them.

Challenges of Varying Skill Levels in the Same Class

For the pilot, we used rolling enrollment, so participants started the course as they enrolled. However, participants and the instructor observed and reported issues of participants with different levels of tai chi learning progression, reducing the efficiency of the class conduct.

- There were beginners starting regularly, so the pace had to remain slow; it was difficult for me to move very slowly when I knew the next move.

The Initial Technological Difficulty, Bandwidth Limitation, and Online Streaming Challenges

We observed a learning curve for using the Zoom technology when participants initially started the intervention. Some of our older participants who joined our Zoom classes using their cellphones experienced viewing difficulties due to the small screen, their vision limitations, and interrupted internet signal. The problem of following the instructor’s side-to-side movements virtually was noted.

- Having the class on Zoom presented some challenges initially.

Discussion

A Telehealth-Delivered Tai Chi Intervention Is Feasible and Acceptable

AI-induced arthralgia can prohibit normal functioning and decrease affected patients’ quality of life. Clinical trial data show a 22% rate of AI discontinuation due to AI-induced arthralgia [12]. Real-world data suggest that the rate of AI-related arthralgia is as high as 50% [5], with minimal nonpharmacological options. Our findings support the feasibility, acceptability, and potential benefits of our TaiChi4Joint intervention and provide direction for future research. Due to COVID-19 social distancing constraints, our entire study implementation procedures were remotely conducted from the end of 2021 into early 2022. Concerning acceptability, 28 of the 39 eligible patients agreed to participate in our tai chi intervention delivered by Zoom. Many commented that the main reason they were attracted to joining was the convenience of modality, allowing them to attend classes from home during COVID-19. With regard to feasibility, 22 of the 39 participants who completed the baseline assessment completed the final assessment, and no safety issues were reported. The documented 61% average class attendance rate is not ideal, with less than 50% of participants attending half of the suggested class dosage. Many participants reported their nonattendance was generally due to competing work and family demands, conflicting with the schedule of the classes offered, as observed in the qualitative feedback. Offering a more flexible class schedule with different skill levels in future trials could also help to boost attendance rates by allowing participants to choose classes at a time more convenient for them.

Tai Chi Is Effective in Relieving AI-Induced Symptoms

We also found statistically significant improvements in pain, stiffness, impaired function, fatigue, hot flash, sleep quality, and depressive symptoms. In particular, the change of the WOMAC subscale scores over time, our primary outcome of interest, was clinically meaningful based on prior literature. Qualitative findings, including participants’ perceived reduction in pain and stiffness, improvement in relaxation and balance, and the value of the instructor’s and the intervention’s support, could potentially have facilitated the quantitative change in outcomes observed in the study. Further, to counter potential digital divide challenges and improve participant engagement, the following strategies addressing our lessons learned might be helpful for future studies: include a user manual and training session practicing joining the videoconference, offer loaner iPads with cellular plans, use a multi-camera streaming setup, use closed session groups, and offer a more flexible class schedule. Our results demonstrate the potential of the TaiChi4Joint telehealth approach and support a fully powered RCT of TaiChi4Joint in the future.

Limitations

This is a single-arm pilot study; this design was the most suitable to tackle the question of feasibility and acceptability. Study
outcomes will need more scrutiny under an RCT design with a control group. This will be required to correct for possible selection bias or placebo effects. Selection bias might have been a cause for the study’s favorable results, as patients adhering to the investigation have obtained benefits derived from tai chi practice.

A longer intervention duration and a more extended period of follow-up post intervention might be needed to understand the long-term and maintenance effects of tai chi in reducing AI-induced arthralgia.

The majority of our sample were Caucasian and had a college degree, limiting the generalization of our findings. Innovative recruitment strategies will be needed in the future to ensure the sample is generalizable and to increase outreach and support to minorities.

Conclusion
COVID-19 increased stress levels while reducing access to mind-body services in patients with cancer. Research on remote delivery of integrative, complementary, and alternative medicine health supports the feasibility and benefits of these services [22,34]. Our study used existing technologies to bring tai chi to patients’ homes. We found that tai chi reduced joint pain and stiffness; decreased fatigue; improved sleep quality, hot flash, and depressive symptoms; and improved functioning. Tai chi was well tolerated, and no adverse events specific to the study intervention occurred. Our lessons learned and strategies described could help inform the design of telehealth-based behavioral support. Future randomized controlled trials are needed to establish the comparative efficacy of the TaiChi4Joint intervention to improve outcomes related to AI-induced arthralgia.
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Abstract

Background: Primary care physicians (PCPs) are often limited in their ability to collect detailed medical histories from patients, which can lead to errors or delays in diagnosis. Recent advances in artificial intelligence (AI) show promise in augmenting current human-driven methods of collecting personal and family histories; however, such tools are largely unproven.

Objective: The main aim of this pilot study was to evaluate the feasibility and acceptability of a conversational AI medical interviewing system among patients.

Methods: The study was conducted among adult patients empaneled at a family medicine clinic within a large academic medical center in Northern California. Participants were asked to test an AI medical interviewing system, which uses a conversational avatar and chatbot to capture medical histories and identify patients with risk factors. After completing an interview with the AI system, participants completed a web-based survey inquiring about the performance of the system, the ease of using the system, and attitudes toward the system. Responses on a 7-point Likert scale were collected and evaluated using descriptive statistics.

Results: A total of 20 patients with a mean age of 50 years completed an interview with the AI system, including 12 females (60%) and 8 males (40%); 11 were White (55%), 8 were Asian (40%), and 1 was Black (5%), and 19 had at least a bachelor’s degree (95%). Most participants agreed that using the system to collect histories could help their PCPs have a better understanding of their health (16/20, 80%) and help them stay healthy through identification of their health risks (14/20, 70%). Those who reported that the system was clear and understandable, and that they were able to learn it quickly, tended to be younger; those who reported that the tool could motivate them to share more comprehensive histories with their PCPs tended to be older.

Conclusions: In this feasibility and acceptability pilot of a conversational AI medical interviewing system, the majority of patients believed that it could help clinicians better understand their health and identify health risks; however, patients were split on the effort required to use the system, and whether AI should be used for medical interviewing. Our findings suggest areas for further research, such as understanding the user interface factors that influence ease of use and adoption, and the reasons behind patients’ attitudes toward AI-assisted history-taking.

(JMIR Form Res 2022;6(6):e37028) doi:10.2196/37028
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Introduction

Primary care providers (PCPs) face numerous challenges, including time constraints and burnout, and are often limited in their ability to collect detailed medical histories from their patients [1]. Currently, patients’ personal and family medical histories are collected via paper forms or interviewing prior to and/or during a patient visit, with manual data entry into the electronic health record (EHR). Often, data are missing or of poor quality due to lack of time or lack of training [2]. Information gaps can lead to errors or delays in diagnosis and failures to address actionable risk factors, which affect an estimated 12 million Americans each year [3]. Diagnosis in primary care is a high-risk area for errors, for several reasons. PCPs typically face high patient volumes, make decisions amid uncertainty, and must balance the risk of missed or delayed diagnoses with the stewardship of scarce resources [4]. Poor communication leading to gaps in information sharing is a major driver of diagnostic errors in primary care settings [4], while engaging and empowering patients in the task of generating data using technology aims to close those gaps and support personalized medicine [5].

Recent advances in conversational agents powered by artificial intelligence (AI) and natural language processing show promise in augmenting current human-driven methods of collecting personal and family histories as part of pre-visit planning [6]. Various types of conversational agents have emerged, including chatbots, embodied conversational agents (avatars), and voice assistants, all of which mimic human conversation using text and/or spoken language [7]. Within health care, these agents have been used for facilitating screening for health conditions, triage, counseling, self-management of chronic conditions, and training for health care professionals; reported benefits have included their potential to support populations with poor health literacy, be scaled to reach large populations, and improve patient engagement [8]. However, such tools remain largely unproven in real-world settings, and few studies have assessed the use case of collecting patients’ information before an appointment to provide tailored counseling [2,9-11]. This study aimed to assess the feasibility and acceptability of a conversational AI medical interviewing system from the perspective of primary care patients.

Methods

Setting and Participants

The study was conducted between February and April 2021 at a family medicine clinic within a large academic medical center in Northern California. Participants were eligible to participate if they were aged ≥18 years and English-speaking. Research staff contacted eligible participants via email and telephone, providing a brief summary of the study and asking whether they would be interested in participating.

Ethical Considerations

The Stanford University Institutional Review Board reviewed this study and exempted it (protocol number IRB-59555).

Procedure

Participants were asked to test the web-based AI medical interviewing system on a personal computer at a time and location of their choosing. The program developed by SOAP Health uses AI and natural language processing to convert speech to text and provide appropriate responses to user-entered data through Genie, a user-facing conversational avatar and chatbot. Genie asked participants a series of questions to (1) capture detailed personal medical histories, multigenerational family histories, and social determinants of health data (eg, financial insecurity, food insecurity, access to affordable health care, access to transportation); and (2) identify risk factors based on established guidelines for further evaluation (eg, hereditary cancers, cardiovascular disease), based on personal or family histories (Figure 1 and Multimedia Appendix 1). Questions covered 25 topic areas and were both asked aloud by Genie and displayed visually onscreen (Multimedia Appendix 1). Participants were able to respond by speaking or clicking a displayed response option and were allowed to use as much time as needed for the interview; most completed it in 30-45 minutes.

https://formative.jmir.org/2022/6/e37028
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Figure 1. Screenshot of Genie and the conversational AI medical interviewing system. AI: artificial intelligence.

Survey and Outcomes
After completing an interview with the AI system, participants were asked to complete a web-based survey based on the validated Unified Theory of Acceptance and Use of Technology framework [12], a model explaining user acceptance and adoption of new technology that has been used across various studies assessing emerging technology [13-15]. The outcomes were patient-reported feasibility and acceptability ratings from the survey based on responses to Likert-scale questions in the following domains: (1) performance expectancy, the degree to which patients believe using the system will help them share relevant information with their PCPs and identify disease risks earlier; (2) effort expectancy, the degree of ease patients associate with using the system; and (3) attitude toward using technology, the degree to which patients have a positive attitude toward using the system. Participants provided responses on a 7-point scale (strongly disagree to strongly agree) to statements including “Using the software could contribute to my doctor having a better overall understanding of my health and health risks,” “I was able to quickly learn how to use the software,” and “Using artificial intelligence to conduct medical interviewing is a good idea.” The survey also collected patients’ demographic information including their age, gender, race/ethnicity, and highest level of education. Descriptive statistics were used to compute counts with percentages for survey responses.

Results
Twenty patients with a mean age of 50 years completed an interview with the AI system, including 12 females (60%) and 8 males (40%); 11 were White (55%), 8 were Asian (40%), 1 was Black (5%), and 19 had at least a bachelor’s degree (95%) (Multimedia Appendix 1). The majority of participants agreed that using a conversational AI medical interviewing system to collect histories could help PCPs have a better understanding of their health (16/20, 80%) and help them stay healthy through identification of their health risks (14/20, 70%) (Figure 2). Participants who felt the system was easy to use tended to be younger. The median age for those who agreed that they were able to learn the system quickly was 41 years compared to 61 years for those who disagreed and 41 years for those who agreed that the system was clear and understandable compared to 68 years for those who disagreed (Multimedia Appendix 1). Those who reported that the tool could motivate them to share more comprehensive medical information with their PCPs tended to be older—median age of 52 years for those who agreed and 36 years for those who disagreed (Multimedia Appendix 1). Those who reported that the tool could motivate them to share more comprehensive medical information with their PCPs tended to be older—median age of 52 years for those who agreed and 36 years for those who disagreed (Multimedia Appendix 1). Patients were split on the effort required to use the tool, and on whether AI should be used for medical interviewing (Figure 2).
Discussion

In this feasibility and acceptability pilot of a conversational AI medical interviewing system, the majority of primary care patients believed that such a tool could help PCPs better understand their health and identify their health risks. However, while performance expectancy of the system was predominantly positive, results were mixed in terms of effort expectancy and attitude toward the emerging technology.

Our results are aligned with existing literature. A recent systematic review examining the effectiveness and usability of AI-based conversational agents in health care found that 67% of the 31 studies reported positive or mixed evidence supporting the effectiveness, usability, and positive user perceptions of the agents [8]. Additionally, in a study exploring the acceptability and feasibility of a virtual counselor to collect family health histories in an underserved population, a vast majority of participants found the virtual counselor easy to use and understood the questions being asked [2]. At the same time, studies reporting qualitative feedback have consistently cited the following as barriers that will need to be addressed before conversational agents can be deployed and used widely: agents having difficulty understanding users, agents being repetitive and not sufficiently interactive, and users having difficulty forming connections with the agent [8]. Our study adds to this...
growing body of evidence by assessing the use of conversational agents in a slightly older population in primary care.

Our study has several limitations including the small sample size and convenience sampling recruitment approach. Those who opted to participate may have had more positive notions about new technologies and may have evaluated the system more favorably than the general population. Moreover, participants in our study were highly educated, which may limit the generalizability of our findings.

The use of conversational agents to gather more detailed information about patients’ personal medical history, family medical history, and social determinants of health could aid in capturing a more holistic view of patients and identifying disease risks earlier. Our findings suggest areas for further research, such as understanding the user interface factors that influence ease of use and adoption, and the reasons behind patients’ dichotomous attitudes toward AI-assisted history-taking.
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Multimedia Appendix 1
Additional information about the artificial intelligence medical interviewing system; demographics of participants; and additional information on patient-reported feasibility and acceptability ratings of the system.
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Abstract

Background: Structural and cultural barriers limit Indian women’s access to adequate postnatal care and support despite their importance for maternal and neonatal health. Targeted postnatal education and support through a mobile health intervention may improve postnatal recovery, neonatal care practices, nutritional status, knowledge and care seeking, and mental health.

Objective: We sought to understand the feasibility and acceptability of our first pilot phase, a flexible 6-week postnatal mobile health intervention delivered to 3 groups of women in Punjab, India, and adapt our intervention for our next pilot phase, which will formally assess intervention feasibility, acceptability, and preliminary efficacy.

Methods: Our intervention prototype was designed to deliver culturally tailored educational programming via a provider-moderated, voice- and text-based group approach to connect new mothers with a social support group of other new mothers, increase their health-related communication with providers, and refer them to care needed. We targeted deployment using feature phones to include participants from diverse socioeconomic groups. We held moderated group calls weekly, disseminated educational audios, and created SMS text messaging groups. We varied content delivery, group discussion participation, and chat moderation. Three groups of postpartum women from Punjab were recruited for the pilot through community health workers. Sociodemographic data were collected at baseline. Intervention feasibility and acceptability were assessed through weekly participant check-ins (N=29), weekly moderator reports, structured end-line in-depth interviews among a subgroup of participants (15/29, 52%), and back-end technology data.

Results: The participants were aged 24 to 28 years and 1 to 3 months postpartum. Of the 29 participants, 17 (59%) had their own phones. Half of the participants (14/29, 48%) attended ≥3 of the 6 calls; the main barriers were childcare and household responsibilities and network or phone issues. Most participants were very satisfied with the intervention (16/19, 84%) and found the educational content (20/20, 100%) and group discussions (17/20, 85%) very useful. The participants used the SMS text messages more frequently than educational content.
messaging chat, particularly when facilitator-moderated. Sustaining participation and fostering group interactions was limited by technological and sociocultural challenges.

**Conclusions:** The intervention was considered generally feasible and acceptable, and protocol adjustments were identified to improve intervention delivery and engagement. To address technological issues, we engaged a cloud-based service provider for group calls and an interactive voice response service provider for educational recordings and developed a smartphone app for the participants. We seek to overcome sociocultural challenges through new strategies for increasing group engagement, including targeting midlevel female community health care providers as moderators. Our second pilot will assess intervention feasibility, acceptability, and preliminary effectiveness at 6 months. Ultimately, we seek to support the health and well-being of postpartum women and their infants in South Asia and beyond through the development of efficient, acceptable, and effective intervention strategies.

(JMIR Form Res 2022;6(6):e34087) doi:10.2196/34087
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**Introduction**

**Background**

Against the backdrop of persistent rural poverty in Northern India, modest gains in maternal health have been made over the past decade, with maternal mortality decreasing from 251 to 113 maternal deaths per 100,000 live births [1,2]. Despite this progress, further improvements in maternal health are needed for India to achieve the United Nations Sustainable Development Goal target of <70 maternal deaths per 100,000 live births by 2030 [3], including a broader focus on achieving the full continuum of perinatal care. The COVID-19 pandemic has significantly impeded global progress in achieving Sustainable Development Goal targets by exacerbating maternal and perinatal adversity, with significantly greater impacts seen among low- and middle-income countries such as India compared with higher-income settings [4].

Postnatal care and support are important contributors to optimizing maternal and neonatal health and well-being and a critical component of the full continuum of perinatal care [5]. High-quality postnatal care and social support (ie, emotional, instrumental, and informational) have been associated with reduced maternal and neonatal mortality [5,6] and increased maternal engagement in behaviors promoting newborn (eg, exclusive breastfeeding and child immunization) and maternal (eg, postnatal adoption of family planning) health [7,8].

Acknowledging the important role of postnatal care, the Government of India recommends that women receive 3 postnatal visits from community health workers [1]. However, despite India’s broad community-based maternal health programming, a significant drop in the continuum of peripartum care occurs in the postnatal period [9,10]. Postnatal care achievement is generally low across the country, with 65% of Indian women receiving at least one health check within 2 days of birth, ranging from 48% to 80% across wealth quintiles, and full postnatal care achievement being anecdotally low [1].

Substantial structural and cultural barriers prevent new mothers from attending postnatal care at facilities or other locations that may be far from their homes, particularly in India. Common logistical challenges are exacerbated in India by rural geographic distances, cultural and linguistic barriers to care, women’s practice of postnatal seclusion, and generally low levels of mobility in marriage, all culminating in reduced care access [11-13]. Further intergenerational and gender-based hierarchical roles structure decision-making in Indian households, particularly for couples living in extended-family households where decision-making may be largely outside the hands of women [14]. Within this context, novel methods for improving women’s access to the full peripartum continuum of health care are required.

Mobile phone–based health approaches (mobile health [mHealth]) offer innovative opportunities to overcome logistical barriers to postnatal care access. Despite women’s physical mobility limitations in this setting, 88% of Indian households nationally own a mobile phone, including 72% of women [1,15]. Theory-informed mobile support and education groups have positively affected [16] maternal and neonatal health outcomes [17-20], and mHealth approaches to pregnancy care suggest high acceptability, promising results, and high cost-effectiveness [21,22]. However, preventive mHealth models extending care postnatally are sparse [23-25]. Group-participatory learning and action models (eg, women’s groups) are another promising model for improving postnatal care given their efficient approach, acceptability, and effectiveness in improving maternal and neonatal health indicators [26,27]. Such models provide efficient health education, strengthen social support networks, and influence social norms [28]. Social support [29,30] reduces postnatal depression and anxiety [31,32] and improves breastfeeding maintenance [33,34] and women’s empowerment [35]. CenteringPregnancy and other group-based supportive prenatal care models affect exclusive breastfeeding, contraceptive uptake, depression, and immunization postnatally [36-40]. Extending group care postnatally is an innovative and promising approach for improving health outcomes for both mothers and neonates through targeted education and support for women in the postnatal period and referral to in-person care.

**Objectives**

This study describes the development and pilot results of a targeted education and support intervention for postnatal Indian women where they can interact with providers and other new mothers, named Maa Shishu Swasthya Sahayak Samooh (maternal and child health support group; MeSSSSage). With the goal of optimizing the feasibility and acceptability of our
intervention, we implemented a 2-phase developmental process to pilot test and refine the intervention functions, processes, and delivery platform. In this paper, we report on the results of pilot phase 1, a flexible 6-week postnatal mHealth intervention delivered to 3 groups of women in Punjab, India, and describe the integration of these results into optimizing the intervention for our phase 2 pilot study, in which we will seek to assess the feasibility and acceptability of the full 6-month intervention more formally.

**Methods**

**Study Context**

Maternal and child health indicators in Punjab, Northern India, show some improvement, but persistent challenges remain, suggesting that innovative strategies are needed for improving health outcomes and ensuring high-quality care. Across the perinatal continuum of care, 68.5% of new mothers receive at least four antenatal care visits and 90.5% have facility births, but only 40% of women receive any postnatal care [1]. Many Punjabi women of reproductive age are anemic (53.5%), and anemia rates are higher among postpartum women [41]. Modern contraceptive use is 63% overall [42], yet postpartum uptake of contraceptives is lower. A study found that only 30% of Punjab women adopted a contraceptive method postpartum, most often condoms, with 16% having an unmet need [43]. Postpartum mental health remains understudied; however, a recent systematic review of postpartum depression in India reported a pooled estimate of 22% and identified lack of social support as a primary risk factor [44]. Most children aged 12 to 23 months (89.1%) are fully immunized; however, appropriate diarrheal disease and acute respiratory infection management in children aged <5 years is inadequate (range 26.7%-90.3%) [42]. Only 5% of children aged <2 years receive adequate nutrition, and approximately one-fifth of children aged <5 years are stunted (25.7%) or underweight (21.6%) [42]. Disparities in maternal and child health indicators exist according to rurality of residence and socioeconomic status [42].

**Intervention Prototype Development**

The initial MeSSSSage prototype was developed by a team of Indian and US-based maternal health clinicians, researchers, and human-centered technology design experts. The prototype was based on the interdisciplinary literature, early-stage formative needs assessment research with postnatal women, and local and international care guidelines. MeSSSSage was designed to overcome the prevalent structural and cultural barriers to postnatal maternal and neonatal health care in this setting by delivering culturally tailored educational programming via a provider-mediated, voice- and text-based group approach to connect mothers with a social support group of other new mothers, increase their health-related communication with providers, and refer them in a timely and appropriate manner to care. Our conceptual framework (Figure 1) outlines a summary model of the factors identified in our formative work that influence perinatal care access, knowledge, health behaviors, and health outcomes, and the pathways that the MeSSSSage intervention has been designed to disrupt. The intervention is registered at ClinicalTrials.gov (NCT04636398).

![Figure 1. Conceptual framework of Maa Shishu Swasthya Sahayak Samooh (maternal and child health support group; MeSSSSage) intervention context, targets, outcomes, and anticipated health impacts.](image)

**Intervention Conceptual Framework**

Capability, Opportunity, Motivation-Behavior is a comprehensive framework for behavior change intervention design that posits that behaviors (B) are the result of interactions between capability (C), opportunity (O), and motivation (M; Figure 2) [45,46]. The MeSSSSage intervention builds on the Capability, Opportunity, Motivation-Behavior framework to affect health behaviors as follows: (1) the mHealth approach allows women to participate in the intervention from their homes to reduce the impact of social, sociocultural, geographic, and logistical barriers, increasing physical and social opportunity; (2) the educational content is designed to increase knowledge of important maternal and child health-promoting behaviors, increasing psychological capability and reflective motivation; and (3) the social support and social norming component is designed to increase reflective and automatic motivation. We hypothesize that providing targeted education and support to...
women in the postnatal period through a mobile social network where they can interact with providers and other new mothers will improve their knowledge of health-promoting behaviors and their parental self-efficacy and empowerment. By appropriately identifying infant and maternal danger signs and promoting timely care seeking for routine and emergency visits (including referrals), we seek to reduce both maternal and infant mortality and morbidity. Furthermore, mHealth group support could help encourage and sustain exclusive breastfeeding and improve uptake of postnatal family planning and childhood vaccination, which positively affects maternal and child health in both the short and long term.

**Figure 2.** Capability, Opportunity, Motivation-Behavior model of behavior change [45,46].

**Intervention Educational Content**

Maternal and newborn educational content was developed through a review of Indian and international clinical guidelines, consultation with experienced local maternal and child health providers, and formative research to identify health education needs among our target population. Topics were organized according to anticipated maternal and neonatal information needs by postpartum week (Table 1). The discussion facilitated during the group calls focused on ensuring women’s understanding of the content and addressing questions. An obstetrician or gynecologist and a pediatrician advised on emergent health concerns and referred women for in-person care.

**Table 1.** Maternal and newborn educational content, Maa Shishu Swasthya Sahayak Samooh (maternal and child health support group) pilot intervention, phase 1.

<table>
<thead>
<tr>
<th>Intervention week</th>
<th>Maternal educational topics</th>
<th>Newborn educational topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Breastfeeding, postpartum hygiene, and self-care</td>
<td>Infant danger signs</td>
</tr>
<tr>
<td>2</td>
<td>Diet and nutrition and maternal danger signs</td>
<td>Temperature regulation</td>
</tr>
<tr>
<td>3</td>
<td>Mental health and COVID-19 precautions</td>
<td>Neonatal care</td>
</tr>
<tr>
<td>4</td>
<td>Emotional support and family planning overview</td>
<td>Massage</td>
</tr>
<tr>
<td>5</td>
<td>Family planning methods and postnatal care visits</td>
<td>Developmental milestones</td>
</tr>
<tr>
<td>6</td>
<td>General health issues and use of mobile health technology for</td>
<td>COVID-19 precautions</td>
</tr>
<tr>
<td></td>
<td>health improvement</td>
<td></td>
</tr>
</tbody>
</table>

**Technology Development**

For this phase 1 pilot, our team prioritized deployment across feature (nonsmart) phones for inclusivity of diverse groups of women, including those of lower socioeconomic status. We developed 2 platforms for group call implementation and the dissemination of educational audios using FreeSWITCH open-source, voice-over IP servers (Multimedia Appendix 1). Group calls initiated from the server were free for intervention participants; however, accessing educational audio recordings outside of the weekly calls incurred call charges to the participants. All intervention content was in the Punjabi language.

A mobile SMS text messaging group that included participants and moderators was created for each intervention group using WhatsApp (Meta Platforms). This SMS text messaging group was used to share group call reminders and educational material and to asynchronously provide additional education and support to the intervention participants. The participants were invited to use the WhatsApp group to share stories or experiences with their group members and to ask questions of other participants and moderators. Some discussions were facilitated by the group moderator per our intervention testing plan (Table 2). The WhatsApp groups were accessible to all participants with smartphones and many participants with feature phones.
### Table 2. Intervention delivery approaches by domain, Maa Shishu Swasthya Sahayak Samooh (maternal and child health support group) pilot intervention, phase 1.

<table>
<thead>
<tr>
<th>Week and domain</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Week 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational component delivery&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Live</td>
<td>Live</td>
<td>Recorded</td>
</tr>
<tr>
<td>Participation&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Talk</td>
<td>Hand</td>
<td>Talk</td>
</tr>
<tr>
<td>SMS text messaging group moderation&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Not moderated</td>
<td>Moderated</td>
<td>Moderated</td>
</tr>
<tr>
<td><strong>Week 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational component delivery&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Live</td>
<td>Live</td>
<td>Recorded</td>
</tr>
<tr>
<td>Participation&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Talk</td>
<td>Hand</td>
<td>Talk</td>
</tr>
<tr>
<td>SMS text messaging group moderation&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Not moderated</td>
<td>Moderated</td>
<td>Moderated</td>
</tr>
<tr>
<td><strong>Week 3</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational component delivery&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Live</td>
<td>Live</td>
<td>Recorded</td>
</tr>
<tr>
<td>Participation&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Hand</td>
<td>Talk</td>
<td>Hand</td>
</tr>
<tr>
<td>SMS text messaging group moderation&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Not moderated</td>
<td>Moderated</td>
<td>Moderated</td>
</tr>
<tr>
<td><strong>Week 4</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational component delivery&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Recorded</td>
<td>Recorded</td>
<td>Live</td>
</tr>
<tr>
<td>Participation&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Hand</td>
<td>Talk</td>
<td>Hand</td>
</tr>
<tr>
<td>SMS text messaging group moderation&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Moderated</td>
<td>Not moderated</td>
<td>Not moderated</td>
</tr>
<tr>
<td><strong>Week 5</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational component delivery&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Recorded</td>
<td>Recorded</td>
<td>Live</td>
</tr>
<tr>
<td>Participation&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Talk</td>
<td>Hand</td>
<td>Talk</td>
</tr>
<tr>
<td>SMS text messaging group moderation&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Moderated</td>
<td>Not moderated</td>
<td>Not moderated</td>
</tr>
<tr>
<td><strong>Week 6</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational component delivery&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Recorded</td>
<td>Recorded</td>
<td>Live</td>
</tr>
<tr>
<td>Participation&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Talk</td>
<td>Hand</td>
<td>Talk</td>
</tr>
<tr>
<td>SMS text messaging group moderation&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Moderated</td>
<td>Not moderated</td>
<td>Not moderated</td>
</tr>
</tbody>
</table>

<sup>a</sup>For **live**, educational messages are delivered by the moderator during the group call, intermixing the material with open time for questions. For **recorded**, prerecorded educational messages are accessed via phone before the group call, with all group calls used for discussion.

<sup>b</sup>For **hand**, the women have to raise their hands to talk, with the moderator unmuting them to allow for their participation. For **talk**, the women can talk freely.

<sup>c</sup>For **moderated**, a group moderator facilitates group participation through consistent use of prompts in the group. For **not moderated**, the SMS text messaging group is introduced to the women for their own use with no researcher facilitation.

### Intervention Delivery

The pilot intervention was delivered over a 6-week period (December 2020 to January 2021). This was between the first and second COVID-19 surges in India and, thus, although some restrictions were in place, COVID-19 rates were low, and care access was not seriously limited. Weekly group calls were planned for approximately 30 to 40 minutes and scheduled at the same time each week. SMS text message reminders were sent to the participants 1 day beforehand. Participation in the WhatsApp chat group was encouraged. Group calls were moderated by 3 research team members: a moderator to handle group dynamics (AA), an obstetrician or gynecologist (RB or DHB), or a pediatrician (VK).

### Varying Delivery Approaches

To determine the best structure and understand how to optimize engagement, we varied three delivery approaches to assess the women’s reception of delivery of educational content, participation in group discussion, and format of the SMS text messaging–based chat platform (Table 2): (1) the educational content being provided live by the moderator versus through a recorded message delivered through interactive voice response before the group call, (2) participation in calls occurring via the
participants raising their hand by pressing 1 on their keypad to indicate that they would like to speak and being unmuted by the technical moderator versus all participants being unmuted for the full call, and (3) the WhatsApp SMS text messaging group being moderated by a provider through consistent use of prompts in the group versus not being moderated (both groups could text questions in the chat for the provider to answer). Each group experienced each of these modalities for half of the intervention.

**Study Site and Participants**

The study was conducted within Block Boothgarh, Mohali District, Punjab state, Northern India. Block Boothgarh comprises 129 villages with a total population of 5000 served by 16 health subcenters, each with 1 auxiliary nurse midwife (ANM) who maintains a consolidated perinatal care register. Mobile phone ownership per local care registers is high among households (90%) and women (50%).

Study participants included women residing in the study area who had given birth within the previous 3 months. Further inclusion criteria were being aged <40 years and having a live neonate with birth weight >1500 g. The exclusion criteria were maternal complications during or after childbirth warranting hospital stay and continued medical care at the facility, stillbirth, twins, significant birth defects, inability to provide informed consent, and lack of phone access if unwilling to accept a phone from the study team. If the eligible participants did not have a personal phone, they were offered a study phone.

Potential participants were identified with assistance from local ANMs. Women who met the study inclusion criteria based on ANM records were contacted telephonically by a study researcher who further screened them and explained the study procedures in detail, including the risks and benefits of participation. The women confirmed their consent verbally. Where requested, assent was obtained from the husband or another family member in alignment with local norms. At study enrollment, the women were oriented to the developmental stage of the intervention. A total of 100 women were contacted by phone, and 41 (41%) were considered eligible based on further screening. Of these 41 women, 29 (71%) agreed to participate, and 12 (29%) declined. The 29 women were sequentially enrolled in 3 groups of 7 (24%), 10 (34%), and 12 (41%) based on their child’s birth date. We sought to limit variation in birth date across groups (+2 weeks to −2 weeks) to ensure that the women were at similar postnatal stages but maintained some heterogeneity in group size for understanding group size dynamics.

**Data Collection**

At enrollment, sociodemographic data were collected from the participants on age, parity, village, contact number, mobile phone ownership (none, individually owned, or shared with another household member), mobile phone type (smart vs feature phone), and willingness to accept a mobile phone from the study team if they did not have their own mobile phone. Intervention feasibility and acceptability were assessed through tracking attendance, brief weekly individual check-in calls among most participants (20/29, 69%), weekly moderator reports, structured end-line in-depth interviews (IDIs) among a subset of the intervention participants (15/29, 52%), and back-end data from the mobile technologies used.

Weekly check-in calls conducted with group members were used primarily for individual problem solving and facilitative follow-up and collected data on attendance challenges, intervention acceptability (ie, level of satisfaction with the overall intervention and the intervention educational, group discussion, and SMS text messaging chat components), experience with that week’s call, technical issues, perspectives on the usefulness of the educational content and group discussion, need for additional material, perspectives on changes made in intervention delivery if relevant (Table 1), and any other recommendations. In addition, after each group call, moderators noted successes, challenges, technical disruptions, significant interactions, and quality of engagement between participants and between participants and moderators and captured the participants’ questions.

End-line IDIs were conducted among a subset of intervention participants (15/29, 52%) to capture their overall intervention satisfaction; their experiences with the program; the usefulness of the educational content, group discussion, and SMS text messaging group; their perspectives on participation and group dynamics; their perspectives on content and call logistics (eg, call structure, participants, and moderator preferences); and their recommendations for improving the intervention. Structured questions using a Likert-type response scale were included on overall satisfaction, usefulness of the intervention components (educational content, group discussion, and SMS text messaging group), likelihood of recommending the group, and level of connectedness.

Back-end data collected from the calls included the list of listeners, the list and time stamp of the audios played, the list of participants who raised their hand to talk, the number of times each participant was redialed, and the audio recording of each group call. From this, we captured the number of participants per session and the number of participants who engaged with the health worker and each other. We also gathered data from WhatsApp on SMS text messaging engagement, including posts, views, and topics. For the prerecorded audios, we collected the call duration (how long the women listened to them) and which audio recordings were accessed (topic).

**Ethics Approval**

Due permissions were obtained from the Indian Council of Medical Research and senior health authorities of the Government of Punjab and Mission Director, National Health Mission, India. The study protocol was approved by the University of California, San Francisco Institutional Review Board (19-299723); the Ethics Committee of the Post Graduate Institute of Medical Education and Research (IEC-03/2020-1567); the Collaborative Research Committee of the Post Graduate Institute of Medical Education and Research (79/30-Edu-13/1089-90); and the Indian Council of Medical Research (ID 2020-9576).
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Results

Participant Characteristics
A total of 29 women participated in our pilot intervention (Table 3). The women ranged in age from 24 to 28 years and had all given birth within the previous 1 to 3 months for the first or second time. Educational attainment varied, with 10% (3/29) of the women being illiterate and 10% (3/29) having a postgraduate education. Infants were generally aged 3 to 4 weeks at first call. All participants (29/29, 100%) had some phone access, either a personally owned phone or a shared household phone; 59% (17/29) of the participants had a personal phone. The 41% (12/29) of participants with no personal phones were offered mobile phones and SIM cards by the research team. Of these 12 participants, 7 (58%) accepted the phones, and 5 (42%) continued to participate from shared household phones. The group members did not know each other before joining the study. Data from end-line IDI participants identified that most of the women (12/15, 80%) lived in multigenerational households with in-laws. Most end-line IDI participants (11/15, 73%) reported limited phone use and some experience with WhatsApp, Facebook, and YouTube.

Table 3. Participant characteristics, Maa Shishu Swasthya Sahayak Samooh (maternal and child health support group) pilot intervention, phase 1 (N=29).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>25 (24-28)</td>
</tr>
<tr>
<td>Parity, median (IQR)</td>
<td>1 (1-2)</td>
</tr>
<tr>
<td>Educational attainment, n (%)</td>
<td></td>
</tr>
<tr>
<td>Illiterate</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Primary</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Higher primary</td>
<td>4 (14)</td>
</tr>
<tr>
<td>Secondary</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Senior secondary</td>
<td>11 (38)</td>
</tr>
<tr>
<td>Graduation</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Postgraduation education</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Baby’s age (weeks) at enrollment, n (%)</td>
<td></td>
</tr>
<tr>
<td>1 to 2</td>
<td>6 (21)</td>
</tr>
<tr>
<td>3 to 4</td>
<td>18 (62)</td>
</tr>
<tr>
<td>5 to 6</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Mobile network, n (%)</td>
<td></td>
</tr>
<tr>
<td>Airtel</td>
<td>9 (31)</td>
</tr>
<tr>
<td>Idea</td>
<td>6 (21)</td>
</tr>
<tr>
<td>Jio</td>
<td>9 (31)</td>
</tr>
<tr>
<td>BSNL&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Vodafone</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Phone owned personally, n (%)</td>
<td>17 (59)</td>
</tr>
<tr>
<td>Smartphone access, n (%)</td>
<td>28 (97)</td>
</tr>
<tr>
<td>From Punjab, n (%)</td>
<td>22 (76)</td>
</tr>
</tbody>
</table>

<sup>a</sup>BSNL: Bharat Sanchar Nigam Limited.

Attendance
Approximately half of the 29 participants (14/29, 48%) attended ≥3 of the 6 weekly group calls. Attendance across the 6 sessions was highest in the first few calls at 55% (16/29) for the first call and 69% (20/29) for the second call, but declined over time, with between 41% (12/29) and 48% (14/29) attending group calls 3 to 5 and 28% (8/29) attending the final weekly group call. The last group call attended was call 1 for 3% (1/29) of the participants, call 2 for 10% (3/29) of the participants, call 3 for 7% (2/29) of the participants, call 4 for 7% (2/29) of the participants, and call 5 for 34% (10/29) of the participants, and 28% (8/29) of the participants attended through the sixth group call.

Reported barriers to call attendance included infant care or other household responsibilities, visitors, network issues, and phone access. Some participants did not have their phones with them all the time, had them switched off, or participated using their husbands’ phones, which were not always accessible (particularly during the workday). For example, a participant...
stated that “...there was lot of work at home. My mother-in-law is sick already and with two kids, I barely get time for anything.”

**Intervention Acceptability**

The participants reported high acceptability of the pilot intervention. Across the weekly check-ins, all of the reporting participants reached reported that they were very (16/19, 84%) or somewhat satisfied (3/19, 16%) and that they would be very likely to recommend the intervention to others (19/19, 100%). Among the end-line IDI respondents, 80% (12/15) were very satisfied, and 20% (3/15) were somewhat satisfied. Feedback on the intervention elements is detailed in the following sections.

**Educational Content**

Across the weekly check-ins, all of the reporting respondents (20/20, 100%) reported that the educational content was very useful. All end-line IDI respondents reported the educational content to be very useful (9/15, 60%) or somewhat useful (6/15, 40%). The participants shared their appreciation that content on both maternal and infant concerns was included and felt that the educational content met their needs. However, a couple of participants mentioned already being familiar with most of the educational content. Of the 15 end-line IDI respondents, 13 (87%) preferred receiving educational content in the form of audio recordings, mentioning that the information was always accessible and could be saved and listened to again and forwarded to others.

**Group Discussion**

All participants indicated that the group discussion was very useful (17/20, 85%) or somewhat useful (3/20, 15%) in the weekly check-ins. End-line IDI respondents largely found the group discussion to be very useful (13/15, 87%), with other participants reporting that it was somewhat useful (1/15, 7%) or feeling neutral (1/15, 7%). The participants appreciated the open discussion and the opportunity for everyone to ask questions. A woman shared that “everybody got time to discuss their queries and got their answers.” Most participants appreciated the way the group orientation of the discussion allowed all participants to learn from the questions and experiences of their peers that were brought up on the call and believed that the time allocated for discussion was adequate. Some women suggested that the opportunity for one-to-one discussion could make women more comfortable with certain questions as “there are few topics on which we hesitate to talk in front of other people” and would be helpful for urgent queries. However, others felt that, if this were the case, that material should be brought back to the group for learning; for example, “…we can talk to each other. So [if] one-to-one talk can be done, it will be helpful. Sometimes women don’t open up to doctors easily so when we talk to each other, we get to know that we are going through same thing. It will be better.” The moderators noted that, although participant comfort with asking questions of the moderators improved over time, there was some reluctance to interact directly with each other with little unprompted engagement. Despite this, 79% (15/19) of the weekly check-in respondents reported feeling very or somewhat connected to other members of their group.

**Text Messaging Chat**

Back-end data of the WhatsApp groups showed that the number of communications ranged by group, from 59 in group 1 to 114 in group 3. Most were SMS text messages (74/114, 64.9% to 47/59, 80% across the groups), with some audio messages (8/59, 14% to 21/92, 22.8% and 26/114, 22.8% across the groups) and some images and videos (6/92, 7% to 12/114, 10.5% across the groups). The proportion of communications initiated by the participants (vs moderators) ranged from 21% (19/92) to 43% (49/114) across the groups. Educational needs were voiced in 9% (4/47) to 7.9% (9/114) of SMS text messages across the groups and included questions on both maternal (ie, pain after cesarean section, bleeding, dietary advice, and family planning) and infant (ie, spitting up, rashes, upper respiratory infections, fever after vaccination, baby massage, and crying) health concerns. Social messages were voiced in 4% (4/92) to 15.8% (18/114) of the SMS text messages, including wishing group members a happy new year and solstice.

End-line IDI participants reported infrequent chat group use but appreciated the questions asked via both SMS text message and audio message and the moderator’s rapid response. The few who reported using the SMS text messaging group largely felt comfortable; however, a couple of women reported privacy and security concerns. Several women reported checking the SMS text messaging chat once per day when their husbands returned from work if they were participating in the intervention on their husbands’ phones.

**Call Structure**

The overall structure of the calls was considered to be good by the end-line participants, with most suggesting that the calls should last approximately 30 minutes. The participants largely reported a preference for the health education content to be prerecorded so that it could be listened to on their own time before the call where the group could discuss the content.

**Call Participants**

A couple of the women’s husbands joined the call, seemed engaged, and asked questions, although it was unclear whether this affected the other women’s comfort on the call. When asked in end-line IDIs, there was some variation in perspectives regarding whether husbands or other family members should be allowed on calls, with 67% (10/15) of respondents stating that only women should be on the call and the other 33% (5/15) stating that it would be fine if the husbands joined.

**Group Moderator Preferences**

Although the participants were satisfied with the pilot group moderators, most participants (14/15, 93%) felt that a physician moderator would be preferred for such an intervention. Only 3% (1/29) of the participants felt that a community health worker (accredited social health activist) would be acceptable as a moderator. Of the 29 participants, 2 (7%) felt that a female physician would be preferable, but others said that it would not make a difference.

**Technical Challenges**

Beyond the aforementioned challenges to attendance, call challenges reported by both participants and moderators included...
difficulty hearing voices and recordings. The dialing platform used for the group calls had audible calling sounds when dialing and redialing if the participants dropped off the call. These sounds caused disturbances in the ongoing live discussion and the educational audio, thus interrupting the presentation. The group calls also suffered from significant network issues, which resulted in dropped calls and unclear audio. In addition, children were sometimes heard crying in the background when the women were unmuted and asking questions.

Other Lessons Learned
Moderators noted that fostering connection between participants felt challenging and suggested that beginning the group calls in late pregnancy could help the women form relationships before the busy early postnatal period. In addition, moderators felt that including women who were both primi- and multiparous in the intervention added depth to the conversation as multiparous women could provide additional support and mentorship to primiparous women.

Design Decisions for Pilot Phase 2
The aforementioned findings and other considerations relevant to design decisions for formalizing the next iteration of the MeSSSSage intervention were reviewed and discussed by the research team. Each consideration is presented in Table 4 by domain (participants, intervention, and participation and engagement), including the options considered, decisions made, and summary rationale.
Table 4. Intervention design for Maa Shishu Swasthya Sahayak Samooh (maternal and child health support group) pilot intervention, phase 2.

<table>
<thead>
<tr>
<th>Domain and attributes</th>
<th>Options</th>
<th>Decision</th>
<th>Summary rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Participants</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Selection criteria: parity</td>
<td>Primiparous only vs both primiparous and multiparous</td>
<td>Prioritize primiparous women but allow some multiparous women</td>
<td>The intervention is likely to be more impactful for first-time parents, but optimally facilitating discussion requires a large enough group. Multiparous participants may play an important role in sharing experiences and facilitating group discussion because of their experience.</td>
</tr>
<tr>
<td>Selection criteria: birth mode</td>
<td>Separate groups by birth mode (vaginal and cesarean) vs keeping them together</td>
<td>Maintain all participants together regardless of birth mode</td>
<td>Women with cesarean birth have unique early postpartum recovery needs; however, with our decision to start the intervention antenatally to increase group cohesiveness, further reshuffling of groups based on birth mode would be detrimental. An extra session for cesarean births could be added.</td>
</tr>
<tr>
<td>Selection criteria: allowing other individuals to participate</td>
<td>Limit to women only vs allowing or encouraging others to attend; consider attendee gender</td>
<td>Discourage but not prohibit others besides women from attending</td>
<td>Prioritizing privacy and confidentiality is key. Various family members attended some group sessions and perspectives were mixed; some were open to others attending; however, approximately half reported discomfort with non–group members on the calls, particularly men. Moderators felt that husband attendees asked important questions that contributed to the group discussion. An extra session that includes husbands or family members could be added.</td>
</tr>
<tr>
<td><strong>Intervention</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Timing of recruitment and intervention</td>
<td>Recruit and begin intervention antenatally vs postpartum or recruit women antenatally and begin intervention in the early postpartum period</td>
<td>Recruit antenatally (28-32 weeks); hold 2 antenatal sessions (at approximately 32 weeks and 36 weeks) with 6 months of weekly postpartum sessions starting at 39 weeks; keep groups together regardless of birth date</td>
<td>Recruiting participants and initiating the groups antenatally provides the opportunity for participants to build rapport and relationships before the postpartum period, which may be more hectic. Inclusion of 2 groups antenatally allows for the promotion of health-promoting antenatal and birth practices. These benefits outweigh the disadvantages of the wider range in birth date and infant age possible within each group. A small number of participants will be expected to leave the groups because of severe maternal or neonatal complications.</td>
</tr>
<tr>
<td>Group size</td>
<td>12 to 20 participants per group</td>
<td>Target 20 participants per group</td>
<td>Pilot group size ranged from 7 to 12. We were initially concerned that too many people per group would overwhelm the sessions. However, attrition reduced the number of participants per session. Larger groups can accommodate any reductions in group attendance associated with antenatal recruitment and attrition.</td>
</tr>
<tr>
<td>Frequency of group calls</td>
<td>Weekly, twice per week, every 2 weeks, monthly</td>
<td>2 antenatal sessions and weekly postpartum sessions</td>
<td>Participants endorsed group calls twice per week; however, we anticipated feasibility concerns and eventual attrition with this intervention burden. A predictable weekly schedule routinizes the calls. We prioritized some antenatal engagement to build group familiarity before birth and meet some antenatal health education needs.</td>
</tr>
<tr>
<td>Group call length</td>
<td>Between 20 to 60 minutes</td>
<td>Target 20 minutes, allow up to 60 minutes</td>
<td>Previous educational information dissemination helps calls focus on group discussion. The women seemed to drop-off with longer calls.</td>
</tr>
<tr>
<td>Domain and attributes</td>
<td>Options</td>
<td>Decision</td>
<td>Summary rationale</td>
</tr>
<tr>
<td>-----------------------</td>
<td>---------</td>
<td>----------</td>
<td>------------------</td>
</tr>
<tr>
<td>Distribution of educational information</td>
<td>Live sharing of educational material vs dissemination of recorded content before the group call</td>
<td>Distribute educational material before group calls through short audio recordings; calls will include brief educational highlights</td>
<td>Educational material on the call and via recordings was acceptable; however, participant drop-off was higher on longer calls. Prerecorded audios allow for educational content to be accessed via an app (smartphone users) and via an IVR system (feature phone users). Moving this education outside of the group discussion shortens the meetings, which may reduce barriers to full attendance and transitions within the group discussion.</td>
</tr>
<tr>
<td>Moderators</td>
<td>Physicians vs midlevel health professionals</td>
<td>Community health officers, including nurse midwives or community physicians, with some specialist support</td>
<td>Midlevel health professionals balance training and skills required for the moderator role and resource use, and they typically have high technological literacy. Use of these individuals as primary moderators with access to specialists for complex concerns is likely to be a scalable approach. Specialists will be featured on a few calls.</td>
</tr>
<tr>
<td>Connecting to the group call</td>
<td>Have network call out vs participant calls in to network or IVR</td>
<td>Network calls out to participants</td>
<td>This approach does not require the women to initiate the call, poses the lowest cost to women (no cost), and it does not exclude feature phone users. We have identified an alternative dialing platform that minimizes the disruptions observed in pilot phase 1 (ie, dialing sounds and other audio issues).</td>
</tr>
<tr>
<td>SMS text messaging chat group</td>
<td>All vs some groups with SMS text messaging chat group</td>
<td>All participants with WhatsApp-capable phones will be added to the SMS text messaging chat group.</td>
<td>Some women did not have their own phone and were unwilling to accept a phone from the research team. This could challenge participation in this component of the intervention for these women, and participation in the SMS text messaging chat group using a shared phone results in privacy concerns. Text chat groups will be facilitated by intervention moderators.</td>
</tr>
<tr>
<td>Phone type (overall and across groups)</td>
<td>Include only smartphones vs only feature phones vs both</td>
<td>Include both, mix groups where appropriate</td>
<td>Although access to smartphones is increasing rapidly across India, vulnerable women who may benefit more from intervention participation are less likely to have smartphones. Maintaining both phone types in the intervention is more complicated but more scalable.</td>
</tr>
</tbody>
</table>

### Participation and engagement

| Building relationships and participation | Earlier recruitment; use of introductions and icebreakers; facilitation of WhatsApp group for better group cohesion | Highlight privacy of the group; incorporate icebreakers into each session; recruit earlier (during antenatal care) | Increasing group engagement is a top priority of our intervention with our strong focus on social support. Improving participation and group dynamics requires a multi-pronged approach. |
| Privacy | Use names vs anonymous; privacy reminders; disclose other listeners; allow for call recording or not; provide earphones | Use the women’s first names and ask how they want to be addressed; do not allow participants to record discussions without permission | There is an inherent tension between respecting privacy and confidentiality and building relationships within the group. Our moderators will prioritize the comfort level of each group’s participants. Where participants are interested in recording group discussions for sharing with others, this will only be allowed with permission from the full group. |
| Participation mechanism | Raise hand via pressing a number vs being unmuted all the time; calling on participants vs natural flow | First focus on promoting spontaneous discussion via unmuting all and then move to calling on people as needed | Ensuring that group discussions participation is easy for our participants while limiting external noise that may distract or make it hard to hear. We will integrate more structured opportunities for building group cohesion to promote comfort with discussion. |

---

*IVR: interactive voice response.*
Discussion

Principal Findings

Overall, MeSSSSage proved to be a highly acceptable approach to provide information and social support to this hard-to-reach and undersupported population—postnatal women in rural India. However, sustaining participation over time and fostering group interactions was difficult because of 2 primary challenges. The first was technological, where our preliminary mHealth platform had many issues related to network connection and audible dialing of the back-end program. The second was due to sociocultural factors related to women’s comfort and cultural norms around sharing personal experiences with other women and interacting with physicians given the hierarchical social structures. These 2 challenges are common in mHealth [47] and are addressable through continuous improvement of the design of MeSSSSage; the goal of this phase 1 pilot was to identify such challenges.

To address technology-related challenges, we have outsourced the management of group calls to a cloud-based service provider. Given global server access, such providers are able to circumvent the reliability issues we experienced with local network providers by supplying a panel to hold internet-based calling. In our preliminary tests with this service, none of the previously occurring bothersome network and technological issues arose. We also engaged a reputed interactive voice response service provider for prerecorded educational content dissemination and developed an app for smartphone users, enabling improved access to educational content for both feature and smartphone users.

To address the second set of challenges as a result of interpersonal interactions, we are adapting our intervention model in several ways. First, instead of recruiting women immediately after giving birth, we will recruit them during late pregnancy and hold 2 group sessions prenatally. This will allow women within the same group to get to know each other before they give birth, before they are managing a newborn infant and recovering from childbirth. We will also integrate more icebreakers, get-to-know-you games, and discussion starters into each session, which should help group members get to know each other and become more comfortable interacting. Finally, although feedback on husbands’ participation was mixed, with some women supporting their participation and others feeling uncomfortable with their involvement, we have decided to not allow husbands to participate to increase the comfort of all participants. Although we realize that we cannot forcibly exclude husbands given the mobile nature of the intervention and because houses may be small and phones shared, we will encourage husbands to allow the women to participate on their own given the personal nature of pre- and postnatal concerns. Other recent research on gender dynamics around phone use in India has highlighted the role of husbands as gatekeepers to women’s phone use, especially when phones are shared [48]. We will carefully monitor intervention implementation to ensure that exclusion of husbands from the intervention does not lead to increases in intimate partner violence or other relationship issues and explore future opportunities for formal engagement of husbands in similar interventions. Finally, although many women said that they liked the sessions being moderated by physicians, the moderators in the pilot and other team members felt that this might hinder women’s comfort talking because of the culture of respect around hierarchy [49]. We also hypothesized that part of the reason why the women said that they liked having physicians as moderators was that that was the only type of moderator they were exposed to and because of the potential for social desirability bias given that the moderators and other research team members were all from the same institution. Therefore, we will incorporate midlevel health care providers as regular intervention moderators but will invite obstetrician-gynecologists and pediatricians to attend certain sessions to respond to participant questions and provide advice. Our selection of community health officers for this role is supported by their primary roles within Ayushman Bharat, the flagship scheme of the Government of India to achieve comprehensive universal health coverage, and the National Digital Health Mission [50,51]. We will also ensure that all moderators are women.

Conclusions

The findings of this study support the MeSSSSage intervention’s unique combination of group-based care and mHealth approaches for improving postnatal health in a geography where significant cultural and logistical barriers exist to completing the continuum of perinatal care as an innovative and promising approach for improving both maternal and neonatal health. The importance of mHealth interventions such as ours, which can successfully provide information and social support without in-person interactions, was also emphasized by the COVID-19 pandemic context in which we piloted our intervention. The revisions to overcome the primary challenges and other considerations will be implemented in the next pilot test of the MeSSSSage intervention. Our second intervention pilot will incorporate continued assessment of intervention feasibility and acceptability as well as preliminary assessment of effectiveness in preparation for robust effectiveness testing in subsequent research, as indicated. Ultimately, we seek to support the health and well-being of postpartum women and their infants in South Asia and beyond through the development of efficient, acceptable, and effective intervention strategies.
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Abstract

Background: Chronic pain is associated with an elevated risk of suicidal ideation (SI).

Objective: We aimed to examine if the presence or the search for Meaning in Life (MiL) are associated with less SI and explore whether MiL profiles emerge in our cohort. These profiles can be described as high presence–high search, high presence–low search, low presence–low search, and low presence–high search.

Methods: In this observational study, we recruited 70 patients who were referred to the Multidisciplinary Pain Center of the Geneva University Hospitals and who answered positively to question 9 on the Beck Depression Inventory, 2nd Edition, investigating SI. Patients who agreed to participate in the study were further investigated; they participated in a structured diagnostic interview to screen for psychiatric diagnoses. During this interview, they completed the Meaning in Life Questionnaire and the semistructured Scale for Suicide Ideation (SSI) to assess the characteristics and severity of SI.

Results: There was a statistically significant correlation between the presence of MiL subscale and the SSI. These 2 scales had a negative and statistically highly significant correlation ($R=-.667; P<.001$). The results also showed a negative and statistically highly significant correlation between the score of the search for MiL and the SSI ($R=-.456; P<.001$). The results thus pointed to the presence of MiL as a potential protective factor against the severity of SI, while the search for MiL is also a possible resiliency factor, although to a lesser extent. The profile low presence–low search grouped the vast majority (47%) of the patients; in these patients, the mean SSI score was 14.36 (SD 5.86), much higher compared with that of the other subgroups.

Conclusions: This study’s results point to MiL as a concept of interest regarding devising psychotherapeutic interventions for chronic pain patients in order to reduce the suicidal risk and more accurately determine patients’ suffering.

(JMIR Form Res 2022;6(6):e35194) doi:10.2196/35194
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Introduction

Patients suffering from chronic pain conditions are at an elevated risk of suicidal behavior (SB). The literature points to a 20% to 40% prevalence rate of suicidal ideation (SI); lifetime prevalence of suicidal attempts (SA) is estimated between 5% and 14%; further, the risk of completed suicide is doubled in patients with chronic pain as compared to controls [1-4]. In most studies, the associations between chronic pain and SB were robust even after adjusting for the effect of sociodemographic characteristics and psychiatric comorbidities, including depressive conditions [5-11]. Numerous specific conditions that can modulate the SB risk in patients with chronic pain have been investigated (eg, pain characteristics, functional interference, illness beliefs, access to opioids) [1,3,12].

However, the literature also highlights the need for further exploration of other possible risk and protection factors to improve the characterization of the SB risk profile in these patients [3]. Using this framework, we will explore the role of meaning in life (MiL) as a resiliency factor possibly modulating SI in patients with chronic pain. Experiencing chronic pain or any other illness often requires revising one’s life goals and expectations [13]. Hence, its effect is not only limited to the patients’ biopsychosocial functioning, but it also affects the existential domain [14]. This common clinical observation raises the question of MiL in chronic pain patients with SI. A reduction of SI in patients attending an interdisciplinary treatment for chronic pain has been reported in approximately one-third of the participants [15]. A larger investigation of SB risk and resiliency factors in chronic pain, beyond the well-known demographic and psychiatric factors, has been strongly advocated for [3].

According to the conceptualization of MiL, this construct is a web of connections that help to read and understand the pain experience and create strategies directed at achieving the expected outcomes regarding reducing pain and its consequences [16]. This model divides MiL into 2 constructs, presence of and search for MiL [17], which are not mutually exclusive [18,19]. Many consider the presence of MiL as beneficial [20]; the search for MiL appears more controversial with some authors considering it the essence of human motivation [21] and others as a sign that one’s life has lost meaning [22] or has less meaning [23,24]. Different MiL profiles recently have been characterized in patients with chronic pain, resulting from the combination between low and high levels of presence and search for MiL, which were associated with a unique adjustment outcome: patients having profiles with high scores of presence showed fewer depressive symptoms and greater life satisfaction [14,25]. The literature does not yet mention the association of MiL with SI in patients with chronic pain.

Drawing on these studies and the MiL construct, this study aimed to investigate the relationship between MiL and intensity of SI in patients with chronic pain presenting SI.

Our objectives were as follows:

- Examine whether the presence of or search for MiL are associated with less SI
- Explore whether previously described MiL profiles (high presence–high search, high presence–low search, low presence–low search, and low presence–high search) emerge in our cohort

This study’s results will permit future exploration into further psychotherapeutic interventions integrating MiL profiles on the model of already existent standards for patients with other somatic conditions [26-29].

Methods

Setting and Procedure

The Division of Clinical Pharmacology and Toxicology and the Service of Liaison Psychiatry and Crisis Intervention at the Multidisciplinary Pain Center (MPC) of the Geneva University Hospitals conducted this observational study [30]. The MPC is a third-line ambulatory referral center to which treating physicians refer most patients for an interdisciplinary clinical evaluation and review of treatment proposals (eg, physical treatment, individual or group psychiatric/psychological treatment, or pharmacological proposals).

Participants were enlisted via ongoing recruitment through a project anchored in daily clinical practice at the MPC. Each participant received a series of self-administered screening questionnaires at home before the first routine visit to the MPC. All patients received these questionnaires regardless of their participation in this study because these questionnaires are routinely used at the MPC and they constitute an important clinical and professional tool. These questionnaires included the Beck Depression Inventory, 2nd Edition (BDI-II) [31]. In a second step, approximately 15 days after receiving the self-administered routine screening questionnaires, patients were seen at the MPC. During this consultation, patients with SI (ie, those who answered positively [responses 1, 2, and 3] to question 9 of the BDI-II) received written and oral information about this study from a member of the medical team who also responded to their questions. If serious suicidal thoughts were identified, all appropriate measures were taken, including, if necessary, accompanying patient to the psychiatric emergency ward at the Geneva University Hospitals. In a third and final step, 1 to 7 days after the visit to the MPC, patients with SI who agreed to participate in the study attended a second visit. During this consultation, patients signed informed consent and were included in the study. They also participated in a clinical interview and structured diagnostic interview, the French version 5.0.0 of the Mini-International Neuropsychiatric Interview (MINI) [32], to screen for psychiatric diagnoses according to the Diagnostic and Statistical Manual of Mental Disorders, 4th Edition (DSM-IV). During this same interview, patients completed the Meaning in Life Questionnaire (MiLQ) [23]. In addition, a clinical evaluation of SI was conducted as well as a semistructured scale, the Scale for Suicide Ideation (SSI), to assess the characteristics and severity of SI [33].

Inclusion criteria were patients with chronic pain, referred to the MPC, presenting with an SI, indicated by a positive response (responses 1 to 3) to question 9 of the BDI-II, aged over 18 years, and providing written informed consent. Exclusion criteria
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were insufficient understanding of the French language, diagnosis of organic mental disorders (F00-F09), psychotic disorders (F20-F29), or borderline personality disorder (F60.3).

**Instruments**
We used the instruments presented in Table 1.

<table>
<thead>
<tr>
<th>Instruments</th>
<th>Main characteristics of the instruments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Question 9 of the Beck Depression Inventory [31]</strong></td>
<td>• Self-report multiple choice inventory</td>
</tr>
<tr>
<td></td>
<td>• Indicator of the severity of depressive symptoms; standard cutoff scores: 0-10 (no depression), 11-19 (mild depression), 20-29 (moderate depression), ≥30 (severe depression)</td>
</tr>
<tr>
<td></td>
<td>• 21-items, each rated on a 4-point scale ranging from 0-3 based on severity of the item</td>
</tr>
<tr>
<td></td>
<td>• Question 9: “Suicidal thoughts or wishes” (0: I don’t have any thoughts of killing myself; 1: I have thoughts of killing myself, but I would not carry them out; 2: I would like to kill myself; 3: I would kill myself if I had the chance).</td>
</tr>
<tr>
<td><strong>Scale for Suicide Ideation [33,34]</strong></td>
<td>• Scale based on a semistructured interview with the patient</td>
</tr>
<tr>
<td></td>
<td>• Indicator of characteristics/severity of an individual’s plans and wishes to commit suicide</td>
</tr>
<tr>
<td></td>
<td>• 19-items, each rated on a 3-point scale ranging from 0-3 based on severity of the item</td>
</tr>
<tr>
<td></td>
<td>• Total for the 19 items: minimum=0, maximum=38 (higher scores indicate greater SI); score ≥26 indicates clinically significant SI [35,36]</td>
</tr>
<tr>
<td><strong>Meaning in Life Questionnaire [23]</strong></td>
<td>• Measure of presence of and search for (5 questions each) MiL b</td>
</tr>
<tr>
<td></td>
<td>• For each subscale, scores range from 5-35, high scores indicating high presence of or search for MiL. MiLQ c does not have definitive cutoff scores as it measures MiL across the range of human functioning; the author provides probabilistic estimates about scores above, equal, or below 24 on presence of and search for constructs [37].</td>
</tr>
</tbody>
</table>

The BDI-II [31] has been repeatedly used in the context of chronic pain [38,39] and has undergone extensive validation, including in the French language [40,41]. The importance of somatic symptoms of depression in pain patients has been stressed along with the risk of a score inflation in people with chronic pain [42] and hence the importance of using a structured clinician-administered interview to reliably identify a possible depressive disorder [43].

Considering the BDI-II screens depressive symptoms and is not a diagnostic tool, an experienced psychiatrist also conducted an interview using the MINI, which is extensively used to screen for probable psychotic diagnoses according to the DSM-IV and ascertain the presence of depression in various somatic or psychiatric contexts. The French version has been used [44].

The SSI [33,34] assesses the characteristics and severity of SI. This interview-administered scale is one of the most widely used instruments for assessing suicidal thinking. It helps to identify suicidal individuals if they are willing to acknowledge and share their thoughts. The SSI serves as a routine screening for existent suicidal thinking and can aid in an exploration that is more extensive regarding the severity of such thoughts. It can be administered in various settings (eg, general medical services, psychiatric services) and during a routine screening [33]. The SSI has a validated French version [45,46] that has already been used in the context of the Geneva University Hospitals in Switzerland [47]. Other researchers have used it with patients suffering from chronic pain [25], depression [49], or other chronic health problems [14]. We further used the MiLQ to define the profiles of MiL (high presence–high search, high presence–low search, low presence–low search, and low presence–search high) as other authors suggested and used the same method of analysis on the results obtained in our sample [14].

**Statistical Analyses**
Data from all questionnaires were manually entered into an SPSS database (IBM Corp). Double data entry was performed to minimize entry errors. Questionnaires and demographic data were analyzed with SPSS 22. Descriptive statistical analyses were performed to calculate the means and standard deviations of the numeric variables and the frequencies and percentages of the categorical variables. The chi-square test was used for categorical variables and to check for correspondence between groups with respect to age, sex, and years of education. To test our main hypothesis, a nonparametric statistical dependence measure (Spearman rho) or a Pearson correlation coefficient was calculated to look for any significant interaction between the MiLQ subscales (ie, presence of or search for) and SI. As for missing values, the analysis was performed across all questionnaire scores to look for significant trends. Random missing values were replaced with the mean.

**Ethics Approval**
The Ethics Committee of the Canton of Geneva approved the protocol (project No. 2017-02138; decision dated January 25, 2018) that has been carried out in accordance with the research plan and Swiss legal and regulatory requirements, which are in

---

**Table 1.** Instruments used for the assessment.

<table>
<thead>
<tr>
<th>Instruments</th>
<th>Main characteristics of the instruments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Question 9 of the Beck Depression Inventory [31]</strong></td>
<td>• Self-report multiple choice inventory</td>
</tr>
<tr>
<td></td>
<td>• Indicator of the severity of depressive symptoms; standard cutoff scores: 0-10 (no depression), 11-19 (mild depression), 20-29 (moderate depression), ≥30 (severe depression)</td>
</tr>
<tr>
<td></td>
<td>• 21-items, each rated on a 4-point scale ranging from 0-3 based on severity of the item</td>
</tr>
<tr>
<td></td>
<td>• Question 9: “Suicidal thoughts or wishes” (0: I don’t have any thoughts of killing myself; 1: I have thoughts of killing myself, but I would not carry them out; 2: I would like to kill myself; 3: I would kill myself if I had the chance).</td>
</tr>
<tr>
<td><strong>Scale for Suicide Ideation [33,34]</strong></td>
<td>• Scale based on a semistructured interview with the patient</td>
</tr>
<tr>
<td></td>
<td>• Indicator of characteristics/severity of an individual’s plans and wishes to commit suicide</td>
</tr>
<tr>
<td></td>
<td>• 19-items, each rated on a 3-point scale ranging from 0-3 based on severity of the item</td>
</tr>
<tr>
<td></td>
<td>• Total for the 19 items: minimum=0, maximum=38 (higher scores indicate greater SI); score ≥26 indicates clinically significant SI [35,36]</td>
</tr>
<tr>
<td><strong>Meaning in Life Questionnaire [23]</strong></td>
<td>• Measure of presence of and search for (5 questions each) MiL b</td>
</tr>
<tr>
<td></td>
<td>• For each subscale, scores range from 5-35, high scores indicating high presence of or search for MiL. MiLQ c does not have definitive cutoff scores as it measures MiL across the range of human functioning; the author provides probabilistic estimates about scores above, equal, or below 24 on presence of and search for constructs [37].</td>
</tr>
</tbody>
</table>

---

aSI: suicidal ideation.
bMiL: meaning in life.
cMiLQ: Meaning in Life Questionnaire.
agreement with the principles stated in the current version of the Declaration of Helsinki. We obtained written informed consent from all patients.

Results

Participants

A total of 70 patients with SI (ie, patients who answered >1 to question 9 of the BDI-II) were recruited. These patients were enlisted for 20 months between March 2018 and November 2019; 8 patients did not wish to participate in the study and another 4 were excluded because they did not have a sufficient mastery of the French language. These 82 patients who were initially contacted to participate in our study consist of about 15% of the total number of patients who were referred to the MPC during this period.

Table 2 presents the sociodemographic and clinical characteristics of the 70 patients who agreed to participate in the study. Of these, 60% (42/70) were women, had a mean age of 54 years, and were mostly professionally qualified. Only 14% (10/70) of patients were currently employed; 77% (54/70) were on sick leave due to pain, partial or full time, and among those, only 15% (11/54) of patients were engaged in professional reintegration measures.

Clinical Characteristics

The origin of the pain was neuropathic or nociceptive in most of the patients. They had a pain history that was of long duration, with an average of 8 years, but also of high intensity, with an average intensity of current pain close to 7 out of 10 on a 100-mm visual analog scale (VAS), and as many as one-third of the patients (23/70, 32.9%) assessing the maximum intensity of their pain at 10 out of 10.

Table 2. Sociodemographic and clinical characteristics of the participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td>Male</td>
</tr>
<tr>
<td></td>
<td>28 (40)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
</tr>
<tr>
<td></td>
<td>42 (60)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>54.26 (14.5)</td>
</tr>
<tr>
<td>Civil status, n (%)</td>
<td>Married</td>
</tr>
<tr>
<td></td>
<td>31 (44)</td>
</tr>
<tr>
<td></td>
<td>Single</td>
</tr>
<tr>
<td></td>
<td>13 (19)</td>
</tr>
<tr>
<td></td>
<td>Separated/divorced</td>
</tr>
<tr>
<td></td>
<td>21 (30)</td>
</tr>
<tr>
<td></td>
<td>Widowed</td>
</tr>
<tr>
<td></td>
<td>5 (7)</td>
</tr>
<tr>
<td>French as original language, n (%)</td>
<td>42 (60)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td>Primary school</td>
</tr>
<tr>
<td></td>
<td>13 (19)</td>
</tr>
<tr>
<td></td>
<td>Apprenticeship</td>
</tr>
<tr>
<td></td>
<td>27 (38)</td>
</tr>
<tr>
<td></td>
<td>Vocational school</td>
</tr>
<tr>
<td></td>
<td>21 (30)</td>
</tr>
<tr>
<td></td>
<td>University</td>
</tr>
<tr>
<td></td>
<td>9 (13)</td>
</tr>
<tr>
<td>Present professional activity, n (%)</td>
<td>10 (14)</td>
</tr>
<tr>
<td>Pain duration (years), mean (SD)</td>
<td>8.1 (8.1)</td>
</tr>
<tr>
<td>Pain intensity, mean (SD)</td>
<td>VAS(^a) current</td>
</tr>
<tr>
<td></td>
<td>6.9 (2.4)</td>
</tr>
<tr>
<td></td>
<td>VAS minimum</td>
</tr>
<tr>
<td></td>
<td>5.3 (2.8)</td>
</tr>
<tr>
<td></td>
<td>VAS maximum</td>
</tr>
<tr>
<td></td>
<td>8.9 (1.4)</td>
</tr>
<tr>
<td>Origin of pain, n (%)</td>
<td>Neuropathic</td>
</tr>
<tr>
<td></td>
<td>44 (63)</td>
</tr>
<tr>
<td></td>
<td>Nociceptive</td>
</tr>
<tr>
<td></td>
<td>22 (31)</td>
</tr>
<tr>
<td></td>
<td>Visceral or other</td>
</tr>
<tr>
<td></td>
<td>4 (6)</td>
</tr>
</tbody>
</table>

\(^a\)VAS: visual analog scale.

Most of the participants considered their pain as related to a specific event. This event was an accident in 30% (21/70), one or several surgeries or treatments were perceived as harmful in 15% (11/70), and emotional factors and traumatic life events occurred in another 12% (9/70). Some (17/70, 25%) of the patients attributed their pain to a disease and 10% (7/70) to...
heavy labor. Only about 8% (5/70) of the patients could not think of a specific cause.

**Depressive Symptomatology**

The mean score of the BDI-II was 31.26 (SD 11.37). More precisely, the absence of depressive symptoms (BDI-II ≤10) was rare in our sample (2/70, 3%). On the other end of the spectrum, as many as 49% (34/70) of patients had a BDI-II score over 30, indicating symptomatology present during a severe depressive episode. Regarding the other patients, 14% (10/70) had a score between 11 and 20 (corresponding to a mild depressive episode) and 34% (24/70) had a score between 21 and 30 (depressive symptoms compatible with a moderate depressive episode).

The MINI structured clinical interview confirmed the presence of a depressive episode in the majority of these patients (68/70, 97%) and highlighted other psychiatric comorbidities among them, in particular anxiety disorders (panic disorder, social phobia, agoraphobia, and obsessive and compulsive disorder), which were largely represented (25/70, 36%).

**MiL and SI**

The mean score on the SSI was 11.40 (SD 5.92). As a reminder, high scores on this scale indicate high SI, and the score of 6 is used as a cutoff to indicate clinically significant SI. In this group, 83% (58/70) of patients had an SSI score ≥6 and 17% (12/70) had a score of <6.

In our group, there was no significant correlation between the presence of or search for MiL and the intensity or duration of pain. Gender, origin of pain, marital status, or age also seemed not to affect the presence of or search for MiL. However, we found a significant difference in the presence of MiL between working and nonworking patients (P=.04) but not in the search for MiL.

We also investigated the relationship between MiL and SI, considering separately the 2 concepts, presence of and search for MiL. For each subscale, the scores vary between 5 and 35, with high scores signifying a high presence of or search for MiL. The cutoff for these 2 subcales is 24, with scores equal or higher indicating higher presence of or search for MiL. Regarding the presence of MiL, the average score on the presence of MiL subscale was 20.13 (SD 8.23). Among the patients in the study, 37% (26/70) presented a score for the presence of MiL ≥24; for 63% (44/70) the score was <24. Regarding the search for MiL, the average score on the subscale was 18.14 (SD 8.64); 30% (21/70) of patients had a score ≥24, and 70% (49/70) had a score of <24. There was also a positive and significant correlation between the presence of and the search for MiL. (R=0.402; P=0.001).

Furthermore, there was a statistically significant correlation between the presence of MiL subscale and the SSI. These 2 scales had a negative and statistically highly significant correlation (R=−0.667; P<0.001). The results also showed a negative and statistically highly significant correlation between the score of the search for MiL and the SSI (R=−0.456; P<0.001).

Considering the results of the MiLQ in the 2 subgroups (ie, patients who presented a high SI [SSI ≥6]) and those presenting lower SI [SSI <6]) highlighted the following results: in the first subgroup (SSI ≥6), the negative correlation between the severity of SI and the presence of MiL was statistically very significant (R=−0.544; P<0.001). This group also had an average score on the MiL presence subscale (18.19 [SD 7.35]) that was lower than the average score of the whole group (20.13). In contrast, in patients with a lower score on the SSI (SSI<6), the correlation between the presence of MiL and SI was negative but not significant and the mean score on the MiL presence subscale, considerably higher, was 29.50 (SD 5.44), above the mean score for the whole group.

The results were more contrasted for the search for MiL in these 2 subgroups. In the subgroup of patients with higher SI (SSI≥6), the mean score for the search for MiL was 17.52 (SD 8.84), close to the mean score of the whole group (18.14). In this subgroup, there was a strong and significant negative correlation between the search for MiL and SSI (R=−0.492; P<0.001). In the subgroup of patients with a weaker SI (SSI<6), the mean score for the search for MiL was 21.17 (SD 7.17), higher than the mean score of the whole group (18.14). However, in this subgroup, the correlation between the search for MiL and SI was not significant.

Finally, we found a statistically significant difference concerning the presence of MiL subscale’s score between the 2 subgroups, patients with higher SI (SSI≥6) and those with lower SI (SSI<6), with P<.001. However, regarding the subscale of the search for MiL, the difference between these 2 subgroups was not significant.

**Profiles of MiL**

We examined the relationship of the different profiles of MiL with SI, using the grouping Dezutter et al [14] described (ie, applying the same analysis to the scores obtained in our sample). In our study, 23% (16/70) of patients corresponded to the profile high presence–low search; those patients had an average score on the SSI of 8.56 (SD 5.11). On the other end, 16% (11/70) of patients who corresponded to the profile low presence–high search had an average score on the SSI of 10.45 (SD 4.30). The profile high presence–high search grouped 14% (10/70) of patients with an average SSI score of 7.20 (SD 3.99). The profile low presence–low search grouped the majority of the patients (33/70, 47%); in these patients, the mean SSI score was 14.36 (SD 5.86), which was much higher than that of the other subgroups.

**Discussion**

**Principal Findings**

This study showed that MiL is associated with SI in patients with chronic pain. Our results showed that the presence of MiL seemed to be a potentially protective factor against SI. The statistically significant negative association between the subscale presence of MiL and SSI, with the presence of MiL actually associated with a decrease in the severity of SI, further supports our results. We found this negative correlation both in the patients with a high SI (SSI ≥6) and in those who presented a lower SI (SSI <6). These results are in line with those of the literature, which highlight this negative correlation between the
presence of MiL and SI among students [50], military and veterans, [28] and HIV-positive patients [51]. These data thus support our initial hypothesis, which held that the more a patient identifies meaning in their life, the lower the severity of their SI.

The results are less straightforward regarding the search for MiL. In our sample, we found a negative and significant correlation between the search for MiL and SI. This means that the patients who seek MiL, regardless of the presence of MiL, have less intense SI as compared to those who do not. Furthermore, this significant negative correlation is also found in the subgroup of patients who present with high SI (SSI ≥6), but this association is not significant in patients with less intense SI (SSI <6).

Contrary to the results for the presence of MiL, the difference in the scores on the search for MiL subscale is not significant between patients with strong SI (SSI ≥6) and patients with less intense SI (SSI <6). This shows that while the presence of MiL is clearly higher in patients with lower SI, the search for MiL tends not to be significantly different between patients with high versus low SI. Previous studies have also found a protective effect of searching for MiL against SI [52], but other studies have reported a positive correlation between searching for MiL and SA [28]. Overall, our results support the search for MiL as a factor that can protect against an increased severity of SI; however, less significantly as compared to presence of MiL.

In our group, neither presence of nor search for MiL were associated with sociodemographic or pain-related characteristics, except for professional activity, which was associated with the presence of MiL. This is also in line with previous research suggesting that patients who present MiL display a higher level of adaptation, including in the professional field [24]. Fewer working individuals seeking disability may mediate these results, as well as less MiL related to the professional sphere in these participants. This issue may be worth addressing in future studies.

Four profiles of MiL (high presence–low search, high presence–high search, low presence–high search, and low presence–low search) have been described in chronic pain patients [14]. The patients in the high presence–high search for MiL subgroup had a much lower SSI score compared to the other subgroups, followed by the high presence–low search subgroup.

The literature has reported that when the search for MiL is high and associated with a high presence of MiL, the determining effect of the search for meaning appears to decrease [14]. Therefore, in these patients, we believe that because they consider their life as having meaning, the additional search for meaning represents a healthy approach and that they thus present a good level of well-being and acceptance [14]. On the other hand, what differentiates our study from that of the Dezutter et al study [14] is that the first subgroup, high presence–high search for MiL, has fewer suicidal thoughts compared to the second, high presence–low search. Our results suggest that the search for meaning also plays its probable protective part against SI. This may be at least partly related to these patients’ expectations of the pain consultation as a means to relieve their pain and improve their quality of life while simultaneously seeking to give them meaning. Therefore, we see in our study in a more pronounced way an increased protective role of research as a lever of vital impetus in the patients who contact our center.

However, the search for MiL when no meaning is presently identified is associated with higher SI scores, thus pointing to the search for meaning as more anxiety provoking and stressful. Some have suggested that such a pattern might result in an adaption that is more problematic and less optimal psychological well-being [14]. In our study, we also identified patients corresponding to the profile high search–low presence of MiL and presenting with a higher average score on the SI scale when compared to the first 2 subgroups. Furthermore, we found a significantly higher SI score in patients who neither present nor search for an MiL. These patients constitute the group with the lowest level of adaptation and lowest well-being in the Dezutter et al [14] study, which, as we have done, examined the link between chronic pain and MiL. However, these results contrast with those of Steger et al [18], which suggests that for patients who fail to identify meaning in their life, seeking a meaning leads to a level of adaptation and to a particularly low well-being, even more patients who neither present nor search for a meaning. In this case, the research shows it having an anxiety-inducing, even deleterious role. In the context of varying adaptation levels, the issue of psychological flexibility is of interest. Psychological flexibility has indeed been described as a key feature in the psychological approaches to chronic pain management [53] and has been largely used in the protocol called acceptance and commitment therapy (ACT). ACT treatment programs have received attention not only in the field of chronic pain but also as a means of reducing SI [54]. Hence, considering MiL and reducing SI as possible targets of ACT for chronic pain warrants further investigation.

Finally, our data confirmed that the presence of and the search for MiL are positively and significantly correlated, which suggests that the 2 constructs may depend on one another. This is not in line with previous research [23,24,47], but the role of intervening variables, acting as mediating factors, has not been explored in this study and clearly warrants further investigation.

**Limitations**

Our study has limitations that need acknowledgment. First, the study sample is small, and thus not allowing for the construction of subgroups using the participants’ sociodemographic and clinical characteristics; however, the sample allowed investigating and categorizing the patients according to the MiL and SI dimensions. Second, the MiLQ has not been extensively validated in French; however, it has been used in various contexts, particularly psychiatric emergencies, in its current version [47]. Third, and importantly, the participants recruited in this study were only those who self-reported (ie, admitted) SI, and yet admitting SI has been described as highly problematic [55,56]. Indeed, both underreporting as a means of concealing symptoms [3,57] and overreporting as a means of soliciting increased attention or making a plea for help [58] may induce response bias. Patients who underreported SI may be underrepresented while those who may be prone to overreport may in turn be overrepresented, thus limiting the findings’
generalizability. Self-report screening measures have inherent limitations regarding eliciting the individuals’ phenomenological experiences but also knowing whether they provide an accurate report of the clinical phenomenon under investigation [59,60]. Fourth, this is a cross-sectional study, and this design does thus not allow for any inferences regarding a causal relationship between changes in MiL as leading to a reduction in SI. Taken together, these limitations also point to the existence of biases and possible confounders as one of the key methodological issues of correlational studies [61].

Conclusion

Taken together, our results regarding the different MiL profiles and associated risk factors highlight the place to be given to individual participants. Indeed, MiL profiles may allow clinicians to consider mental and somatic suffering; however, the search for the coherence of a constellation (eg, pain status, functional interference, illusion beliefs, emotional context, SI, and SA) should not mask the specific form of the individual patient’s suffering. Using MiL profiles can help clinicians recognize their patient’s suffering while keeping in mind the necessity to consider the patient’s singularity even while using validated tools to describe mental states and organization. In chronic pain patients, the continuity and attention of clinicians to maintain the associative work of the patient’s discourse is of main concern: indeed, facing suicidal crisis, the process at work in the patients can hinder this work. Considering the concept of MiL should support clinical work aimed at providing the most adequate response to patient suffering, as it has proven possible in the context of psychiatric emergencies [47,62]. Psychotherapeutic interventions targeting MiL have been found effective in reducing suicide risk [26] and represent a promising therapeutic opportunity [27-29] in various clinical contexts. However, this construct’s contribution to decreasing suicide risk in patients with chronic pain remains to be established. Our study may help find further tools to treat suffering and emotional distress in chronic pain patients through defining a unique and individualized suicide risk profile, improving screening and preventive strategies, and developing intervention strategies including the existential sphere. Clinical intervention research would be beneficial in determining if interventions based on active bolstering of MiL, such as methods of linking listening to the patients and understanding their phenomenological experience with strategies for increasing MiL, can affect outcomes for individuals presenting with SI and SB. The Attempted Suicide Short Intervention Protocol is such a treatment method to consider for exploring the patient’s experience and the follow-up [63-66].

Our study supports a probable protective role of MiL against the severity of SI in patients with chronic pain presenting with SI. Further studies should be conducted to better enlighten the complex relationship between suicidal risk, prevention, and intervention strategies in chronic pain patients to provide new perspectives. The results stress the importance of thorough patient interviews regarding bringing theoretical conceptualizations into daily clinical practice.
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Abstract

Background: New technologies such as mobile health (mHealth) apps and smart speakers make intensive use of sensitive personal data. Users are typically aware of this and express concerns about their data privacy. However, many people use these technologies although they think their data are not well protected. This raises specific concerns for sensitive health data.

Objective: This study aimed to contribute to a better understanding of data privacy concerns of mature adults using new technologies and provide insights into their data privacy expectations and associated risks and the corresponding actions of users in 2 different data contexts: mHealth apps and smart speakers.

Methods: This exploratory research adopted a qualitative approach, engaging with 20 mature adults (aged >45 years). In a 6-month test period, 10 (50%) participants used a smart speaker and 10 (50%) participants used an mHealth app. In interviews conducted before and after the test period, we assessed the influence of data privacy concerns on technology acceptance, use behavior, and continued use intention.

Results: Our results show that although participants are generally aware of the need to protect their data privacy, they accept the risk of misuse of their private data when using the technology. Surprisingly, the most frequently stated risk was not the misuse of personal health data but the fear of receiving more personalized advertisements. Similarly, surprisingly, our results indicate that participants value recorded verbal data higher than personal health data.

Conclusions: Older adults are initially concerned about risks to their data privacy associated with using data-intensive technologies, but those concerns diminish fairly quickly, culminating in resignation. We find that participants do not differentiate between risky behaviors, depending on the type of private data used by different technologies.

(JMIR Form Res 2022;6(6):e28025) doi:10.2196/28025
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Introduction

Overview

A mobile health (mHealth) app is a specific type of digital health app that uses mobile devices such as smartphones and tablets that are already integrated into daily lives of people. People use mHealth apps to monitor their health or access medical information or assistance through wireless mobile devices such as smartphones and portable monitoring devices [1]. Similarly, mHealth apps enable health care providers to monitor certain user activities and behaviors so that they can provide personalized health care advice. Other technologies can also be used to support personalized health care support. For example, smart speakers with artificial intelligence–operated assistants that help users more easily access information or control other devices via their voice can be used for this purpose [2,3].
Although smart speakers are often used for everyday activities, such as playing music, setting a timer, or hearing a weather report, they can also be used to remind users to take their medication or answer health-related questions. Smart speakers collect and process a variety of private information and are typically used in private environments. Because a smart speaker must be able to recognize the voice activation keyword at any time, its microphone’s default status is active. Therefore, many people associate smart speakers with involuntary personal information disclosure [4].

The increasing use of digital and mobile technologies, combined with the need for personalized and cost-efficient health care, has fostered the emergence of mHealth technologies. Such technologies have many potential health care benefits, such as the ability to monitor users’ health status continuously and remotely, increased diagnostic accuracy, earlier awareness of new problems, lower health care costs, greater availability of health care to people living in remote areas, and improved doctor-patient communications.

Despite these potential benefits, the sensitivity of individuals’ private data collected and recorded by these digital apps raises concerns about the privacy of this information [5,6]. For example, some potential users want to control what people in their private environment, such as family members, know about their health status, perhaps because they fear being judged, reprimanded, discriminated against, or even penalized for their physical and health status [7]. Some people may not want to take care of their family members because of their current health status [7,8]. The fear of social stigmatism is another reason people may not want others to know their health status [8]. This may apply to physical or mental disabilities, mental illnesses, or certain diseases such as HIV and Alzheimer [8,9].

In this study, we define privacy as the right of individuals, groups, or institutions to determine when, how, and to what extent information about them is shared with others [10]. Privacy is a subjective concept linked to an individual’s perception of what constitutes a threat to their personal property or physical or moral integrity, depending on cultural aspects and sociodemographic issues [11]. Users’ perspectives on interactions and communications influence their data privacy–related decisions on a range of privacy issues, including technical issues such as regulating visibility in social networks and using smartphone apps that collect confidential data [12].

Most extant data privacy literature focusing on mHealth deals with the technical aspects of privacy, such as the level of security of information transmitted over mobile networks and stored on a device or in a cloud service needed to prevent unauthorized access to a patient’s information [8,13-15]. However, privacy is not only a technical issue. For example, the collaborative use of mHealth apps for shared care management imposes other privacy requirements related to human factors, such as the wishes and preferences of the user when exchanging health information with authorized institutions and external persons such as professional health care providers [16].

Extant research shows that privacy concerns are a major inhibitor of the adoption and use of both mHealth apps and smart speakers [4,17]. Because the 2 technologies access different types of sensitive personal data, potential users may have different privacy concerns regarding each technology. To investigate this issue, we posed the following research questions (RQs):

1. RQ1: What privacy concerns do potential users associate with mHealth apps and smart speakers?
2. RQ2: What data privacy–related risks do potential users attribute to the use of mHealth apps and smart speakers?
3. RQ3: What privacy-related issues lead to rejection of mHealth apps and smart speakers?

Although the use of smart speakers is roughly equal among mature adults, which we define as people who are aged >45 years and adults aged ≤45 years [18], extant research shows that mobile apps for health care purposes are most commonly used by mature adults [19]. Because this study addresses both technologies, we focus on the mature adult user group, providing 50% (10/20) of the participants with a smart speaker and 50% (10/20) of the participants with an mHealth app to use in a 6-month testing phase. All the participants were interviewed before and after the testing phase.

Background

One of the main reasons why people are reluctant to use mHealth apps is concerns about the security and privacy of their health-related data [20-23]. Users often do not know what kind of data mHealth apps collect and store and who can access data entered manually or collected by sensors and for what purposes [20,24]. Studies show that users have greater security and privacy concerns about mHealth apps that focus on issues associated with stigmatization, discrimination, or social isolation, such as sexually transmitted diseases, sexual orientation, and mental illnesses [25-29]. Considering that millions of patients’ health data have been compromised through hacking or other incidents in recent years, these concerns are valid [30]. Despite private data security breaches, few mHealth apps have security features that adequately protect users’ private health data [31-33].

Privacy Theories

Extant research has not yet fully explored the specific role of privacy concerns in the acceptance and use of technology. The privacy calculus theory [34,35] and the so-called privacy paradox [36] are central concepts in privacy research. They illustrate the ambivalent influence of privacy on behavior.

The privacy calculus theory assumes that individuals engage cognitively to weigh the perceived costs and benefits of a behavior [34,35]. If the benefits outweigh the potential harm that privacy abuse can induce, individuals engage with the technology. However, this view is partly challenged by the privacy paradox, a phenomenon in which individuals engage with a technology even though the privacy concerns they associate with using the technology outweigh the anticipated benefits of using it [36,37]. Although both phenomena are well documented in practice, technology adoption scholars have yet to explain this conundrum [38].
Privacy Research

Computer system privacy has long been a concern. In 1969, a study by Hoffman [39] discussed strategies for user access control and data protection, emphasizing the need to weigh the efficiency benefits of storing personal information against the risks of third-party access to such information. The study examined legal and administrative safeguards to protect sensitive information on computers and evaluated the technical solutions available at the time.

More recently, a study by Barth and De Jong [40] focused on privacy-related human factors. They conducted a systematic literature review to understand the web-based privacy paradox, where users indicate great concern about the privacy of their personal information but do very little to protect such data. The authors identified 35 theoretical approaches to decision-making and identified different perspectives on the paradox. Specifically, they discuss the decision-making process regarding rational or irrational risk-benefit calculations in the specific context of the privacy paradox.

Pavlou [41] described the data protection paradox in his privacy briefings as a phenomenon in which individuals express strong concerns about their privacy but behave in a way that contradicts these concerns. For example, some consumers still share their personal information despite privacy concerns. Even after considering the user perspective, Aimeur [42] addressed the question of how to achieve a good compromise between privacy and user personalization. He mentioned that an increasing number of users can only control their data by fine-tuning the app settings. The author also argued that mHealth would benefit significantly if users had direct control over when, where, and with whom their personal data were shared.

Privacy-Personalization Paradox

Varshney [43] described privacy as the right of a group or individual to isolate or retain information about themselves. Personalization technologies offer users a wide range of services from which to choose but also require users to disclose more personal information, which may raise privacy concerns [44]. This has been compounded by the emergence of smartphones that can capture personal information more accurately [45]. For example, health care counseling provided via mobile platforms can reduce the need for personal interaction, but app users must then share information relevant to their health, such as health status, preferences, and lifestyle, as well as their telephone number with service providers to use personalized health care counseling services that overcome geographic barriers and save time. This, in turn, raises privacy concerns regarding the collection of sensitive consumer information: a technological paradox [46]. Although consumers want personalized services, they are reluctant to disclose personal information and want to disclose as little information as possible.

Demographics

Demographic differences between potential consumers are linked to behavioral intentions [47-50]. Some studies have focused on age differences in technology adoption, suggesting that there are differences in intentional behavior among different age groups [51]. However, Featherman and Pavlou [52] found that the validity of theoretical constructs, including models of health behavior change, is not well documented at all life stages. Most scholars agree that as people age, their physical and mental activities change, which affects their health status and decision-making [53]. Researchers have recently recognized that studying age differences in behavioral intention in the health context is both useful and essential. Ziefle and Röcker [54] found that age differences played an important role in the acceptance of health-related technologies. Similarly, Sintonen and Immonen [55] found that older participants’ intention to adopt technology varies over time and according to the service provided, whereas a study by Guo et al [56] found that dark-side constructs influence older participants’ intention to adopt mHealth services.

Methods

Recruitment and Demographics

This is an exploratory qualitative study with 20 participants divided into 2 groups. Semistructured interviews were conducted between October 2019 and April 2020, in southern Germany. Each group consisted of 10 participants aged between 46 and 80 years. Group A participants used smart speakers with Amazon Alexa technology, and group B participants used a self-provided mHealth app on their Android smartphone. Both technologies were provided to the participants free of charge.

Smart speakers are voice-controlled, enabling users to play music or news, access information, phone calls, and perform other tasks via voice commands. The smart speaker is activated by speaking a predefined voice command. The smart speakers have several levels of built-in privacy measures. For example, a microphone can be deactivated by pushing a button that interrupts its power supply. Users also retain full control over voice recordings. Users can also control whether, when, and which voice recordings are accessed or accessible by third parties through the internet.

The mHealth app incorporates a health diary that users can use to track their daily health status, water intake, and other health-related information. This app is mainly intended to make daily life easier for older people. Referring to a digital health diary should allow health care providers to collect relevant information more effectively and quickly and make the process less burdensome for older people. In addition, it aims to prevent a decline in cognitive performance. Using the My values feature, users can choose from a wide range of functions within the app, including body temperature, blood pressure, heart rate, blood glucose levels, and weight. Users can query the recorded data using various time intervals. In addition, users can activate a push notification function to receive reminders to enter current measurement values.

The participants were recruited in southern Germany through flyers and posters in senior citizen centers and postings on social media. Participation was strictly voluntary, and no incentives were provided. All participants interviewed were informed of the research team’s data protection arrangements and signed a document to this effect in full compliance with the European Union data protection regulations. The General Data Protection...
Regulation (GDPR). Participants interested in taking part in the study were given a participant information sheet and an informed consent form detailing the participation requirements in advance, with the option to have the form explained if necessary. Participants signed and returned the form, indicating their informed consent. The consent forms were retained and stored securely as a record of informed consent. Participants could withdraw from the interviews at any time during the study if they no longer wanted to be included. Furthermore, the research team was available to answer questions at any time. The research group saved all participant data anonymously and retained all written and audio materials collected during the interviews until the end of the data retention period. All project data are stored electronically on secure password-protected servers and accessible only by designated and approved project team members. All the data will be destroyed at the end of the data retention period.

**Table 1** provides demographic information of the participants.

All participants were considered IT affine, demonstrating interest in digital technologies such as smartphones, tablets, PCs, smart watches, or smart speakers. All participants actively used a smartphone and at least one social media service regularly and demonstrated at least an average internet use intensity for their age group. All interviewees were able to install and set up a smart speaker or an mHealth app with little or no assistance.

### Table 1. Demographics of the participants (N=20).

<table>
<thead>
<tr>
<th>Participant group and informant</th>
<th>Age (years)</th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group A</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1</td>
<td>56</td>
<td>Female</td>
</tr>
<tr>
<td>A2</td>
<td>59</td>
<td>Female</td>
</tr>
<tr>
<td>A3</td>
<td>54</td>
<td>Female</td>
</tr>
<tr>
<td>A4</td>
<td>48</td>
<td>Female</td>
</tr>
<tr>
<td>A5</td>
<td>49</td>
<td>Male</td>
</tr>
<tr>
<td>A6</td>
<td>70</td>
<td>Male</td>
</tr>
<tr>
<td>A7</td>
<td>68</td>
<td>Male</td>
</tr>
<tr>
<td>A8</td>
<td>56</td>
<td>Male</td>
</tr>
<tr>
<td>A9</td>
<td>54</td>
<td>Male</td>
</tr>
<tr>
<td>A10</td>
<td>46</td>
<td>Male</td>
</tr>
<tr>
<td><strong>Group B</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B1</td>
<td>52</td>
<td>Male</td>
</tr>
<tr>
<td>B2</td>
<td>50</td>
<td>Male</td>
</tr>
<tr>
<td>B3</td>
<td>55</td>
<td>Female</td>
</tr>
<tr>
<td>B4</td>
<td>60</td>
<td>Female</td>
</tr>
<tr>
<td>B5</td>
<td>56</td>
<td>Female</td>
</tr>
<tr>
<td>B6</td>
<td>61</td>
<td>Female</td>
</tr>
<tr>
<td>B7</td>
<td>54</td>
<td>Female</td>
</tr>
<tr>
<td>B8</td>
<td>52</td>
<td>Female</td>
</tr>
<tr>
<td>B9</td>
<td>80</td>
<td>Male</td>
</tr>
<tr>
<td>B10</td>
<td>51</td>
<td>Male</td>
</tr>
</tbody>
</table>

### Data-Gathering Process

The study was structured into three phases: (1) before, (2) during, and (3) after testing the respective technologies.

Phase 1 began with participant recruitment and ended with the delivery of the technology to be tested. This phase included the first conversation to give participants detailed information about the study approach and timeline, collect demographic data, interview all participants about their expectations toward using new technology and their concerns about protecting their private data, and ask participants who would test the mHealth app about their experiences in preventive health care. We also asked specific questions about privacy concerns related to the technology tested in our study.

Phase 2 started with the delivery of the technology and ended when the technology was returned (smart speaker) or uninstalled (mHealth app). This 6-month phase gave participants ample time to test the technology thoroughly. During this phase, research assistants (MH, Jennifer Klaus, and Jaro Lanza) were available to help if participants encountered difficulties using the technology.

Phase 3 started when the technology was returned or uninstalled and ended when all data were collected and ready to be...
analyzed. During this phase, we conducted posttest interviews with each participant to discuss their use behavior, observations, problems, and concerns. We paid special attention to how their assessment of data privacy concerns changed over time and how this influenced their intention to continue using the technology.

**Interview Structure and Data Analysis Method**

In phases 1 and 3, we conducted individual semistructured interviews with each participant, following an interview guide and drawing on a list of topics and specific questions. We posed open-ended questions that allowed the respondents to explore their experiences and views. The interview guide helped focus the interview and ensured the comparability of data collected among multiple participants in various interview settings and by different researchers. The interview process was systematic and comprehensive, but the interviewer was free to follow up on issues of greater interest or importance to the participant during the interview by adapting preformulated questions ad hoc to gain a deeper and more holistic understanding of the participants’ perspectives and perceptions.

As the aim of this study was to understand the relationships among privacy concerns, risk perception, and use behavior in the technology-use context, we focused principally on privacy concerns, the impact of data misuse, and termination of use.

The 10 pretest and the 10 posttest interviews lasted 15 to 60 minutes each (average 35, SD 15.59 minutes) and were conducted face to face or via telephone or videoconference. The interviews were conducted in German and recorded, transcribed, and coded using an open coding approach using NVivo (version 10; QSR International) software independently by 2 research team members (TS and MH). The research team coded the data parallel to data collection. Subsequently, the data were triangulated according to the recommendations by Miles et al [57] and Flick [58]. The analysis took an inductive and interpretative approach. The inductive approach is a systematic procedure for analyzing qualitative data in which the analysis is guided by specific objectives [59].

In the second round of analysis, the codes from the individual interviews were correlated [57] to cast light on the specific characteristics of these topics and the influence of these factors in the context of the two technologies.

**Ethics Approval**

This study did not require ethical approval according to the guideline of the applicable Ethics Committee of the Bavarian Universities (Gemeinsame Ethikkommision der Hochschulen Bayerns [60]), as no risks or harm to the participants were expected and the basic ethical principles were not violated. All participants received a participant information and consent form explaining the requirements for participation, with the option to have the form explained to them if needed and gave their verbal consent as a sign of informed consent if they were willing to participate at the time of the interview. They were also given the opportunity to complete and sign the participant consent form to indicate their agreement to the interview being conducted.

### Results

#### Overview

The pretest interviews focused on participants’ general expectations regarding the technology, as well as their privacy concerns and expected risks associated with using the technology. The posttest interviews focused generally on how the informants had used the technology during the test phase, specifically on whether their privacy concerns and their perceptions of the risks changed during the 6-month testing phase, and if the intention to continue using the technology.

To better segregate the 2 different types of data used by the technologies we refer to “health data” for the data used by the mHealth app which predominantly consist of the participant’s health status or well-being information and “personal data” for the data collected by the smart speaker, which comprises mainly intended and unintended speech, as well as the information transmitted when the user gives commands to the speaker.

#### Privacy Concerns

**Overview**

Individuals’ privacy concerns are shaped and influenced by many factors, such as personal experiences, media coverage, and the social environment [61-64]. Therefore, it is essential to understand participants’ perceptions of individual data privacy–related issues to be able to classify their statements and derive results. To better understand how privacy concerns impact the use of smart speakers and mHealth apps, we asked participants directly about their privacy concerns and perceptions of privacy–related issues.

It should be noted that some of the participants testing a smart speaker had previous experience using them, were more aware of privacy-related issues associated with them, and had already formed opinions about the risks and benefits of using them. In contrast, the participants testing a smart speaker for the first time had a basic understanding of the technology but were less aware of the privacy-related issues associated with them and did not know what to expect. None of the participants testing the mHealth app had prior experience of using an mHealth app.

The following 2 sections present our core findings, supported by exemplary quotations translated from the German original. The alphanumeric codes after each quotation refer to the quoted participants and other participants who expressed similar viewpoints.

#### Smart Speakers

Participants commonly expressed awareness of privacy issues associated with using a smart speaker:

> I would say that I have a high level of data protection awareness. [...] I am very aware that the data that I enter on the Internet or that is processed via the Internet can be accessed by providers and misused. [A8; A10]

Most (8/10, 80%) participants expressed concerns regarding data protection:
No, I do not think that the data is secure. [A2; A5; A8; A9]

I do not think the data is secure. The data is recorded and stored, and once the data is on the Internet, it is not safe for me either. [A3]

In addition, most (6/10, 60%) participants articulated some degree of concern that their data would be stored somewhere unknown and used without their permission. This illustrates a general tendency of users to doubt that their data will be protected:

I think there are loopholes and problems, and that data is not protected adequately. [A1; A5; A6; A7; A8; A9]

Most (6/10, 60%) participants expressed resignations. Although they were concerned about their privacy, they also recognized that if they wish to participate in web-based activities or use certain apps, they must accept the terms of use and may lose control over their data. Many eventually decide to use an app, while maintaining some degree of privacy awareness:

Let me put it like this: I have a rather low data protection awareness. I ignore who can process my data. [A1; A2]

I would describe my data protection awareness as not consistent enough to protect my data. [A3; A5]

I take care of my data. Nevertheless, I think that I cannot really influence or intervene and determine who gets my data. As soon as I download and use an app, I have to agree to the terms of use. [A6; A7]

However, some (2/10, 20%) participants expressed no concerns at all. A prominent issue is confidence in the manufacturer (in this case, Amazon).

The way I see it, as long as I feel sure, I will use the device; if trust is no longer there, then I think that I will no longer use the device. [A6]

I have great confidence in Amazon that my data will be stored securely. [A10]

In summary, our results show that most (8/10, 80%) participants have privacy concerns about using a smart speaker and are not sure what happens to their data. However, the participants did not fear monetary loss or reputational injury. We found that participants were willing to suppress their own data protection concerns to use the device and justified putting aside any lack of trust in the provider.

mHealth App

In the group using the mHealth app, participants’ views on privacy and data protection concerns were split—half (5/10, 50%) of the participants said that they were not worried or concerned about the privacy of their personal data:

They cannot do much with my data anyway because I am an ordinary person. [...] what I use or look at or, how should I say it. [...] that is what every human being does, to put it like that. [B1]

No, I’ve got nothing to hide. [B5]

Not at all, actually, [...] And I have nothing to hide. But I am not afraid that this will end up anywhere. [B9]

In contrast, (4/10, 40%) of the participants were concerned about data protection and privacy:

Yes, I have become very concerned. [...] Because the different sites are obviously not safe and a lot of data is collected about you, you do not know anything about it. Of course, it is great to have computers here, if you get a lot of information, but there is also a certain potential to become dependent on them, and as I said, I see a problem with surveillance and abuse. [B6]

The most frequently mentioned concerns include surveillance, abuse, and use of your data against you:

Partly yes, but I mean I know what I can write about on my smartphone and what I cannot say. [...] I think you have to have restrictions about that. [...] I am just careful what I [...] write. [...] What would be on a postcard, you would write like that, I would say. [B10]

Overall, our results show that participants vary in terms of their data protection concerns and how they engaged with data privacy, specifically with regard to using a smart speaker or an mHealth app.

Smart Speaker Versus mHealth App

Our results indicate that attitudes vary depending on the device and how information is captured or entered. As expected, participants were most sensitive to personal data. Somewhat surprisingly, our results indicate that participants are more concerned about personal speech recorded by a smart speaker than about personal health data entered into an mHealth app.

Data Misuse

To better understand the degree to which participants’ concerns about data misuse are justified, we inquired about the perceived ramifications of misuse of data collected via the smart speaker or eHealth app.

Smart Speaker

Most (9/10, 90%) participants testing smart speakers associate smart speaker data misuse with personalized advertisements. Some have linked it to profiling, monetary loss, and data loss:

I think that my data will be used for advertisement. I mean that they sell my data to agencies to show me ads at the right time. [A7; A2]

They could take money from my bank account. Alternatively, they will spam me with e-mails or ads. [A4; A10]

mHealth App

Of the 7 participants who reported believing that their data were sold to unknown third parties, 3 (43%) assumed that their data were stored on unknown servers by companies such as Google. A few (3/10, 30%) participants had never considered this issue:
They trade our data, the data is sold, and that is well known. And yes, it is used to send advertisements to advertising companies. [B8]

The data is just sitting around in some archive. Or someone can buy it. No idea. I have not really thought about it. [B4]

Some (2/10, 20%) participants raised concerns about potential negative implications for existing insurance policies or apps for new insurance policies because of chronic or serious illnesses:

Yes, I do not see any problems there now, because my health is good. I can well imagine that others might have a problem because they think if everyone knows that I have trouble taking out an insurance policy or get offered worse conditions, but theoretically this is already the case. [B3]

No, not really. I no longer have a problem with any health insurance companies at my age. I am privately insured so of course nothing will change. And I do not need to take out large insurance policies anymore, but if I were younger, I would be much more aware of the fact that the data might be misused. [B6]

These statements indicate a much deeper understanding of the potential implications of data abuse in the health care context, including direct monetary damage. However, the risks described did not result in grave concerns or technology rejection among the respondents.

**Termination of Use**

No participant in either group stopped using the technology or intended to stop using the technology after the test because of data privacy concerns, and we observed no increase in data privacy concerns over time. Across the board, participants assumed that data were collected to enable personalized advertisements, which did not represent a salient enough risk to participants to motivate the termination of use.

**Smart Speakers**

Participants testing smart speakers reported several data privacy issues that would hypothetically motivate them to stop using it, including privacy violations, data leaks, and eavesdropping:

I would stop using it if I myself were affected, such that people could openly access my data. [P5; P7; P9]

If I suddenly got advertising/promotional mails or phone calls, I would not use it anymore. [P1; P3; P4; P8]

However, such hypothetical concerns and risks did not motivate participants to discontinue using technology. Rather, participants would have to experience an incident personally to trigger actual termination of use.

**mHealth App**

Participants testing the mHealth app reported that no data privacy issues would hypothetically motivate them to stop using the app:

No, not at all. [B3]

Not significantly. [B9]

Interestingly, none of the participants were seriously concerned about data privacy and the protection of their health data when using the mHealth app.

**Discussion**

**Principal Findings**

This study aimed to determine whether data privacy is perceived differently for different data-intensive technologies. By comparing 2 groups of mature adult users, we assess how the impact of privacy concerns, such as data protection concerns and risks, on technology use and discontinuation differs depending on the technology.

In both user groups, none of the participants stopped using the technology, despite privacy concerns. This is in line with the widely discussed privacy paradox [36], which states that individuals engage with technology even when they associate it with potential privacy loss issues. This phenomenon has been observed in social media, e-commerce, and mobile apps [45,65,66]. A likely driver of this paradoxical behavior is that the perceived immediate benefits of using a technology outweigh its potential, hypothetical, future risks [67]. Our results also indicate that this applies to health data privacy risks as well. In both user groups, participants expressed widespread resignation that choosing to use the technology comes at the cost of a greater risk of potential loss of data privacy.

Surprisingly, our results also show that people do not associate greater risk with personal health data collected by an mHealth app than with spoken words recorded by smart speakers. Because personal health data are highly sensitive and provide deep insights into individuals, one would expect users to be more concerned about protecting their privacy [68]. One possible explanation is that discrete data entered manually, consciously, and willingly, such as health status data in an mHealth app, are easier to control than impromptu utterances spoken all day long in a private setting. Regardless, our results call into question whether users of information technology, who require personal information distinguish between the data types collected by various devices and whether users fully understand the financial and personal ramifications of data abuse beyond personalized advertising.

In contrast with the mHealth app, which only passively receives data entries, a smart speaker may be perceived as invasively and nontransparently intruding into the private space. Indeed, several smart speak testers referred to the device’s constant listening for the activation keyword as spying in the pretest interviews. However, no participants used this term in the posttest interviews after the 6-month test phase. This may indicate that they perceived greater risk to their privacy in the preadoption than in the postadoption phases, as they are commonly referred to in technology adoption research [69,70]. Our results provide initial indications of a potential decline in the perceived fear of loss of private health data with increasing age. Several older participants stated that no one would be interested in their health data; therefore, privacy breaches posed no threat to them. Further research is needed to discern consistent patterns of age-related differences.
Implications for Research

This exploratory research contributes to research on how data privacy concerns influence the intended and continuous use of data-intensive technologies, specifically mHealth apps and smart speakers. Investigations into the specific perceptions and resulting behaviors of mature adults in privacy research are scarce, and scholars still have only a rudimentary understanding of how older people’s engagement with technology is influenced by privacy-related issues and concerns. This is especially important, as mHealth apps and voice-activated assistants gain increasing importance in providing health care–related services to mature and older adults [71].

Our findings have 4 major implications for research. As our findings are based on an exploratory qualitative research method, their implications do not aim to be representative of all mature adults but provide a basis for further research to investigate quantitatively.

First, our findings indicated that mature adults’ self-reported privacy concerns did not directly influence their actual use behavior once they had adopted a data-intensive technology. This finding is consistent with the privacy paradox [36]. Participants frequently entered a state of resignation, acknowledging that choosing to use the technology requires them to accept the potential loss of data privacy.

Second, our results indicated that mature adults sometimes view their personal data indiscriminately. Even when participants were aware of the risks of data misuse, they articulated that the risks did not affect them personally or would not manifest themselves in their case. The risk that participants mentioned the most was receiving more personalized advertisements. In fact, participants valued protecting their general personal data more than protecting their personal health data, positing that they were not worthwhile targets of health data theft. This is concerning, especially considering recent health-related data hacks [72].

Third, our results pointed to age as a moderating factor in the perception of data privacy, risk assessment, and the subsequent application of privacy calculus. Several older participants articulated that their data privacy–related risks were low because of their age. Lee et al [73] showed that the tendency to discount future risks was prevalent among younger people. Our study indicated that this influence may be more substantial for older people who, according to our study, lack motivation to engage with how their personal data will be treated and are, therefore, more willing to disclose their personal data.

Finally, somewhat surprisingly, we found that data type did not significantly affect how participants perceive data privacy issues.

We expected that participants would be more concerned about protecting the privacy of their personal health data than about protecting more general personal information. However, participants initially considered all personal data as equally worthy of protection, possibly insufficiently understanding the ramifications of data abuse and not reliably distinguishing between different types of data processed through different devices. Further research is needed on the role of data types in technology users’ privacy calculus, as current privacy models do not distinguish among different types of data or consider individuals’ perceptions of different types of data.

Limitations and Further Research

This study is exploratory in nature; therefore, our results are not generalizable to all mature adults and all data-intensive technologies. Furthermore, all participants were recruited in the south of Germany and thus shared a certain cultural background. As with every qualitative study, this study is subject to potential bias from the research team and potentially influenced by social desirability bias among participants.

Our findings suggest several avenues for further research. Specifically, we call for further research on how the act of resignation manifests in users’ privacy calculus as an acceptable price to pay for using a certain technology. Further research is also needed to understand what drives people to value certain types of personal data more than others, which, in our case, is valuing general personal data used to personalize advertising more than personal health data, which can be misused with grave consequences. Finally, a cross-generational study is required to assess the influence of age on data privacy concerns and technology adoption.

Conclusions

Research on how mature adults’ data privacy concerns influence their use of data-intensive technology is scarce, despite reports of data hacks and leaks and eavesdropping on prominent technologies and the sensitive nature of personal health data. The results of our exploratory research analyzing interviews with 20 mature adult users of data-intensive technologies reveals that although participants self-reported initial data privacy concerns, they did not value the risks high enough to discontinue using the data-intensive technologies in focus. Rather, they expressed widespread resignation that choosing to use the technology means accepting the risk of loss of data privacy. This fatalistic surrender, combined with evidence that participants valued their general personal data more than their personal health data, is a cause for concern about the security of personal data among technology users of this generation.
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Abstract

Background: The prevalence of depression in the United States is >3 times higher mid-COVID-19 versus prepandemic. Racial/ethnic differences in mindsets around depression and the potential impact of the COVID-19 pandemic are not well characterized.

Objective: This study aims to describe attitudes, mindsets, key drivers, and barriers related to depression pre- and mid-COVID-19 by race/ethnicity using digital conversations about depression mapped to health belief model (HBM) concepts.

Methods: Advanced search, data extraction, and artificial intelligence–powered tools were used to harvest, mine, and structure open-source digital conversations of US adults who engaged in conversations about depression pre- (February 1, 2019-February 29, 2020) and mid-COVID-19 pandemic (March 1, 2020-November 1, 2020) across the internet. Natural language processing, text analytics, and social data mining were used to categorize conversations that included a self-identifier into racial/ethnic groups. Conversations were mapped to HBM concepts (ie, perceived susceptibility, perceived severity, perceived benefits, perceived barriers, cues to action, and self-efficacy). Results are descriptive in nature.

Results: Of 2.9 and 1.3 million relevant digital conversations pre- and mid-COVID-19, race/ethnicity was determined among 1.8 million (62.2%) and 979,000 (75.3%) conversations, respectively. Pre-COVID-19, 1.3 million (72.1%) conversations about depression were analyzed among non-Hispanic Whites (NHW), 227,200 (12.6%) among Black Americans (BA), 189,200 (10.5%) among Hispanics, and 86,800 (4.8%) among Asian Americans (AS). Mid-COVID-19, a total of 736,100 (75.2%) conversations about depression were analyzed among NHW, 131,800 (13.5%) among BA, 78,300 (8.0%) among Hispanics, and 32,800 (3.3%) among AS. Conversations among all racial/ethnic groups had a negative tone, which increased pre- to mid-COVID-19; finding support from others was seen as a benefit among most groups. Hispanics had the highest rate of any racial/ethnic group of conversations showing an avoiding mindset toward their depression. Conversations related to external barriers to seeking treatment (eg, stigma, lack of support, and lack of resources) were generally more prevalent among Hispanics, BA, and AS than among NHW. Being able to benefit others and building a support system were key drivers to seeking help or treatment for all racial/ethnic groups.

Conclusions: There were considerable racial/ethnic differences in drivers and barriers to seeking help and treatment for depression pre- and mid-COVID-19. As expected, COVID-19 has made conversations about depression more negative and with frequent
discussions of barriers to seeking care. Applying concepts of the HBM to data on digital conversation about depression allowed organization of the most frequent themes by race/ethnicity. Individuals of all groups came online to discuss their depression. These data highlight opportunities for culturally competent and targeted approaches to addressing areas amenable to change that might impact the ability of people to ask for or receive mental health help, such as the constructs that comprise the HBM.
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**Introduction**

Worldwide, depression is the leading cause of years lost due to disability and is associated with excess mortality [1]. Data from the 2019 National Health Interview Survey showed that 18.5% of US adults had symptoms of depression, which can include depressed mood, lack of interest or pleasure in daily activities, weight loss, sleep disturbances, psychomotor issues, lack of energy, feelings of worthlessness or guilt, difficulty concentrating, and suicidal thoughts or actions, in the preceding 2 weeks [2,3].

The same survey data indicated that adult non-Hispanic Whites (NHW) and non-Hispanic Blacks were the most likely to have experienced depression symptoms in the preceding 2 weeks (19.3% each), followed by Hispanic adults (16.9%) and Asian adults (10.2%) [2]. Furthermore, data suggest that the prevalence of depression symptoms in the United States was more than threefold higher during the COVID-19 pandemic than before the pandemic [4]. Despite the significant prevalence of depression symptoms across racial/ethnic groups, the likelihood of receiving treatment for depression is significantly lower for Black Americans (BA), Hispanics, and Asian Americans (AS) compared with NHW [5,6]. Prior to the COVID-19 pandemic, barriers existed that prevented these ethnic groups from seeking mental health care, which contributed to the lower likelihood of receiving treatment. Such barriers include an increased stigma with regard to experiencing depressive symptoms, a lack of education/health literacy, cultural and language barriers, not being able to access a health care professional (HCP) because of the inability to leave or miss work, or prior experience with mistreatment/misdiagnosis by an HCP [5,7-17]. Additionally, individuals in these groups may be fearful of seeking treatment for their depression if they believe they will be met with racism or threats of deportation [12,13,18]. As the pandemic continues, the specific effects of COVID-19 on drivers and previously existing barriers to seeking help or treatment for depression are not well understood.

The health belief model (HBM) is a theoretical framework that can be used to better understand help- and treatment-seeking behaviors and has previously been used among those with depression [19,20]. The HBM considers the value one assigns to maintaining wellness or seeking treatment in the face of an illness and one’s beliefs about the effect of taking action [21]. It posits that behavior can be understood when the value an individual places on a particular outcome is known, as well as the likelihood (ie, expectation) that the action would result in the desired outcome [21].

Despite recent research efforts, there is a lack of information on how people of different racial/ethnic groups perceive and seek help or treatment for depression and how this has been impacted by the COVID-19 pandemic. Information gathered from conversations that take place online can provide new insights into how people are impacted by their disease, how to target interventions to decrease barriers to care, and how to help patients and families be more comfortable seeking and receiving mental health care.

This study applied big data and artificial intelligence (AI) techniques to analyze open-source digital conversations pre- and mid-COVID-19 by race/ethnicity to identify differences in attitudes, mindsets, key drivers, and barriers to depression care. Efforts were made to map the resulting conversations to HBM concepts in order to guide targeted outreach to specific racial/ethnic groups and inform culturally competent interventions to address depression in these communities. Such efforts have the potential to narrow gaps in known disparities with respect to mental health care.

**Methods**

**Data Source**

CulturIntel harvested, mined, and structured open-source digital conversations in both English and Spanish from adults who engaged in conversation about depression pre- (February 1, 2019-February 29, 2020) and mid-COVID-19 (March 1, 2020-November 1, 2020).

Only digital conversations originating from US internet protocol addresses were analyzed. Sources of conversations included message boards (ie, any online discussion site where people can hold conversations in the form of posted messages), topical sites (ie, any site that relates to a specific topic, in this case mental health and depression), social networks (eg, Facebook, Twitter, and Instagram), content-sharing sites (eg, YouTube), blogs (ie, any regularly updated website or web page, typically 1 run by an individual or a small group), and comments (ie, any mention related to mental health or depression posted publicly in an open comment box).

Rather than using keywords, conversations were mined by the topic of depression. Discussions were identified and included if they were related to depression in general (defined by the use of the term “depression” and its adjacencies, such as “feeling depressed”), seeking help for depression (defined by the use of terms such as “help,” “looking for,” “support,” and “assistance”), and depression and COVID-19 (defined by including “depression” and “COVID-19” terms). Each unique
comment across discussions/posts/sites was counted for this analysis. A single comment, if appearing repeatedly through sharing or linking, was counted and analyzed once.

**Conversant Demographics and Characteristics**

After the completion of comprehensive data collection, topical and tags data were extracted using the CulturIntel methodology, with the origin and user criteria based on self-identification, and a large, unstructured “big” data set was created. Demographic characteristics were determined by scanning user profiles for self-entered data and by scanning within the text for self-identification. Demographic characteristics and comorbidities related to conversations were captured in order to better profile the population behind the conversations. To categorize conversations by racial/ethnic group, the conversations had to include a self-identifier: NHW, BA, Hispanic, or AS. The clustering and tagging of the conversations as pertaining to a specific group either defined by demographic characteristics or comorbidities was based on self-identification (ie, how people self-identify in the conversation itself or on their public profile).

Most national government agencies, such as the US Census Bureau, and many research organizations use the descriptors “Hispanics,” “Latinos,” and “Latinx” interchangeably as umbrella terms for Hispanic Americans. It is possible that members of this population may elect to self-identify as 1 or many of these identities concurrently. In this study, the descriptor “Hispanic(s)” was used to describe the ethnicity of individuals who identify as any of the above-mentioned racial/ethnic groups. Similarly, the descriptor “BA” was used to describe the ethnicity of individuals who identify as “African” or “African American,” “NHW” for those who identify as “White” without any mention of other race or ethnicity, “Caucasian,” or “of European descent,” and “AS” to describe ethnicities of Asian Pacific descent.

Where possible, conversations among those with COVID-19 or those with a loved one with COVID-19 were identified using the same self-identification methodology.

**Thematic Analysis and HBM Mapping**

Natural language processing (NLP) is a subfield of AI that helps computers to process and analyze large amounts of natural human language data and is broadly considered to be the study and development of computer systems that can interpret speech and text as humans naturally speak and type it. Text analytics refers to the computer-based processes used for deriving high-quality information from text. Machine learning for NLP and text analytics involves a set of statistical algorithms and rules for identifying and recognizing parts of speech, named entities, sentiment, themes, and other aspects of text. Low-level text functions are the first processes through which any text is initially analyzed, and can include tokenization (breaking text into data, such as words or groups of words), part-of-speech tagging (identifying nouns, adverbs, adjectives of each token), named entity recognition (pretagged entities), sentiment analysis (whether data is positive, negative, or neutral and devising weighted sentiment scores), and sentence boundaries and syntax analysis [22-24]. Midlevel text functions involve extracting the real content of text, including entities, themes, topics, summaries, and intentions. Finally, a high-level text function is the application of sentiment to the text. This study used a linear support vector machines model with a classification accuracy of 90.6% [25]. Using machine learning and predefined rules, text data were tagged or annotated with examples of what the machine should look for and how it should interpret that aspect. These data were used as a training set for a statistical model, which was then given untagged text to analyze. In this study, these analyses were human assisted and included repeated training, testing, and reviewing of the program output by the CulturIntel team and the authors.

These methods were used in conjunction with social media data mining to examine patterns in data and perform a thematic analysis [23,24,26]. For the thematic analysis, CulturIntel tagged and sorted data; determined key sentiments toward depression, drivers of those sentiments, motivations and barriers to seeking help, and overarching mindsets; and assigned underlying drivers and barriers, when possible, throughout decision journey stages. Conversations in English and Spanish were analyzed together.

Components of conversations were mapped to HBM concepts to explore and understand attitudes and mindsets toward depression and key drivers and barriers to seeking help and treatment among different racial/ethnic groups (Table 1). The HBM is composed of 6 constructs that predict an individual’s readiness to enact change [21]. Perceived susceptibility describes an individual’s belief that they are at risk for the health problem or associated negative outcome. Perceived severity relates to an individual’s feelings on the seriousness of contracting an illness or disease (or leaving the illness or disease untreated). Perceived benefits refers to an individual’s perception of the effectiveness of various actions available to reduce the threat of illness or disease (or to cure illness or disease). Perceived barriers are an individual’s feelings on the obstacles to performing a recommended health action; the person weighs the effectiveness of the actions against the perceptions that it may be expensive, dangerous (eg, side effects), unpleasant (eg, painful), time-consuming, or inconvenient. Cues to action refer to the stimuli (internal or external) necessary to trigger the decision to engage in a behavior. Finally, self-efficacy is the level of an individual’s confidence in their ability to successfully perform a behavior.

Through NLP, the tone of the sentiment (ie, negative, neutral, or positive) of the conversations about depression was categorized and used as a proxy for individuals’ attitudes toward seeking help or treatment. A negative sentiment toward depression was mapped to the HBM construct of perceived susceptibility. Perceived severity was mapped to drivers of negative sentiments toward the self, the future, and the world (ie, losing the quality of life, being unable to function, feeling like a burden, feeling hopeless, dealing with uncertainty, feeling stigmatized, or feeling a lack of support). Drivers of a negative sentiment toward seeking help were mapped to the HBM construct of perceived barriers; these related to the future and the world (ie, feeling helpless, feeling stigmatized, lacking resources, facing barriers, lacking support, or dealing with misinformation). Drivers of a positive sentiment toward depression related to the self, the future, and the world (ie,
improving the quality of life, making progress, having a sense of agency, finding support, or getting access to treatment) were mapped to the HBM construct of perceived benefit. A neutral sentiment toward depression (ie, seeking support and treatment, understanding their situation, or looking for information and resources) was mapped to the HBM construct of cues to action; positive drivers for seeking help related to the future and the world (ie, benefiting others, building a strong support system, being encouraged by an HCP; having access to effective help, or getting helpful knowledge) were also mapped to the cues to action construct.

A mindset is a set of beliefs that orients the way a person handles their depression. Through NLP, conversations about depression reflecting individuals’ mindsets toward treatment were classified as 1 of 4 possible mindsets. The denial and troubled mindsets make up the avoiding approach, and the overcome and empowered mindsets make up the confrontational approach. The denial mindset involves ignoring the condition and declining to actively seek treatment in order to tolerate it (eg, struggling with depression but putting it aside in order to continue to care for the family). The troubled mindset involves acknowledgement of the condition but uncertainty with regard to the next steps to take or a feeling of hopelessness with regard to improvement (eg, feeling depressed, and doubtful it will get better). The overcome mindset involves recognizing that depression is an illness and taking action to feel better (eg, although depression is challenging, feeling it is within my power to cope with my symptoms and improve my quality of life). The denial and troubled mindsets were mapped to the HBM concept of perceived barriers, and the empowered mindset was mapped to the HBM concept of self-efficacy.

Table 1. Mapping conversations to HBM² concepts.

<table>
<thead>
<tr>
<th>HBM concept</th>
<th>Sentiment analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived susceptibility</td>
<td>• Negative sentiment levels toward depression</td>
</tr>
<tr>
<td>Perceived severity</td>
<td>• Drivers of a negative sentiment toward depression</td>
</tr>
<tr>
<td>Perceived benefits</td>
<td>• Drivers of a positive sentiment toward depression</td>
</tr>
<tr>
<td>Perceived barriers</td>
<td>• Denial and troubled mindsets along the path to treatment</td>
</tr>
<tr>
<td></td>
<td>• Drivers of a negative sentiment toward seeking help for depression</td>
</tr>
<tr>
<td>Cues to action</td>
<td>• Neutral sentiment level toward depression</td>
</tr>
<tr>
<td></td>
<td>• Drivers of seeking help for depression</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>• Empowered mindset along the path to treatment</td>
</tr>
</tbody>
</table>

²HBM: health belief model.

Numerical Analyses
Characteristics of the overall population and key segments were described by the number of conversations among subgroups of interest. Results are descriptive in nature, and no formal statistical analyses were performed.

Ethics Consideration
All the information gathered from the different online, open sources (topical sites [eg, Depression and Bipolar Support Alliance], message boards [eg, Beyond Blue], social networks [eg, Facebook], and blogs) is in the public domain and is deidentified. The study was exempt from Institutional Review Board approval as it used publicly available, deidentified information.

Results
Digital Conversations About Depression
A total of 4.2 million relevant digital conversations about depression occurring between February 2019 and November 2020 were analyzed: 2.9 million (69.1%) in the 12-month pre-COVID-19 period (February 1, 2019-February 29, 2020) and 1.3 million (30.9%) in the mid-COVID-19 period (March 1, 2020-November 1, 2020). The majority of conversations both pre- and mid-COVID-19 took place on topical sites (n=1,102,000 conversations [38%] and n=507,000 conversations [39%], respectively) or message boards (n=754,000 conversations [26%] and n=377,000 conversations [29%], respectively; Figure 1).

Of the 2.9 million pre-COVID-19 conversations about depression, race/ethnicity was determined in 1.8 million (62.2%) conversations; 1.3 million (72.1%) conversations occurred among NHW, 227,200 (12.6%) among BA, 189,200 (10.5%) among Hispanics, and 86,800 (4.8%) among AS. Of the 1.3 million conversations mid-COVID-19, race/ethnicity was determined in 979,000 (75.3%) conversations; 736,100 (75.2%) conversations about depression occurred among NHW, 131,800 (13.5%) among BA, 78,300 (8.0%) among Hispanics, and 32,800 (3.3%) among AS (Figure 2). Mid-COVID-19, a greater proportion of conversations about depression occurred among those who mentioned having COVID-19 or having a loved one with COVID-19 among Hispanics (n=26,100 conversations, 33.3%) and BA (n=43,800 conversations, 33.2%) than AS (n=7900 conversations, 24.1%) and NHW (n=157,800 conversations, 21.4%).
Perceived Susceptibility and Perceived Severity

In the HBM, perceived susceptibility is driven by an individual’s belief that they are at risk for negative outcomes and perceived severity, which relates to beliefs about whether the problem is serious enough to warrant treatment. In this study, both perceived susceptibility and perceived severity were characterized by negative sentiment and the key themes that can be considered drivers. Across racial/ethnic groups, conversations about depression were predominantly negative and Hispanics had the highest proportion of conversations with a negative sentiment (Figure 3). The proportion of conversations that expressed a negative sentiment toward depression increased from pre- to mid-COVID-19 across most racial/ethnic groups, with the greatest increase observed among AS (52,080/86,800 [60%] to 24,928/32,800 [76%]). Mid-COVID-19, conversations among BA, Hispanics, and AS all had greater proportions of negative sentiment compared with NHW.

For all groups except Hispanics, losing the quality of life was the dominant topic of conversations, with substantial changes pre- to mid-COVID-19. An inability to function also emerged as a concern for all groups (Figure 4A). Feeling like a burden to others was expressed more frequently for Hispanics at both time points than for other groups. More conversations among Hispanics and BA involved stigma around depression compared with NHW and AS both pre- and mid-COVID-19. Furthermore, a higher proportion of conversations mid-COVID-19 among Hispanics, BA, and AS were related to feeling a lack of support from others (16,327/56,300 [29%], 19,779/104,100 [19%], and 3500/25,000 [14%, respectively) compared with NHW (34,510/493,000 [7%]).
Figure 3. Sentiment by racial/ethnic group pre- and mid-COVID-19. AS: Asian Americans; BA: Black Americans; NHW: non-Hispanic Whites.
Figure 4. Drivers of (A) negative, (B) positive, and (C) neutral sentiment by racial/ethnic group among conversations about depression pre- and mid-COVID-19. AS: Asian Americans; BA: Black Americans; NHW: non-Hispanic Whites.

Perceived Benefits

Based on the HBM, perceived benefits relate to beliefs about the benefits of treatment; perceived benefits were mapped to drivers of a positive sentiment toward depression. Conversations revealed little positive sentiment toward depression across racial/ethnic groups. Further, a positive sentiment among NHW, BA, and AS decreased from pre- to mid-COVID-19; Hispanics displayed no positive sentiment toward depression both pre- and mid-COVID-19.

Finding support was important across the NHW, BA, and AS groups, as evidenced by the highest frequency of conversations (Figure 4B). In the NHW group pre-COVID-19, a positive sentiment toward depression was most often expressed by finding support (41,470/143,000 [29%]) and improving the quality of life (38,610/143,000 [27%]). Mid-COVID-19, finding support was discussed even more often (12,642/29,400 [43%]), and having a sense of agency seemed to become more relevant than it had been pre-COVID-19. In conversations among BA pre-COVID-19, the small amount of positive sentiment was driven by finding support (2312/6800 [34%]); a positive sentiment toward depression was absent in conversations among BA captured mid-COVID-19. Conversations in the AS subpopulation pre-COVID-19 were primarily dominated by finding support (2418/7800 [31%]) and getting access to treatment (1872/7800 [24%]). Mid-COVID-19, a positive sentiment among AS significantly decreased, but the remaining positive sentiment was tied to finding support (141/328 [43%]) and having a sense of agency (138/328 [42%]).
Perceived Barriers

The HBM concept of perceived barriers, which is related to beliefs about internal/external barriers to treatment, was mapped to the mindset of avoiding accessing treatment for their depression and drivers of a negative sentiment toward seeking help or treatment for depression. The way a person handles their depression is related to their mindset, which can range from avoiding to confronting. Avoiding mindsets include denial (ie, ignoring the condition to tolerate it) and troubled (ie, carrying the burden without acting), while confronting mindsets include overcome (ie, reinforcing a positive mindset) and empowered (ie, taking action to feel better).

Pre-COVID-19 conversations indicate that, of all groups, Hispanics had the most avoiding mindsets (112,000/130,233, 86% of conversations), followed by BA (156,000/232,825, 67% of conversations), and AS (37,000/77,083, 48% of conversations); these mindsets were not substantially different mid-COVID-19.

All racial/ethnic groups faced external barriers to getting help for depression. Stigma was a significant driver of negative sentiment in all groups seeking help for depression both pre- and mid-COVID-19. Pre- and mid-COVID-19, BA, Hispanics, and AS all faced more external practical and logistical barriers to getting help (eg, lack of transportation/long commute to the point of care, inability to secure adequate time off or child/elderly care to engage with care) than NHW; among those seeking help for depression mid-COVID-19, 36% (5000/13,878), 31% (4000/12,903), and 29% (1000/3447) of conversations among BA, Hispanics, and AS, respectively, expressed concerns about external barriers compared with 17% (17,000/99,989) of conversations among NHW.

Of all groups, Hispanics most frequently expressed that they did not have access to a support system (mid-COVID-19, 16,327/56,300 [29%] of barriers to seeking help; Figure 4A). Hispanics also mentioned lacking resources for getting help more frequently than other racial/ethnic groups (mid-COVID-19, 23% [8000/34,781] of barriers to getting help). BA also often felt they lacked resources for getting help (mid-COVID-19, 18% [17000/94,442] of barriers to getting help).

Cues to Action

Based on the HBM, cues to action are factors that increase treatment readiness, and these were mapped to neutral sentiments toward depression and drivers for seeking help for depression. The proportion of conversations expressing neutral sentiments toward depression pre- and mid-COVID-19 were relatively consistent among NHW and Hispanics, while conversations with a neutral sentiment decreased among BA and AS, consistent with increasingly negative conversations about depression. Conversations about understanding their situation among Hispanics increased from 15,341 (29%) of 52,900 conversations to 10,560 (48%) of 22,000 conversations pre- to mid-COVID-19 (Figure 4C).

Compared with NHW, Hispanics, BA, and AS had more conversations about looking for information and resources pre-COVID-19 (104,780/403,000 [26%], 19,044/52,900, [36%], 23,250/75,000 [31%], and 8640/27,000 [32%], respectively). Mid-COVID-19, a similar pattern was observed, with a higher proportion of conversations among Hispanics, BA, and AS related to looking for information and resources compared to NHW. There were also fewer conversations among Hispanics, BA, and AS (2860/22,000 [13%], 5817/27,700 [21%], and 2025/7500 [27%], respectively) mid-COVID-19 about seeking support and treatment compared to NHW (78,810/213,000 [37%]).

Among those seeking help for depression, being able to benefit others was a driver among all racial/ethnic groups pre-COVID-19 (less than 25% of drivers [121,000/484,000]) but was not a key driver mid-COVID-19 (less than 2% of drivers [7000/350,000]). Among Hispanics, building a strong support system and being encouraged by an HCP were key drivers to seeking help pre-COVID-19 (29% [4000/13,793] and 22% [6000/27,281] of drivers, respectively), but all positive sentiment toward depression had disappeared mid-COVID-19.

Self-efficacy

Based on the HBM, self-efficacy, which relates to how well or poorly a person is able to cope with a given situation based on the skills they have and the circumstances they face, was mapped to having an empowered mindset about depression in this study. Of all groups, conversations among AS were most likely to indicate an empowered mindset about depression (3000/7317, 41% of conversations), followed by NHW (7000/20,588, 34%), BA (4000/13,793, 29%), and Hispanics (2000/14,285, 14%).

Conversations were also examined to determine the mindsets along the path to treatment. The path to treatment starts with the occurrence or persistence of symptoms, then concern or suspicion that the individual may have depression, seeking information or a diagnosis, treatment, and finally ongoing coping and depression management. Along the path to treatment, NHW and AS displayed the highest levels of empowered mindsets (Figure 5). Conversations indicate that few Hispanics started the path to treatment with an empowered mindset (3000/7317, 41%), though it was still lower proportionately than among NHW (11,000/23,404, 47%).

Across all racial/ethnic groups, the highest level of empowered mindset was observed during the ongoing management phase, suggesting that there is an opportunity to drive adherence to treatment during this phase across racial/ethnic groups.
Discussion

Principal Findings

This study identified online discussions about depression among individuals of all racial/ethnic groups. There were considerable differences between racial/ethnic groups in drivers and barriers to seeking help and treatment for depression pre- and mid-COVID-19. Generally, conversations about depression were more negative mid-COVID-19, with frequent discussions of barriers to seeking care.

The HBM is a value expectancy theory that has been previously used to better understand help- and treatment-seeking behaviors among those with depression [19,20]. All domains of the HBM have been associated with the likelihood that an individual is receiving treatment for depression [27]. Consistent with previous findings, this study suggests that interventions targeting different HBM concepts may have varying impacts on different ethnic groups [27].

Recently, social media data have also been applied to the COVID-19 pandemic to examine topics ranging from trends in discourse to gender differences in mental health outcomes during the pandemic [28,29], though the effects of the COVID-19 pandemic on depression among different racial/ethnic groups remained unexplored. This study further highlights the utility of online conversations for offering insight into how individuals think about and cope with their disease, including those dealing with mental health issues, such as depression [30-32]. To the best of the authors’ knowledge, this study is the first to apply HBM concepts to online conversations to provide new insights into attitudes, mindsets, and help- and treatment-seeking behaviors.
behaviors related to depression among different racial/ethnic groups pre- and mid-COVID-19.

In this study, the majority of conversations among all racial/ethnic groups discussing their depression online had a negative tone. Pre-COVID-19, the highest proportion of negative sentiment was observed among Hispanics, and the high rate of negative sentiment among Hispanics continued mid-COVID-19. A negative sentiment toward depression increased pre- to mid-COVID-19 in other racial/ethnic groups. Though a relatively small proportion of conversations expressed a positive sentiment toward depression, finding support from others was seen as a benefit for most groups. A previous study conducted among African Americans has shown that partnering with community members is a key factor that can facilitate engagement with health care services [33]. Therefore, efforts by community leaders and HCPs to emphasize the benefits of receiving support from one’s own community could help encourage those affected by depression to address their condition.

All racial/ethnic groups who discussed depression online had already seen some negative impacts of depression on their life. For all racial/ethnic groups, perceived barriers to treatment were both internal and external. Internal barriers were mindset driven, and the Hispanic group demonstrated the greatest unwillingness to acknowledge their depressive symptoms; these mindsets did not change with COVID-19. This aligns with previously published studies highlighting the internal stigma with regard to depressive symptoms within the Hispanic community [8,13,16,34]. External barriers to seeking treatment for depression included stigma, lack of support from others, and lack of resources. Stigma and a lack of support from others were particularly relevant for Hispanics and BA, aligning with previous studies that demonstrated how depression symptoms are perceived and responded to among members of these racial/ethnic groups [5,7-9,12,13,16,34]. To effectively help individuals overcome stigma about depression, HCPs should know how to interact with individuals with depression, including the use of person-first behavior; learn about interventions targeting unconscious biases and false beliefs; and understand how they can have an impact on their patients’ recovery [35]. Hispanics, BA, and AS were all more likely to face external barriers to treatment compared to NHW. The barriers to health care observed in this study should be considered in the context of racial/ethnic disparities in health care that have existed and continue to exist throughout the United States [5].

Being able to benefit others was a key driver to seeking help pre-COVID-19 for all racial/ethnic groups; thus, leveraging loved ones and positioning treatment as a way to help those suffering from depression offer and receive support from loved ones are key opportunities for HCPs to trigger action. Furthermore, building a strong support system was the most prominent driver to seeking help for many groups. Thus, mid-COVID-19, creating a support system while observing and promoting social distancing is critical.

Of all racial/ethnic groups, the AS group had the most empowered attitude toward depression. However, once individuals reached the ongoing management stage of the path to treatment, all groups had an increase in the proportion of conversations with an empowered mindset. This provides HCPs with an opportunity to drive adherence to treatment. The HBM can be used as a basis for developing culturally appropriate educational programs and materials that will increase adherence to treatment on an ongoing basis [33,36,37].

In summary, findings from this study demonstrated that individuals of all racial/ethnic groups come online to talk about depression. These findings also underscore the importance of considering how race/ethnicity might impact an individual’s ability to ask for or receive mental health help and the need to make resources and information available in a culturally relevant manner and in appropriate languages, where applicable.

**Limitations**

Limitations of this analysis include the fact that the application of the tenets of the HBM were a priori, which may limit the replicability of these findings. Additionally, only digital conversations were considered; thus, the characteristics of those who join online communities to discuss depression may not reflect the overall population of those with depression, which may limit the reliability and generalizability of these findings. There may also be biases related to the different sources of digital conversations. The fact that only people who self-identified as a specific race/ethnicity were included in the study, that it was not possible to confirm a diagnosis of depression as patients were self-identified as having depression, and that conversations about depression were captured instead of conversations among patients with depression are also sources of possible bias. Despite these limitations, this study used advanced methodology and a large sample size to explore prevalent themes expressed by people of different racial/ethnic backgrounds and how they align with the tenets of the HBM, which can be leveraged to inform culturally competent interventions to address depression.

**Conclusion**

AI-powered data analysis can contribute to better health care communications and patient engagement. This study demonstrated that there were considerable racial/ethnic differences in attitudes and mindsets toward depression and drivers and barriers to seeking help and treatment pre- and mid-COVID-19. These findings may help guide initiatives that proactively educate and empower caregivers, HCPs, and families with culturally sensitive information to contextualize and address depression in their communities. Future studies should aim to replicate these findings with psychometrically validated instruments and using additional theoretical frameworks (eg, other than the HBM) and other minority groups (eg, the lesbian, gay, bisexual, transgender, queer or questioning, intersex, and asexual [LGBTQIA+] community).
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Abstract

Digital health behavior change interventions (DHBCIs) offer users accessible support, yet their promise to improve health behaviors at scale has not been met. One reason for this unmet potential may be a failure to offer users support that is tailored to their personal characteristics and goals. We apply the concept of antifragility to propose how DHBCIs could be better designed to support diverse users' behavior change journeys. We first define antifragility as a feature of an individual's relationship to a particular challenge such that if one is antifragile to a challenge, one is well positioned to benefit from facing that challenge. Second, we introduce antifragile behavior change to describe behavior change processes that leverage person-specific antifragilities to maximize benefits and minimize risk in the behavior change process. While most existing behavior change models focus on improving one's motivation and ability to face challenges, antifragile behavior change complements these models by helping to select challenges that are most likely to produce desired outcomes. Next, we propose three principles by which DHBCIs can help users to develop antifragile behavior change strategies: providing personalized guidance, embracing variance and exploration in choosing behaviors, and prioritizing user agency. Finally, we offer an example of how a DHBCI could be designed to support antifragile behavior change.

(JMIR Form Res 2022;6(6):e32571) doi:10.2196/32571
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The Need for More Effective Digital Health Behavior Change Interventions

Improving health behaviors such as eating, exercise, and sleep can profoundly impact one's life. Nonetheless, behavior change is a notoriously difficult and deeply personal process. To support health behavior change, a variety of digital tools and services, called digital health behavior change interventions (DHBCIs), have been developed. Millions of people around the world already use DHBCIs via apps, websites, and wearables, so making these tools maximally beneficial and minimally risky for users is an important goal [1].

Despite enthusiasm about DHBCIs' potential to improve people's health at scale, randomized controlled trials of DHBCIs have not provided strong evidence of improvements in health behaviors or outcomes [2]. Furthermore, a meta-analysis found that physical activity–based DHBCIs were helpful for users with high socioeconomic status (SES) but not for users with low SES, suggesting that more attention is needed to ensure that DHBCIs can support diverse populations [3]. Finally, most users do not engage with DHBCIs sufficiently to achieve intended outcomes [4,5]. In short, DHBCIs are less effective, less engaging, and less accessible than hoped. However, researchers have argued that greater integration of the behavior change theory, aligning with the affordances and limitations of mobile platforms, could improve DHBCIs' effectiveness [2,6,7].
One reason for DHBCIs’ unmet potential may be their inability to offer dynamic support that accounts for users’ personal strengths, weaknesses, and goals. We propose that future DHBCIs will be more successful if they can provide users with information and motivation that is contoured to their needs, helping them make the most of their opportunities to gain from while avoiding barriers and excessive risks. Here, we present the term “antifragile behavior change” to define behavior change processes that are made more efficient by leveraging user-specific factors. Antifragility is a concept that has been applied to economic and biological systems, but its application to behavior change can help identify new ways to tailor and personalize DHBCIs. As such, we put forward principles for designing DHBCIs to support antifragile behavior change and offer an example of a DHBCI that aligns with these principles.

**Antifragile Behavior Change**

**Antifragility**

“Antifragile” is a term coined by Nassim Nicholas Taleb to describe systems that gain from disorder, stressors, or uncertainty (broadly, challenges) [8]. With persistent exposure to a particular challenge, things that are fragile to that challenge break, those that are robust to it stay intact, and those that are antifragile to it get better. Antifragility is not a mindset or other kind of psychological process—it only describes one’s objective likelihood of gain and loss from facing a specific challenge. As a property of individuals, antifragility is a feature of the relation between a person and a particular challenge; all else equal, a student who grows and improves from criticism of their work (ie, is antifragile to the challenge of criticism) will tend to outperform a student who crumbles under (ie, is fragile to) criticism as well as a student who ignores (ie, is robust to) criticism. Nonetheless, a student who is antifragile to criticism may also be fragile to other challenges, such as focusing during long classes.

**Antifragility in Behavior Change**

Behavior change involves persistent and varied challenges, such as difficult workouts, diets, and competing time commitments. One’s level of antifragility, robustness, or fragility to a challenge determines the outcome of their exposure to it. If one is antifragile to a challenge, one is likely to derive outsized benefits from exposure to that challenge compared to their risk of harm. Inversely, if one is fragile to a challenge, exposure risks significant downsides and only affords minor possible benefits (Figure 1). Therefore, effectively choosing the challenges one faces is critical to successful behavior change: spending too much effort on challenges to which one is fragile is inefficient and potentially counterproductive, while not spending enough effort on challenges to which one is antifragile forgoes opportunity for gain.

**Figure 1.** Mapping probability distributions to a behavior change context, positive (favorable) outcomes are viewed as progress toward successful behavior change or other benefits and negative (unfavorable) outcomes as movement toward giving up on one’s behavior change goal or other unintended consequences. In this model, each challenge has a unique probability distribution based on individual and contextual factors. As an individual continues exposure to a challenge, their outcomes can be seen as repeated samples from the challenge’s distribution.

Of course, it can be difficult to determine if one is fragile, robust, or antifragile to a given challenge; this uncertainty is inherent to the behavior change process. Exposure to a challenge can impact several domains of one’s life over varying timespans, so the benefits and risks of a challenge may be hard to predict and detect. Moreover, one’s relation to challenges is dynamic, changing as one progresses through the behavior change process and alongside various other life factors. Another source of this uncertainty is personal and situational context; one cannot be labeled as fragile or antifragile to a challenge without an understanding of the context in which one faces that challenge. For example, the potential outcomes of a 30-minute walk outside
differ depending on factors such as one’s walking ability and their neighborhood’s safety. Addressing the meta-challenge of choosing which challenges to pursue, how much, and how often, is key for successful behavior change.

**Defining Antifragile Behavior Change**

We define antifragile behavior change as a behavior change strategy wherein one faces challenges to which they are antifragile and avoids those to which they are fragile. We claim that such a strategy should be maximally efficient in aiding progress toward one’s behavior change goal while avoiding setbacks and other negative outcomes. Although the concept is intuitive (put most simply, “do what works for you, don’t do what doesn’t”), creating and maintaining an antifragile behavior change strategy requires detailed self-knowledge, careful monitoring of outcomes, and possibly expert guidance to help identify one’s opportunities, risks, and blind spots.

**Relation to Other Behavior Change Strategies**

Antifragile behavior change provides a unique perspective that complements other models of health behavior change. While existing behavior change models generally focus on improving one’s motivation and ability to face challenges, antifragile behavior change asserts that these efforts are only useful if those challenges lead to desired outcomes. For example, models such as self-efficacy, mental contrasting, self-control, risk aversion, and a growth mindset are concerned with one’s beliefs and attitudes toward challenges [9-11]. Similarly, the Fogg Behavior Model (FBM) identifies how contextual factors might trigger, facilitate, or discourage facing a challenge [12]. Other models such as the START (Specificity, Timing, Acquisition, Rewards and feedback, and Tools) model aim to help individuals set actionable goals [13]. However, all of these models take for granted that the challenges they help one to pursue will efficiently lead to desired outcomes. Antifragile behavior change fills a gap in these models by providing a framework that informs which challenges to pursue and which ones to avoid.

This is not to say that attitudes and supports for behavior change are not important. First, these models are valuable within the context of antifragile behavior change because they shape the nature of a challenge, and, as such, the costs and benefits that the challenge carries. For example, approaching the challenge of swimming laps with a growth mindset, an attitude of playfulness, and a swimming buddy changes the experience and impact of that swim. Moreover, no matter how beneficial a challenge might be for someone, one must be willing to engage with it to reap those benefits (yet, it is also true that one can be antifragile to a challenge one finds odious and fragile to one they find irresistible). In sum, improving motivation and facilitating behaviors can help an individual effectively engage with challenges, which is necessary but not sufficient for improving outcomes [4].

**Antifragile Behavior Change in Practice**

As an example of antifragile behavior change, a boxer training for a fight may choose to focus their efforts on sparring and meditation because they know that they are antifragile to those challenges, while also training in isolation with a strict diet because they know that they are fragile to the challenges of resisting distraction and temptation. Meanwhile, their extraverted opponent might choose to train around friends and family because they perform better with their support. Both boxers would almost certainly benefit from some training in all relevant domains, but the amount of time and effort that each boxer dedicates to each challenge should depend on their relations to those challenges.

Importantly, both boxers’ strategies would have been shaped by years of working with trainers to try out different challenges and find the ones that work for them. A trainer’s role is to identify their client’s fragilities and antifragilities, use that information to create a strategy that will maximize gains and minimize losses, and then provide structure and motivation to support the execution of the strategy. Next, we propose how a DHBCI can play the role of a trainer for users pursuing behavior change.

**Principles for Designing DHBCIs to Support Antifragile Behavior Change**

**Overview**

DHBCIs designed to support antifragile behavior change aim to make users’ behavior change journeys as productive as possible while avoiding serious downsides. We propose three principles for designing DHBCIs to support antifragile behavior change. First, to help users make the most of their antifragilities and avoid risk from their fragilities, DHBCIs should provide personalized guidance in the process of creating and implementing behavior change strategies. Second, to maximize opportunities to identify antifragilities, DHCBIs should encourage users to explore varied challenges. Third, to avoid unintended downsides, DHBCIs should prioritize user agency in decision-making by avoiding design choices that manipulate user choice and by explaining recommendations. We claim that these principles are flexible enough to be applied to a wide range of DHBCIs.

**Providing Personalized Guidance**

DHBCIs designed to support antifragile behavior change should guide users through their unique behavior change journeys. This guidance should draw from evidence on effective behavior change approaches and be responsive to users’ ever-changing situations. To begin, DHBCIs should help users specify reasonable behavior change goals, drawing from evidence on effective goal setting and data on behavior change outcomes [14]. Next, they should assist users in selecting challenges to which they are likely to be antifragile and creating tailored behavior change plans based on those antifragilities. Finally, DHBCIs should support users in rigorously implementing their behavior change strategies, monitoring their progress, and making adjustments as necessary. This aligns closely with goal-oriented medical care, in which a patient and provider collaborate to provide care that matches a patient’s needs [15].

In each of these stages, DHBCIs can offer users support through information (eg, expert tips and suggested activities), structure (eg, setting a schedule and tracking their progress), and motivation (eg, personalized reminders and a compelling user experience) [16,17]. This guidance can be provided by human...
coaches, virtual conversational agents, or digital features such as text, images, or videos. Guidance should draw from scientific evidence on effective behavior change strategies and data on behavior change outcomes from similar others (if available) [16,17] and also adapt to personal factors.

**Embracing Variance to Identify Antifragile Opportunities**

As noted, the meta-challenge of choosing which challenges to pursue and to what extent is central in antifragile behavior change. Addressing this meta-challenge requires an ongoing and dynamic information gathering process. To approximate one’s antifragilities, one can draw from evidence on behavior change and guidance from domain experts, but one should also personally engage in trial and error. This exploration is useful in the context of behavior change insofar as it can help one identify antifragilities (what Taleb calls “convex tinkering”) [8]. This process is also related to the exploration-exploitation dilemma, in which one must choose between a known and unknown outcome [18]. Once an antifragility is identified, individuals can shift to an exploitation strategy to maximize benefits in that area.

In light of this, DHBCIs should encourage users to continuously explore potential areas of antifragility, as long as such exploration is safe and potentially fruitful. Many current DHBCIs operate through repetition; for example, a DHBCI might send a user the same daily reminder or encourage a few features for repeat use. Instead, DHBCIs should promote exploration by leveraging variety in their design; this might involve offering a range of reminders, features, and interactions to help users find the approaches that work best for them. In addition, DHBCIs should support users in monitoring the impacts of their exploration by prompting user reflection and supporting data input. Importantly, exploration carries risks that should be weighed against its potential benefits; as we discuss below, a DHBCI should not introduce variation in a way that reduces user control.

**Prioritizing User Agency**

Every behavior change journey involves a distinct set of challenges and facing any challenge may have a complex range of impacts on one’s life. Thus, decision-making in behavior change requires a holistic and detailed understanding of the person engaged in behavior change. Because one can likely predict and monitor outcomes from one’s own behavior change efforts better than an outside observer, one should have control over the decision-making process in their behavior change journey—this, again, aligns with goal-oriented medical care, which prioritizes patient decision-making over physician judgement [15]. This is true whether the external observer is a human or an automated system; while smartphone usage data can provide granular insights into a user’s behavior and mental state, it is far from providing a holistic understanding of a user’s life [19,20]. As such, we conclude that DHBCIs must be careful to provide support without undermining user agency.

Many DHBCIs employ nontransparent nudges, which attempt to relieve users of the psychological friction of making difficult choices by nudging them toward desired behaviors without their awareness [21]. In reducing users’ agency without sufficient information to reliably predict outcomes, these nontransparent nudges put users at risk of unintended downsides. The adverse spillover and second-order effects of these nudges into other domains of users’ lives are extremely difficult to predict and potentially costly [8,22]; a DHBCI designed to optimize one’s fitness will not simultaneously optimize one’s overall well-being or one’s roles as a friend and parent. Thus, efforts to shift user behavior without continuous user consent are inconsistent with antifragile behavior change.

In addition to avoiding nontransparent nudging, DHBCIs also need to encourage users to interact with their content critically. Specifically, DHBCIs should provide explanations to justify and contextualize their recommendations. For example, if a smartwatch running app suggests that a user take a rest day, it should explain why it is doing so and indicate its confidence in that suggestion (eg, “for most people with your level of experience, taking a rest day after training as hard as you did today is moderately helpful for building long-term endurance and avoiding injuries”). Without such explanations, a user might overestimate the accuracy or impact of a recommendation that is ultimately not well suited to their needs. In addition to prioritizing user agency in decision-making, explaining recommendations can increase DHBCIs’ effectiveness and trustworthiness [23].

As in the Greek myth of Procrustes, who, in an attempt to give each of his guests a perfect night’s sleep, stretches them out or amputates their legs to make them exactly fit his bed’s length, a DHBCI that attempts to optimize behavior change from the outside can misjudge users’ needs and cause unintended consequences [8]. As DHBCIs become more ubiquitous and engaging in the coming years, eliminating the risk of iatrogenic effects will be increasingly important. DHBCIs designed for antifragility should avoid using nontransparent nudges and offering recommendations without explaining them. Instead, they should prioritize user agency by providing transparent support that reflects the best available evidence, while also explaining the logic, strengths, and limitations of that support. Such guidance can empower users to make informed decisions within the dynamic contexts of their lives.

Based on the design principles we proposed—personalizing guidance, embracing variance, and prioritizing user agency—we offer a brief conceptualization of how well a DHBCI supports antifragile behavior change in **Textbox 1.**
Textbox 1. Considerations to determine how well a digital health behavior change intervention aligns with our principles of design to support antifragile behavior change.

Does the DHBCI...

- **Principle: personalize guidance**
  - Help users consider possible costs and benefits of challenges?
  - Help users monitor the impacts of their choices over time?
  - Allow users to personalize their behavior change strategies?
  - Change based on new information or feedback from users?

- **Principle: embrace variation and exploration**
  - Encourage users to try new challenges or interactions?
  - Introduce a variety of features over time to support exploration?
  - Prompt user reflection on potentially unhelpful patterns?

- **Principle: prioritize user agency**
  - Avoid nudges that could influence user behavior without consent?
  - Appropriately describe its limitations and uncertainty?
  - Provide users clear explanations for its recommendations?

Alignment With and Differences From Other Perspectives on DHBCIs

**App Behavior Change Scale**

Our design principles are consistent with some of the recommendations for DHBCI design outlined in the App Behavior Change Scale (ABACUS), a tool used to determine the behavior change potential of apps [24]. Specifically, our model aligns with the ABACUS’s recommendations that apps should allow users to “customize and personalize features,” provide “information about the consequences of continuing and discontinuing behavior,” help with “goal setting,” and offer “opportunity to plan for barriers” [24]. Antifragile behavior change explains that this personalization is valuable because the costs and benefits derived from challenges are person- and context-specific.

**FBM**

The FBM, which is based on the observation that motivation, ability, and a prompt are necessary for a desired behavior to take place, has been influential in behavior change and user experience design more generally [12]. Some interpretations and applications of the FBM attempt to support behavior change by promoting nontransparent nudging or other ways of influencing behavior without consent [21]. Our design principle of prioritizing user agency is opposed to such approaches. Nonetheless, the FBM also provides strategies for improving user motivation and simplifying tasks that could be useful for behavior change. We argue that integrating strategies from the FBM, such as increasing user ability to complete behaviors, considering timing and triggers, and addressing core motivators, can be helpful as long as those design choices are employed transparently and do not infringe on user agency [12].

**Efficiency Model of Support**

Our approach parallels Schueller, Tomasino, and Mohr’s Efficiency Model of Support [25], which considers ways to improve the efficiency of human support in behavioral intervention technologies (efficiency is defined as the ratio of benefit accrued to resources devoted to providing that support). Antifragile behavior change concerns the efficiency of the behavior change strategy as a whole: an efficient strategy maximizes progress toward one’s goal while minimizing the chance of abandoning the goal, as visualized in the antifragile distribution in Figure 1. In addition, consistent with our focus on person-specific strategies, the efficiency model of support emphasizes that the ideal type of support is contingent on person-level characteristics and goals [25].

**Example of a DHBCI Designed to Support Antifragile Behavior Change**

Here we sketch an outline for a mobile app–based DHBCI designed to support antifragile behavior change for building physical strength. Our example draws from existing approaches to technology-supported behavior change, including behavior change techniques such as social support and instruction on performing behaviors [16,17,26]. It also aligns with the conceptual and technological architecture proposed by the Behavioral Intervention Technology Model [27]. Finally, it follows McCallum et al’s [28] “n-of-1 evaluation framework for behavior change applications” to inform which user variables are collected, aiming to gain information that can be aggregated and used to improve tailoring with high internal, external, and social validity [28]. Rather than introducing new features, our aim is to demonstrate how our design principles might be implemented in a DHBCI similar to existing ones by highlighting or modifying features with demonstrated real-world effectiveness.
The app begins with a planning phase, in which the user generates a behavior change strategy, followed by an execution or evaluation phase, in which the user provides data to monitor their progress and adjusts their strategy if needed. The app’s user interface centers on visualizations of predicted outcomes of each challenge, in which “prior” predicted outcomes on the basis of information crowdsourced from other users are updated as a user reports their experiences, forming increasingly personalized “posterior” probability distributions (Figure 2).

Figure 2. Three challenges a user might select to incorporate in their behavior change strategy during the planning phase of our digital health behavior change intervention example. The app recommends these challenges to a user based on challenge outcome data reported by other app users with similar characteristics and goals. The initial probability distributions shown are based on outcome data from other users, but as a user reports outcomes from their efforts, their predicted outcome distribution for each challenge is updated.

To begin the planning phase, the app provides the following brief introduction:

In the words of C.T. Vivian, ‘You are made by the struggles you choose.’ To change your behavior, you have to put in effort to face challenges, such as intense workouts or maintaining a good sleep schedule. Choosing the right challenges for you will bring you closer to your goal, but facing the wrong challenges could hold you back or even cause injury. This app will help you to find and maintain the right behavior change strategy for you, but remember that you know yourself best, so you should always consider the app’s recommendations in the context of what is right for you and those around you.

Note that although this introduction explicitly discusses concepts relevant to antifragile behavior change, a DHBCI can be consistent with our design principles without doing so.

Continuing the planning phase, the app asks the user for some personal context, such as their behavior change goal, goal timeline, age, and experience with physical exercise. Based on this information and data from similar people who used the app previously, it presents a series of suggested behavior change challenges that the user can select from to create their strategy. These challenges might include a regular weight lifting regimen, a stretching routine, a macronutrient goal, and refraining from drinking alcohol. Figure 2 provides an example of how these challenges might be presented to users, including distributions to help users visualize risks and opportunities from each challenge. Further, the app provides a series of support options for the user to choose from; for example, motivational nudges and personalized recommendations from the app, instruction on challenges, or access to a peer support community to exchange advice and encouragement. These support options can be further customized, allowing the user to choose the app’s tone (eg, kind and funny or tough and demanding) or their support community’s makeup (eg, women from the age group of 18-30 years or people interested in bodybuilding). Finally, the app creates an editable schedule with all of the user’s selected challenges.

During the execution or evaluation phase, the user completes challenges when scheduled and reports positive and negative impacts that they believe to have resulted from each challenge. These data are used to generate personalized suggestions for adjusting one’s behavior change strategy and to update their predicted outcomes. For example, if a user consistently experiences more downsides than upsides after weight training, the app might recommend power yoga to achieve the same goal from a different approach. Throughout this phase, the app also encourages the user to continue exploring new challenges to discover new areas of antifragility. Finally, the user’s outcome data are aggregated with other users’ data to contribute to the app’s knowledge base of behavior change strategies. Because it gains aggregate information from many users’ successes and failures, the app itself can be seen as antifragile to its users’ efforts.

Figure 2 shows the three challenges a user might select to incorporate in their behavior change strategy during the planning phase of our DHBCI example. The app recommends these...
challenges to a user on the basis of challenge outcome data reported by other app users with similar characteristics and goals. The initial probability distributions shown are based on outcome data from other users, but as a user reports outcomes from their efforts, their predicted outcome distribution for each challenge is updated.

Future Directions

Our paper presents antifragile behavior change as a theoretical concept that can be useful for DHBCI design. Future work can test this concept and potentially validate and extend it. First, advancing the understanding of antifragile behavior change will require measures to assess whether DHBCIs conform to the principles we proposed.Textbox 1 provides some conceptual considerations of how well a digital intervention aligns with antifragile behavior change, which might be adapted into a formal measure or assessment. Once a measure is created and validated, it opens up the possibility of addressing various research questions; for example, how well do different commercially available DHBCIs use antifragile behavior change principles, and do such interventions result in greater impact or engagement? Second, both researchers and developers could integrate antifragile behavior change principles into their designs. For researchers, this would enable tests of antifragile behavior change’s effectiveness: comparing DHBCIs and DHBCI features that align with the principles of antifragile behavior change to those that do not in terms of behavior change, health, and engagement outcomes. For developers, this represents another way to incorporate conceptually grounded behavior change techniques into their products. Third, research is needed to test our design principles across different DHBCIs and populations, examining the externalities of antifragile behavior change and trade-offs between strategies. For example, removing design elements that could threaten user agency might make it harder to tailor content, thereby decreasing some users’ willingness to engage with an app’s recommendations. These directions could help extend our suggestions into research and applications for the field.

Conclusions

DHBCIs hold great potential to help people improve their health-related behaviors and overall well-being, but their promise has been held back by a failure to provide support that fits the contours of diverse users’ lives. Viewing DHBCIs through the lens of antifragility reveals both opportunities for advancement and reasons for caution. We presented three principles for designing DHBCIs to support antifragile behavior change. First, DHBCIs should provide personalized guidance to fit user-specific fragilities and antifragilities throughout the behavior change process. Second, DHBCIs should encourage users to explore varied challenges to discover new areas of antifragility. Third, DHBCIs should not limit user control in an attempt to make behavior change easier, as such efforts to optimize users’ lives from the top down can inadvertently cause harm. We claim that integrating these principles into DHBCI design will improve these tools’ abilities to support users across diverse populations. We hope that this paper will spark interest in reconsidering DHBCIs from the perspective of antifragile behavior change, both among DHBCI developers and behavior change researchers.
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Abstract

Background: Public health scientists have used spatial tools such as web-based Geographical Information System (GIS) applications to monitor and forecast the progression of the COVID-19 pandemic and track the impact of their interventions. The ability to track SARS-CoV-2 variants and incorporate the social determinants of health with street-level granularity can facilitate the identification of local outbreaks, highlight variant-specific geospatial epidemiology, and inform effective interventions. We developed a novel dashboard, the University of Massachusetts’ Graphical user interface for Geographic Information (MAGGI) variant tracking system that combines GIS, health-associated sociodemographic data, and viral genomic data to visualize the spatiotemporal incidence of SARS-CoV-2 variants with street-level resolution while safeguarding protected health information. The specificity and richness of the dashboard enhance the local understanding of variant introductions and transmissions so that appropriate public health strategies can be devised and evaluated.

Objective: We developed a web-based dashboard that simultaneously visualizes the geographic distribution of SARS-CoV-2 variants in Central Massachusetts, the social determinants of health, and vaccination data to support public health efforts to locally mitigate the impact of the COVID-19 pandemic.

Methods: MAGGI uses a server-client model–based system, enabling users to access data and visualizations via an encrypted web browser, thus securing patient health information. We integrated data from electronic medical records, SARS-CoV-2 genomic analysis, and public health resources. We developed the following functionalities into MAGGI: spatial and temporal selection capability by zip codes of interest, the detection of variant clusters, and a tool to display variant distribution by the social determinants of health. MAGGI was built on the Environmental Systems Research Institute ecosystem and is readily adaptable to monitor other infectious diseases and their variants in real-time.

Results: We created a geo-referenced database and added sociodemographic and viral genomic data to the ArcGIS dashboard that interactively displays Central Massachusetts’ spatiotemporal variants distribution. Genomic epidemiologists and public health officials use MAGGI to show the occurrence of SARS-CoV-2 genomic variants at high geographic resolution and refine the display by selecting a combination of data features such as variant subtype, subject zip codes, or date of COVID-19–positive sample collection. Furthermore, they use it to scale time and space to visualize association patterns between socioeconomics, social vulnerability based on the Centers for Disease Control and Prevention’s social vulnerability index, and vaccination rates.
We launched the system at the University of Massachusetts Chan Medical School to support internal research projects starting in March 2021.

**Conclusions:** We developed a COVID-19 variant surveillance dashboard to advance our geospatial technologies to study SARS-CoV-2 variants transmission dynamics. This real-time, GIS-based tool exemplifies how spatial informatics can support public health officials, genomics epidemiologists, infectious disease specialists, and other researchers to track and study the spread patterns of SARS-CoV-2 variants in our communities.

(JMI]* Form Res 2022;6(6):e37858) doi:10.2196/37858
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**Introduction**

COVID-19 has infected 219 million people resulting in over 4.5 million deaths as of October 2021 [1]. The pandemic has highlighted the role of geographic mapping technologies to provide easy-to-understand indicators such as new cases, confirmed tests, and inpatient rates using spatiotemporal visualizations [2]. For example, public agencies [3] and news media [4,5] have used these visualizations to inform the public about the spread of COVID-19 and explain why officials recommend adopting intervention measures such as mask mandates and vaccinations [6].

Health science has long leveraged Geographical Information System (GIS) spatial analysis and applications [7]. GIS offers an interactive and efficient approach to revealing meaningful patterns and associations [8] that would be otherwise difficult to visualize using traditional figures and tables. As a result, researchers are increasingly using spatial analysis to study the impacts of COVID-19 [9,10] or understand the relationship between COVID-19 cases and sociodemographic or economic data and vaccination rates in local environments [11-13].

With the constant technological evolution of GIS platforms, many geospatial online dashboards are available for monitoring COVID-19 worldwide [14,15]. The COVID-19 dashboard developed by John Hopkins University is arguably the most popular and stands out for its effectiveness at capturing new cases around the globe [16]. Meanwhile, the Centers for Disease Control and Prevention’s National Healthcare Safety Network has also developed a geospatial dashboard for COVID-19 infection data analysis and prevention [17]. Most GIS systems, however, track data with coarse geographic resolution (eg, state or county). Further, few GIS systems track the spatiotemporal transition dynamics of SARS-CoV-2 variants [18].

The impact of using genomic epidemiology to monitor the COVID-19 pandemic has been profound, as it provides unprecedented detail into the appearance and global dissemination of SARS-CoV-2 variants [19-24]. In addition, phylogenetic-epidemiological analysis has enabled the reconstruction of super-spreader events [25]. Notably, these analyses have illustrated the power of combining epidemiological analytics with deep viral genome sequencing to gain fundamental insights into mutational dynamics and transmission properties [26]. Meanwhile, researchers have developed visualization tools to analyze phylogenetics spatially [27-29], albeit with a coarse geospatial resolution due to poor detail in data collection.

A detailed analysis of the demographic and social determinants of disease risk provides insights into how social characteristics impact health risks and disparities [30-32]. For many infectious diseases, populations of lower socioeconomic status tend to be associated with higher disease prevalence [33-35]. Typically, GIS dashboards fail to incorporate the socioeconomic correlates of health that could provide a deeper understanding of transmission dynamics when combined with geographic and genomic data.

This paper presents the development of the University of Massachusetts’ Graphical user interface for Geographic Information (MAGGI) variant tracking system, a GIS dashboard that integrates genomics and socioeconomic data into a high-resolution geographical dashboard. Our aims for developing MAGGI were to (1) track the transition dynamics of SARS-CoV-2 variants across space and time, (2) identify geographical areas at high risk for transmission using variant cluster risk analysis, and (3) assess socioeconomic risk factors within these high-risk areas.

**Methods**

**Ethics Approval**

This study was approved by the University of Massachusetts (UMass) Chan Medical School Institution Review Board (protocol H00021561).

**Data Source**

Data incorporated into MAGGI originates from multiple sources, including the American Community Survey [36], Massachusetts Department of Public Health (DPH) [37], Centers for Disease Control and Prevention [38], and the UMass Chan Medical School clinical research data warehouse (RDW). The RDW combines data from the UMass Memorial electronic health record system from Epic, Allscripts, and Soarian. Next, we used the 2018 American Community Survey 5-year data to extract zip code–level social demographic data, including race, ethnicity, median family income, housing, language, poverty, and population density. We downloaded the ZIP Code Tabulation Areas (ZCTA) data from the census, and ZCTA are what we used in the MAGGI system. However, we used zip code as a proxy of ZCTA since the latter will be the same as its zip code in most cases and the term zip code is more commonly...
used and known. Finally, we obtained the COVID-19 vaccination rate data from the Massachusetts DPH and the social vulnerability index from the Centers for Disease Control and Prevention [33].

Remnant positive SARS-CoV-2 test patient samples (swab and saliva) from the UMass Memorial Health Care system were collected and archived by the UMCCTS Biospecimen bank. Sample aliquots were transferred to the UMass Center for Microbiome research for SARS-CoV-2 genomic extraction and sequencing. Sequencing libraries were prepared using NEBNext ARTIC SARS-CoV-2 FS Library Prep Kits and sequenced on the Illumina NextSeq 500 platform as 75nt paired-end reads per manufacturer protocols. Sequence data were analyzed using the Cecret workflow developed at the Utah Public Health Laboratory that provides SARS-CoV-2 genomic sequence and lineage determinations [39]. The genomic results were then linked to patient data.

Geocoding
Geocoding is the technology used to transform physical street addresses into geographic coordinates such as latitude and longitude, enabling us to place markers on the map. After determining the SARS-CoV-2 genomic sequence and lineage, we geocoded the addresses extracted from electronic medical records using the ArcGIS Pro Geocode function on the secure UMass Amazon Web Service private cloud. All geocoding processes used a local geolocator from the Environmental Systems Research Institute (ESRI). Approximately 10%-15% of the extracted addresses contained errors or represented recent addresses that the ESRI geolocator had yet to capture; we manually corrected these errors with GPS coordinates obtained from Google Maps search results. Next, we randomly geocoded Post Office Box addresses to the area defined by the corresponding zip code. Last, we deidentified the geocoded layer to include only longitude and latitude, strain lineage, sample collection date, and variant type to further protect patient information.

Data Integration
The UMass Memorial Health Care System (UMMHC) is the primary health care provider in Central Massachusetts and has used the Epic electronic health record system [40] beginning in 2017. The Epic Clarity database is our primary source for clinical and demographic data. Viral genomic data resides in a separate database. Consequently, we created a Structured Query Language Server database to link genomic data with clinical data using a universal identifier number. This Structured Query Language database remits data to ArcGIS Pro for geocoding. The polygon geometry from zip code and census tracts was integrated into the geodatabase project. Finally, we designed the geodatabase to organize and store spatial databases, tables, and vector data sets. The geodatabase combines geocoding results, social demographics, social vulnerability, and vaccination data, and then passes the data to ArcGIS Online for web-based mapping (Figure 1).

Data Visualization and Dashboard Development
ArcGIS Online, the ESRI web-based mapping software, enables users to build interactive web maps with user interface instead of JavaScript programming [41]. We created the web map to visualize spatial layers with this tool. The layers include the geocoded results of variant type, socioeconomic data, vaccination status, and social vulnerability index data. ArcGIS Dashboard, the essential component to conveying information by presenting location-based analytics using intuitive and interactive data visualization, was used to add interactive charts and functionalities based on the web map. We leveraged the dashboard’s versatility to enable users to render a variety of charts and selections, which included the following features (item numbers below correspond to the boxed numbers in Figure 2).

Figure 1. Dashboard workflow and technology stack. UMass: University of Massachusetts; AWS: Amazon Web Service.
(1) Variants Selection Panel: We built this variant selection panel using the Category Selector function provided by the ArcGIS dashboard. This panel enables researchers to quickly filter the data to the genomic variants of interest (e.g., Delta and Omicron).

(2) Spatial Selection Tool: We leveraged the Spatial Selection method in the layer actions section provided by the ArcGIS dashboard to enable the interconnection between the genomic variants and socioeconomic layers. This function allows users to investigate patients in selected geographical units such as zip codes and census units. This tool is useful when genomic epidemiologists study and compare variant population trends through various geolocations.

(3) Strain Lineage Pie Chart function: We created this pie chart using the ArcGIS Pie Chart function to determine the lineage distribution proportion at a given time and zip code. It helps measure the dominated variants and calculate relative risk (RR) in a specific time and space.

(4) Time Serial Chart: We built this chart using the ArcGIS Serial Chart function to render sequenced data by time series. It displays the count of patients by month and works with other selection criteria simultaneously to study the variant transmission dynamic across space and time.

(5) Patient Count: Using the ArcGIS Gauge function, we added the patient count gauge to track patient count based on current selection criteria.

(6) Layer Toggle: We enabled the Basemap Switcher function in the ArcGIS dashboard. This function allows users to change the background map among the socioeconomic layers, social vulnerability index, and vaccination layer. In addition, this function helps researchers easily switch and draw potential correlations between layers.

Cluster Detection: We used the Getis-Ord Gi* hot spot analysis [42] provided by ArcGIS Online to detect the spatial cluster of the variant.

Figure 2. The Massachusetts’ Graphical user interface for Geographic Information (MAGGI) application user interface.

Data Security and Sharing
Users must log in to the ArcGIS Online application via a single sign-on with Microsoft multi-factor authentication technology [43]. Access to the dashboard is based on membership or association with the studies, ensuring that only authorized study team members will see the specific study-related dashboard upon log-in. ArcGIS Online offers several grouping categories to restrict access to appropriate users only: organization, groups within an organization, collaborators with an organization, or everyone (public) [44]. For MAGGI, we used this security protocol to set up private groups for local health department administrators to access only data from their respective jurisdictions. Thus, for example, members of the Massachusetts Fitchburg DPH group can only visualize data from the 11 towns managed by their department. In contrast, administrators from the Massachusetts DPH can access and visualize data from the entire state of Massachusetts.

Results

User Interface
An interactive dashboard provides the user interface that allows researchers to study the spatiotemporal trend of the variants as they work through the investigation process. The user interface depicting data relating to SARS-CoV-2 variants from patient infections between May and October 2001 is presented (Figure 2).

Examples of Use Cases

Use Case 1: Variant Surveillance
MAGGI enables members of public health agencies in Massachusetts and genomic epidemiologists to monitor regional viral spread patterns and the emergence of potential new variants and study the impact of new interventions, including the effectiveness of new policy implementations. For example,
genetic epidemiologists use MAGGI to study the relationship between genetic drifts in the genome of SARS-CoV-2 and transmission rate at the local level, thereby revealing unsuspected clusters and evidence for or against suspected transmissions.

**Use Case 2: Spatiotemporal Cluster Detection**

The Hot Spot Analysis tool calculates the cluster risk using the Getis-Ord Gi* statistic [42]. This calculation’s resulting z scores and P values inform us where to locate areas with high- or low-value clusters spatially. This tool functions by comparing the z scores and P values between any location with its neighbors. Regions labeled as “hot spots” must have a statistically significant score compared to their surrounding neighbors. Based on the cluster risk analysis (Getis-Ord Gi*) results, our first use case objective was to explore the social and vaccination determinants associated with detected clusters. Clusters were identified in the Worcester and Leominster areas served by UMMHC and co-located with areas of lower socioeconomic status and low vaccination rates (Figure 3).

Users can further investigate the dissemination of emerging variants. First, a user specifies the variant of interest and selects the zip codes from the map. The map then updates to visualize the infections meeting the criteria. The user then visualizes the distribution in the time series chart and individually inspects each interval by making the appropriate selections. Finally, the user may browse the filtered results via the map and further probe the distribution of emerging variants or clusters.

**Figure 3.** Hot spot analysis (Getis-Ord Gi*) layer overlapping with the social and vaccination determinants layer.

**Use Case 3: Spatial Distribution of Variant Prevalence and RR**

The objective of this use case was to measure the prevalence of variants. Users may use the strain lineage pie chart by configuring the zip code and time interval of interests. They can then observe variant transition dynamics across space and time by opting for a comparison to visualize the progression pattern categorized by demographics and vaccination status. For example, as shown in Figure 4, the Alpha variant progressed from 3% to 48% and from 0% to 69% in Worcester and Marlborough, respectively, between February and April 2021. A comparative visualization as represented in Figure 4 is not available on MAGGI’s user interface. To avoid distraction from an overly complicated pie chart with too many variants, which would be available in MAGGI, we created Figure 4, which only displayed the Alpha variant versus others.

We also calculated the RR of variants for selected geographical regions over time. The RR estimates provide insights on how prevalent a variant is in a specific location compared to the other areas. We used the risk from Central Massachusetts to determine our reference group, and then calculated the RR by dividing the risk from Worcester by the risk from the reference group. For example, we compared the RR of the Delta variant in Worcester with those in other Central Massachusetts regions between May and August 2021 (Table 1). We found that people living in Worcester, the largest city in Central Massachusetts, had a 214% increased risk of Delta infection in May 2021 than those living in other regions in Central Massachusetts. The risk of Delta infection increased rapidly through June and July, and individuals in both Worcester and other Central Massachusetts regions were 20 times more likely to contract the Delta variant in July compared to May 2021. We aimed to probe the social determinants of high RR in the early Delta era at the zip code level, but the small sample size after grouping by zip code and month limited the RR calculation at the zip code level.
Figure 4. Variant tracking from February to April based on Massachusetts’ Graphical user interface for Geographic Information (MAGGI) data.

Table 1. Relative risk of infection with the Delta variant from May to August 2021.

<table>
<thead>
<tr>
<th>Month</th>
<th>Central Massachusetts except Worcester, RR(^a) (95% CI)</th>
<th>Worcester, RR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>May</td>
<td>Ref(^b)</td>
<td>3.14 (2.63-3.64)</td>
</tr>
<tr>
<td>June</td>
<td>5.76 (5.13-6.38)</td>
<td>12.75 (11.99-13.51)</td>
</tr>
<tr>
<td>July</td>
<td>20.29 (19.86-20.72)</td>
<td>22.56 (21.77-23.35)</td>
</tr>
<tr>
<td>August</td>
<td>22.33 (21.90-22.77)</td>
<td>22.34 (21.82-22.87)</td>
</tr>
</tbody>
</table>

\(^a\)RR: relative risk.
\(^b\)Ref: reference group.

Discussion

Principal Findings

We developed MAGGI, a secure platform that enables the spatiotemporal surveillance of the dissemination of SARS-CoV-2 variants. The UMass RDW and ArcGIS Ecosystem provided the foundational tool set for developing this platform. MAGGI is a research tool that is proving to be helpful for research into the socioeconomic and environmental determinants of the COVID-19 pandemic in our local region. Compared to other business intelligence tools, such as Tableau [45], Qlik [46], or Microsoft Power BI [47], the ArcGIS Ecosystem provides more powerful spatial capabilities, such as interactive spatial selection and hot spot cluster analysis. However, the interactive spatiotemporal solution we used can alternatively be developed through a traditional web-mapping approach using JavaScript and open-source spatial databases, such as PostGIS. However, that approach would require several months for a full stack developer and a geospatial team to create and deploy with limited change flexibility due to its resource-intensive coding nature. Although traditional web mapping provides better flexibility in user experience/user interface design, the cost to set up, administer, and support compared to the ArcGIS Ecosystem is greater. Furthermore, we presented our user interface designs in 3 separate meetings to epidemiologists and members of public health agencies, allowing them to provide feedback on the user interface. In the end, they were satisfied with the resulting user interface. For these reasons, we opted to take the ArcGIS route. With the recent development of ArcGIS Online Dashboard, the complexity to develop and deploy an interactive spatial dashboard for disease surveillance or public health management has been significantly reduced. The agility of the whole dashboard creation process enables epidemiologists to promptly determine where and when an infection outbreak occurs and which population it impacts the most.

Our development has multiple strengths. We accrued and sequenced over 5000 clinical samples and engaged genomic epidemiologists to generate questions examining variant transition dynamics in the context of social determinants and vaccination. Currently, the data sets used by the application are updated monthly. Our focus on providing high-resolution GIS is unique and relevant to current times given the COVID-19 pandemic. The Massachusetts DPH is interested in adopting
MAGGI. With the continual emergence of fast-spreading SARS-CoV-2 variants such as Delta and Omicron, GIS technology around COVID-19 will only become more important as this technology advances and the adoption of the technology increases.

Limitations
MAGGI is limited to UMMHC data. Therefore, we only captured patients who got their COVID-19 tests at UMMHC, and MAGGI is more likely to include patients who live near UMass Memorial Hospitals in Central Massachusetts. COVID-19 testing data becomes less accurate as we get further away from the hospital, thus limiting the generalizability of the findings using our tool. We hope to solve this issue by accessing data at the state level. In that case, sequencing data from all hospitals in Massachusetts will populate MAGGI, allowing researchers to make more informed investigations on variants, leading to breaking down the barrier. Another limitation of our tool is the small cohort size that it tracks, with 5000 specimens sequenced at this time.

Future Direction
In the future, we plan to enhance the application in several ways. First, we will be automating data transfer and geoprocessing from the UMass Center for Microbiome Research into the MAGGI system to provide near real-time data analysis with a daily turnaround time instead of monthly. Second, we plan to aggregate street-level data to census geographical units (block groups, tracts) or zip code for the entire MAGGI system and create a public version of this tool so that it can be accessed by the general public. Third, we plan to create ArcGIS StoryMaps, a tool that enables researchers to create interactive narratives around their ideas with a strong sense of place [48]. We identified the ease and efficiency of making an informative presentation using StoryMaps when presenting to Massachusetts DPH officials. With collective feedback from epidemiologists and public officers, we will further polish and enhance the user experience of our tool. Finally, we will add new layers that could expose spatial clusters and hot spots of variants to enrich the geospatial mining ability to detect abnormal regions. Our goal is to enable deep phenotyping analytics using MAGGI to ultimately help our researchers identify actionable interventions.
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Abstract

Background: Uncertainties are omnipresent in health care, but little is known about general practitioners’ (GPs) professional uncertainties concerning digital consultations. This is problematic, as many countries have undergone an extensive digital transformation.

Objective: The aim of this study was to explore the professional uncertainties that emerged among Danish GPs with the introduction of video consultations.

Methods: We conducted qualitative interviews with 15 Danish GPs during the beginning of the COVID-19 pandemic in 2020. The interviews were analyzed using an abductive approach.

Results: We identified 3 categories of uncertainty: integrity, setting, and interaction. Respectively, these 3 categories of uncertainty refer to (1) uncertainties related to how technology may impede the provision of health care; (2) uncertainties related to the potentials of video technology; and (3) uncertainties related to how the video consultation technology affects interactions with patients.

Conclusions: The uncertainties experienced by Danish GPs appear to be a typical reaction to the introduction of new technology. Embedding video consultation technology into GPs’ working routines will take time, and GPs do not necessarily feel intuitively capable of transferring their abilities, such as being good and socially present for video-mediated consultations. The heterogeneity of professional uncertainties experienced among the GPs suggests that they are the product of individual GP-technology relationships—not of the technology in itself. Consequently, we cannot expect that uncertainties can be remedied by changing or precluding new technology.

(JMIR Form Res 2022;6(6):e36289) doi:10.2196/36289
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Introduction

Background

“Whether a physician is defining a disease, making a diagnosis, selecting a procedure, observing outcomes, assessing probabilities, assigning preferences, or putting it all together” [1], every physician activity can be linked to uncertainty. Uncertainty in health care is a challenge many have acknowledged and made visible, and many conceptual meanings have been attributed to it. In their conceptual taxonomy of the varieties of uncertainty in health care, Han et al [2] defined
uncertainty as fundamentally being “the subjective perception of ignorance” that “makes possible the many manifestations of uncertainty catalogued in conventional definitions of the term—for example, feelings of doubt, perceptions of indefiniteness, indeterminacy, unreliability, and so on.” Furthermore, uncertainties in health care vary. According to Han et al [2], the uncertainties can be disease-centered and relate to “diagnosis, prognosis, causal explanations, and treatment recommendation”; they can relate to “structures and processes of care”; or they can be personal and relate to “psychosocial and existential issues.”

One aspect of increasing pertinence for health care is assessing the impact of the digital transformation of health care services, such as the implementation of digital consultations, including both email and, most recently, video consultations. Although video consultations are not “straightforward replacements” of physical consultations [3], they are increasingly being used for certain health problems [4]. The important insights about uncertainties in health care mentioned above have not yet been translated to health care professionals’ uncertainties related to digital consultations. Consequently, little is known about the role that technologies play in health care professionals’ experiences of uncertainty, and even less is known about how feelings of uncertainty concerning digital consultations can be reduced to optimize care and health care professionals’ well-being. This is particularly problematic considering how modern health care systems in many countries have undergone a digital transformation in the past decades, which was accelerated during the COVID-19 pandemic. Research shows that technology can either alleviate clinicians’ stress or contribute to it, depending on its perceived usability [5,6].

During the COVID-19 pandemic in Denmark, video consultation technology was rapidly implemented in general practice and made available to all patients via the mobile app Min Læge (“My Doctor” in Danish) as an alternative to face-to-face consultations. Moreover, Danish health authorities encouraged patients to use video consultations to decrease the transmission of COVID-19 [7,8]. From the beginning of the pandemic in March 2020 to December 2020, 2.6% of all general practice consultations in Denmark were video consultations (not including email and telephone consultations) [9]. The number of video consultations peaked during the first lockdown period in March. However, as society gradually reopened, a rapid decline in video consultations occurred [10]. Although a collective agreement between the Organisation of General Practitioners and Danish Regions suggests and financially supports the continuous use of video consultations in general practice [11], 2.6% suggests a limited adaptation to this new consultation form that might be related to perceived uncertainties among general practitioners (GPs). Research shows that successful adoption of technology depends on continuing use [12]. However, as put forward by Carey and Martin [12], “[un]certainty is a core characteristic associated with new media,” and in organizations, employees may not accept the implementation of a new media service even if the organization in question needs it. The introduction and implementation of technology for new patient-provider communication practices, such as video consultations, may also be associated with uncertainties related to new expectations, roles, and working procedures [13-16]. In relation to the recent implementation of video consultations, GPs were found to have mixed experiences, and there is some ambivalence regarding the benefits. Even though some GPs find video consultations to be advantageous, for instance, in that they invite concise and focused consultations, others have indicated disadvantages, such as losing a sense of connection and intimacy with their patients [17]. Furthermore, due to concerns about missing patients’ symptoms, some GPs feel that video consultations can compromise the quality of medical work [18].

Objective
To date, few studies have been conducted on GPs’ perceived uncertainties related to video consultations, which were rapidly implemented due to the COVID-19 pandemic [19]. With this study, we sought to explore this gap in the research. More specifically, we asked the following question: which professional uncertainties among Danish GPs emerged with the introduction of video consultations in connection with COVID-19?

Exploring this question will provide insights into how the sustained use of video consultations in general practice in Denmark and elsewhere can be optimized, as identifying and categorizing uncertainties can help to address them.

Methods

Data Collection
This study is part of a larger qualitative research project exploring the implications of the use of video consultations as experienced by Danish GPs and patients. The data corpus in the project consists of semistructured interviews with users of video consultations (patients and GPs) and recordings of video consultations. In this paper, we draw on data from interviews with 15 GPs from different clinics: 8 men and 7 women aged 39-61 years from 4 (out of 5) different Danish regions (see Table 1). Of the 15 GPs, 9 had not used video consultations before the onset of the pandemic. Of the GPs who had conducted consultations through video before the pandemic, 5 had used it as persons testing the video technology system, of which 4 had only used it to a very limited extent. The GPs we interviewed were not selected based on any specific inclusion or exclusion criteria, but rather through a convenience sampling technique [20]. This is due to not many GPs having experience with video consultations at the time of our data collection. We were, however, able to secure a variation in the GPs’ age and gender and in which region they worked.

Semistructured interviews with the GPs were conducted by ECL and a junior researcher either by phone, video (Zoom, Teams), or at a physical meeting in the clinic. The interviews followed a semistructured interview guide and took place in 2020 during the beginning of the COVID-19 pandemic. The purpose of using a semistructured interview guide was to understand video consultations from the perspective of the GPs [21], allowing room for individual opinions and experiences. Adjustments were made to the interview guide during the period of data collection, as interviewees inspired new interview questions.
Examples of interview questions include the following: “How have you experienced participating in video consultations with patients?”; “What does it mean for your professional relationship with the patient that your consultation takes place via a screen?”; and “Did you feel comfortable letting your consultation take place as a video consultation? If yes/no, what was the reason?” Interviews were audio-recorded and transcribed verbatim by ECL and a student assistant concurrent with the data collection.

Table 1. General practitioner characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Our participant sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>39-61 years</td>
</tr>
<tr>
<td>Gender</td>
<td>8 men and 7 women</td>
</tr>
<tr>
<td>Geographical dispersion</td>
<td>4 out of 5 Danish regions</td>
</tr>
</tbody>
</table>

Data Analysis

The analysis was conducted and developed by the authors of this paper: 3 with a background in media studies and 1 with a background in humanistic health research. All authors have an academic interest in health and media, and 3 have general practice as their clinical research setting and collaborate with GPs who are also researchers. All authors carefully read the transcribed interviews. For the purpose of this paper, we analyzed the data through 2 major stages of coding: first stage and second stage. In the first cycle of coding, researchers initially assign codes to data chunks; in the second cycle of coding, researchers then work with these codes by grouping the codes, such as into categories or themes [22]. MN initially read the interviews and identified various uncertainties through inductive coding using the computer-assisted qualitative data analysis software NVivo (version 12; QSR International). This process served as the first cycle coding of the data [22]. The identified uncertainties were discussed among all authors, and in the second cycle of coding [22], we grouped the data from the coding into 3 general categories. Previous research on uncertainties [2,23] informed our discussions of the data material and our abductive analysis [24]. As such, we went back and forth between the analytical work and previous research, allowing for new insights to emerge from the data while also considering existing research [25]. Through this abductive process, we were able to contribute to the existing research on uncertainties while also not being constrained by previous knowledge.

In our analysis, we focused on GPs’ uncertainties in relation to video consultations by focusing on the experiential aspect, as experience “is the place where the mutual relation between human beings and their world can be localized” [26].

Ethics Approval

All patients gave written consent and were informed that participation in the study was voluntary. The study was approved by the institutional board of the University of Southern Denmark and the Research and Innovation Organisation (approval number 10.971) and was conducted in accordance with the General Data Protection Regulation.

Results

Analytical Categories

Below, we present the analytical categories integrity, setting, and interaction using examples that show the nuances and heterogeneities in the uncertainties that the GPs experienced in connection with the introduction of video consultations. The quotes used to exemplify were translated from Danish to English. Each category includes 2 or 3 subcategories, as shown in Table 2.

The categories are not sharply delimited. Rather, they are fluid categories that can help with understanding the variety of the GPs’ uncertainties; hence, they are not mutually exclusive. This also means that the categories partially overlap.

Table 2. Categories of professional uncertainties that emerged among Danish general practitioners with the introduction of video consultations.

<table>
<thead>
<tr>
<th>Category</th>
<th>Subcategory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrity</td>
<td>• medical diagnostic</td>
</tr>
<tr>
<td></td>
<td>• ethical responsibilities</td>
</tr>
<tr>
<td>Setting</td>
<td>• off-screen setting</td>
</tr>
<tr>
<td>Setting</td>
<td>• on-screen setting</td>
</tr>
<tr>
<td>Interaction</td>
<td>• challenges with focusing and concentrating</td>
</tr>
<tr>
<td>Interaction</td>
<td>• challenges with staying present in the web-based environment</td>
</tr>
<tr>
<td>Interaction</td>
<td>• challenges with showing emotions in the mediated environment without being able to physically touch each other</td>
</tr>
</tbody>
</table>
Integrity

The category integrity comprises the uncertainties that the GPs experienced when having to execute their medical responsibilities through a video consultation. We understand integrity in this study as something that “creates the ethical obligation to adhere to standards of intellectual and moral excellence in individual patient care” [27]. The uncertainties relating to integrity revolve around how the use of video consultation technology might impede the provision of health care, potentially bringing the GPs’ professionalism into disrepute. Integrity-related uncertainties include the following subcategories: (1) medical diagnostic, (2) ethical responsibilities, and (3) juridical responsibilities.

First, the GPs experienced uncertainties related to medical diagnostics. The GPs expressed how they wished to provide their patients with high-quality care but felt their level of service was compromised due to the use of video consultations. Consequently, some of the GPs expressed that video consultations made them feel “so far away from the GP I want to be” (GP #2). Furthermore, one GP explained, “Just because video has been introduced, we shouldn’t create a discounted version of general practice” (GP #3).

In general, the uncertainties relating to medical diagnostics revolved around the GPs feeling sensorily limited due to the video consultation technology only offering the GP a partial view of the patient and precluding the GPs’ other senses, including the ability to smell, touch, and feel. Thus, the video consultation technology limited the information available about the patient. The GPs referenced how they would normally get information about the patient “for free” in physical consultations where all their senses could be used. Specifically, the inability to use all senses was associated with situations in which information was retrieved that exceeded the actual medical problem the patients had made an appointment for. One GP explained the following:

I can’t see how they get up from the waiting room and how they enter the consultation room. I don’t see how they huff and puff, because when I talk to them in the video consultation, they are sitting still in their chair. [GP #5]

Similarly, another GP explained that “sometimes, you also use your sense of smell to see if people smell of alcohol or are well-groomed, or what do I know” (GP #8).

As such, through video consultations, GPs explained that they do not have the same fine-tuned way of sensing their patients as they do in physical consultations. Moreover, some of the GPs expressed uncertainties in connection with the assessment of birthmarks, details of skin eruption, colors, weight, and sore throats through video consultations. These uncertainties appeared to be ascribable to a fear of providing a poorer medical service and inefficient care when consultations were conducted over video. As one GP said, “if you increasingly introduce video consultations in general practice, then you compromise your medical professionalism and you compromise the efficiency” (GP #5).

Second, uncertainties related to integrity also included ethical responsibilities. The GPs came to question their own ethical behavior as a result of having their senses limited. For instance, one GP questioned the ethical appropriateness of asking a patient to film body parts (e.g., their thighs and behind) to gather more information about the patient, such as if a patient was suspected to have put on weight: “Well, we might get better at [asking], ‘Could you film all of you?’ Or...But it’s also a little boundary-crossing, you know?” (GP #2).

Similarly, another GP questioned whether patients perceived it as intimidating to get undressed in front of a video camera. The GP described their considerations as follows:

It might be that it is easier for them to show—how do you put it?—eczema on their breast, and that it’s me who finds it more intimidating that they have to sit in their [own] bathroom and lift up their breast, you know?...They [might] think it’s nicer there, than sitting in some man’s office taking off their bra. [GP #9]

Third, uncertainties related to integrity also included whether GPs can legally stand by the assessments they make over video. Not many GPs explicitly expressed these uncertainties, but one GP stated the following:

You’re behind on points. If something goes wrong...then, naturally, there’s a big difference in whether you have seen the patient or not seen the patient from a medico-legal point of view. [GP #1]

The GP further expressed legal uncertainties about whether seeing a patient through video could be acknowledged as “a proper basis for diagnosing and starting treatments” (GP #1). Consequently, this GP expressed uncertainties about whether the use of video consultations could create legal issues, potentially challenging or risking their professionalism.

Above, we described the 3 subcategories of uncertainties related to integrity. We identified integrity uncertainties among most of the GPs we interviewed. Some, however, expressed that they were not affected by uncertainties related to integrity, as can be seen in the following answer to the question on whether the GP felt professionally safe when diagnosing a patient through a screen: “Yes, I felt comfortable with that” (GP #9). Similarly, another GP answered an interview question on whether they felt sufficiently professional when seeing a patient over video by saying “Yes, I haven’t really had any concerns about that’ (GP #7).

Some GPs were thus comfortable with making decisions about patients’ health after having seen them through a video consultation. Although recognizing that some aspects of patients’ health issues might be missed in a video consultation (one GP, for instance, expressed when using video consultations, they missed the last 5% of the total amount of information available about the patient), it was highlighted that “[GPs] could get better at making decisions without [the last 5%]” (GP #12). Thus, the GP suggested that it could be possible to make decisions about a patient’s health even if GPs are missing the small percentage of information that the video consultation does not transfer regarding the patient.
Setting

The category setting comprises the uncertainties that the GPs experienced in relation to the video technology’s potentials. This category relates to the execution of video consultations and includes the following subcategories: (1) off-screen setting and (2) on-screen setting.

First, uncertainties related to off-screen setting emerged because, for many GPs, the video consultation had not become a routine consultation form. Rather, most of the GPs were thrown into the use of video consultations because of the pandemic. Consequently, routines and habits related to video consultations did not exist for patients, GPs, or other health professionals in the GP clinic. One GP questioned how to build a video consultation culture among patients and explained how the patient “also has to sit down, also has to sit in a room without interferences. They can’t be on their way to the bakery, they can’t be driving their car or...” (GP #5). The GP added that “my own culture around having a video consultation is not very developed” (GP #5).

Another GP explained how hybrid practices (ie, the alternation between onsite and video consultations) were not part of everyday life in the clinic and at times created awkward situations:

...it’s a bit awkward when I’m sitting and looking in [to the computer], and then a resident comes knocking on my door and “knock knock knock” and “Could you help me with a blood sample?” [GP #9]

Thus, the GPs were uncertain about how to deal with the off-screen aspects of video consultations.

Uncertainties related to the category setting also included on-screen setting uncertainties. Some GPs experienced difficulties with using the computer software when consulting. For example, they considered the new procedure for booking video consultations difficult and found it tricky to look at files on the computer while also having the image of the patient on the screen. Furthermore, some GPs feared that they would unintentionally share their screen: “I might accidentally share some things that I shouldn’t share with them [during the video consultation]” (GP #5).

Related to the execution of the consultation, we also identified uncertainties among the interviewed GPs regarding how to adjust their consultation practice to the video medium. One GP talked about their uncertainties regarding how to look at a patient’s journal on the computer that was also being used for the video consultation.

And the patients, for instance, can’t see that as of right now I’m looking in their journal. They can’t follow in the same way as if they are sitting here [at the GP’s office], then they can see that right now I’m looking at blood samples from the last time [they visited]. If they’re sitting at home, they can only see my head and I have to say out loud: “You know what, just a moment. I’ll go look,” and then you have to remove the image and such. [GP #9]

In sum, the lack of established culture and practices around video consultations created uncertainties about how to create the best setting for a video consultation.

Interaction

The category interaction comprises the uncertainties that emerged in the GPs’ interactions with patients in video consultations. Examples of these uncertainties are presented in the following 3 subcategories: (1) challenges with focusing and concentrating, (2) challenges with staying present with the patient in the web-based environment, and (3) challenges with showing emotions in the mediated environment without being able to physically touch each other.

First, challenges with being able to focus and concentrate, especially during longer consultations (eg, talk therapy), were mentioned by several GPs. They stated that they experienced uncertainties related to staying focused and the risk of turning to other tasks during video consultations, such as reading emails. One GP explained the following:

And then I also just think it’s difficult to concentrate. Basically, you can do all sorts of things at the same time, read emails and reply to things. [GP #2]

Moreover, the ability to focus and concentrate was experienced as challenging because computers are used for other tasks, such as communication on social media and messages of various kinds (Messenger, Facebook). For example, notifications from other programs that popped up behind the video consultation were perceived as distracting, or as one GP explained: “When you’re sitting with your main communication organ in front of you in which all your Facebook thingies appear, then that is constantly disrupting in the background” (GP #4).

Second, regarding the uncertainties connected to the inability to stay present with a patient in the web-based environment, the above-cited GP emphasized that they felt they were not fully present in the video consultation, stating simply, “I’m not as present, I mean” (GP #2).

Furthermore, some, though not all, GPs experienced difficulties with making eye contact with their patients, to which relational importance was accorded. One GP said the following:

But I think it’s hard for me to have eye contact with the patient. I have to have eye contact with the camera, but I can’t see if they… I mean, I have to choose: should they see my eyes, or should I see theirs, you know? [GP #4]

Using video consultations may cause GPs to feel as if they must choose between looking at their patient and allowing the patient to feel as if they are making eye contact with their GP. However, when asking the GPs whether they experienced the ability to establish and maintain eye contact throughout a video consultation, some GPs answered affirmatively: “Yes, I actually do” (GP #8).

Third, especially when it came to consultations dealing with emotional issues, several GPs experienced uncertainties due to the perceived challenge of showing emotion when being unable to be near or physically touch the patient. For example, one GP stated that “It’s difficult to have someone crying or in shock on...[GP #8]...
the screen. I think the physical—there’s a kind of contact [in that situation] that on screen becomes sort of cold and cynical” (GP #15).

Several GPs mentioned that they perceived a lack of potential for action to compensate for the fact that they could not touch the patient. Moreover, one GP also mentioned uncertainties regarding ascertaining a patient’s emotional state during a video consultation, questioning whether a patient was about to start crying or just staying silent for a short while. However, the same GP summarized that they found that they had managed this part of video consultations well, mentioning that perhaps this was due to the relational continuity that they were holding with the patient.

Discussion

Principal Findings

Through our analysis, we have contributed new insights on uncertainties in health care by exploring technologically mediated uncertainties as perceived by GPs in Denmark in the period right after the rapid implementation of video consultations in general practice [2,23]. Little has been known about health care professionals’ experiences of uncertainty in relation to technology; our study shows some of the challenges GPs experience when new technology is introduced into their working life.

We have identified 3 categories through which we can understand how video consultations create professional uncertainties among some Danish GPs: integrity, setting, and interaction. These categories are closely connected to and mutually shape one another.

In our analysis, the video consultation technology came to play a substantial role in shaping the GPs’ experience of their professional uncertainties as having been compromised. The uncertainties related to integrity show that the GPs were concerned about whether the video consultation technology would impede the provision of care and, consequently, whether the technology could challenge the GPs’ ability to provide quality in health care and thus be the GPs they wanted to be. However, uncertainties are omnipresent in health care, and, as mentioned in the introduction, the implementation of new media is characterized by uncertainty [12]. Historically, the introduction of new communication technologies has led to concerns among GPs. For instance, when the telephone was introduced in general practice, GPs were concerned about the potential extra workload it might create [17,28]. Furthermore, when email consultations were introduced, GPs were found to have concerns about workload, safety, inappropriate use, and confidentiality, as well as difficulties related to diagnosis [17,29]. Consequently, GPs experiencing uncertainties upon the introduction of video consultation technology appears to be a typical reaction.

Technologies are not automatically accepted; they must go through a process until they become normalized, pointing further to the uncertainties related to setting. GPs were found to have uncertainties relating to both off-screen and on-screen settings, and the analysis suggests that the practice of video consultation was not yet routinely embedded in general practice [30]—the use of video consultations has not become normalized and well-integrated into the context of general practice consultations. The processes through which a practice becomes routine are complex [30], and when introducing new technology in a profession such as general practice—a profession characterized by rigor and structure [31]—it is to be expected that the implementation process will be complex as well. Thus, adjustment time for GPs to embed the technology into their everyday working life is needed.

For video consultation technology to become routinely embedded in general practice, in addition to not feeling that the technology impedes the provision of health care, GPs must also feel that the interaction through the medium is satisfactory. This points to the uncertainties related to interaction. These uncertainties show that some GPs experienced challenges with focusing and concentrating, staying present, and showing emotions. This can be related to the ongoing scholarly discussion about uncertainties that emerge in the digital sphere in general and concerns about the implementation of new technology (telephone, email, and video) in particular. Uncertainty in the digital sphere has been studied for almost 5 decades, focusing on the question of how one perceives other people during a computer-mediated interaction, also termed “social presence” [32,33] and “closeness” [34,35] and related to degrees of “intimacy” [36,37]. The question of to what extent it is possible to perceive presence and closeness through a screen often leads to subjective answers, ranging from distancing to super-connectedness. Hence, an essential point is that users can perceive the same technology’s potential for presence and closeness in vastly different ways.

Our analysis also shows that the perceptions and experiences of uncertainties vary, suggesting that uncertainties are not entirely a product of the technology but rather of the GP-technology relationship—a point emphasized at large in science and technology studies [26]. Consequently, different GP technologies are the sources of different uncertainties as reflected in the analysis; for instance, some GPs were comfortable diagnosing patients using video technology, whereas others feared that the quality of their work would be impeded. Similarly, some GPs experienced difficulties with making eye contact with their patients, whereas others did not.

Looking at the above identified GP uncertainties as relationally grounded, the implementation of video consultation in general practice must be acknowledged as “not exclusively a technological issue, but part of a complex organizational change” [38], involving the processes of relating, adapting, or resisting among the whole clinic personnel. In this light, uncertainties cannot necessarily be remedied by changing or precluding the technology but rather by considering the relation between clinic users and the technology when implementing new consultation forms. To ease GPs’ uncertainties, future research could delve further into the relations between GPs and technology; the more we know about the relations between GPs and technology, the more we can act on and limit their uncertainties by way of education that may increase feelings of confidence and self-efficacy. However, we also acknowledge that some of the uncertainties experienced by GPs can be a
legitimate reaction to an inappropriate use. Video consultations are not suitable for all health issues, and furthermore, whether a health issue is suitable for video consultation may also be dependent on the individual competences and experiences of the GP and the patient.

Limitations
This study was conducted during an early stage of the introduction of video consultations in general practice; therefore, it cannot state anything about its adaptation over time. Furthermore, as this is a qualitative study, we are unable to make claims about the general frequency of the uncertainties of GPs in Denmark. However, we have no reason to believe that the sample of GPs in this study is not transferrable to other GPs in Denmark.
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Abstract

Background: Given the widespread disruptions to supply chains in 2020 because of the COVID-19 pandemic, questions such as how health systems are shaping strategies to restore the supply chain disruptions are essential to have confidence in health systems’ supply chain model strategies. Plausibly, health systems have an opportunity for redesign, growth, and innovation by utilizing collaborative strategies now, compared to the usual strategies of integrating their existing supply chains to reduce inefficiencies.

Objective: This study focuses on teasing out the nuance of supply chain integration versus collaborative redesign strategies for health systems in the post-COVID-19 new normal. We focus on 2 research questions. First, we explore the impact of perceived supply chain challenges and disruptions on health systems’ supply chain integration (SC-INTEGRATION) and collaborative redesign (SC-REDESIGN) strategies. Second, we examine the outcomes of integration and collaborative redesign strategic choices on growth and service outcomes.

Methods: We used data for this study collected through a consultant from a robust group of health system chief executive officers (CEOs) across the United States from February to March 2021. Among the 625 health system CEOs contacted, 135 (21.6%) responded to our survey. We considered supply chain–relevant strategy and outcome variables from the literature and ratified them via expert consensus. We collected secondary data from the Agency for Healthcare Research and Quality (AHRQ) Compendium of the US Health Systems, leading to a matched data set from the 124 health systems. Next, we used ordered logit model estimation to examine CEO preferences for partnership strategies to address current supply disruptions and the outcomes of strategy choices.

Results: Health systems with higher disruptions would choose integration (positive, \( P < .001 \)) over redesign, indicating that they still trust the existing partners. Integration strategy is perceived to result in better service outcomes (\( P < .01 \)), while collaborations are perceived to lead to greater growth opportunities (\( P < .05 \)); however, the role of integration in growth is not entirely ruled out (combined model, \( P < .001 \)). Plausibly, some health systems would choose integration and collaborative redesign models, which have a significant relationship with both services (combined model, \( P < .01 \)) and growth, establishing the importance of mixed strategies for health systems.

Conclusions: The cost of health care continues to rise, and supply-related costs constitute a large portion of a hospital’s expenditure. Understanding supply chain strategic choices are essential for a health system’s success. Although collaboration is an option, focusing on and improving existing integration dynamics is helpful to foster both growth and services for health systems.

(JMIR Form Res 2022;6(6):e35317) doi:10.2196/35317
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Introduction

Background
Supply chain disruptions during the COVID-19 pandemic presented multiple challenges for health systems. These included delays in several modes of transportation and delays in and inability to acquire critical supplies, leading to low inventories, backup suppliers sourcing from the same source as a critical supplier, and critical suppliers going into liquidation. A survey indicated that 10%-18% of health care organizations reported a significant impact, 4.1%-16% reported a severe impact, and 3%-5% reported a catastrophic impact on their businesses [1]. Supply chain disruptions adversely impacted operations, emergency plans, and responses during the pandemic and need to be revamped to improve health systems’ functions [2].

After the pandemic, health systems are in the process of restoring supply chains to be resilient. However, not all are blaming their current partners, as some of the challenges were beyond and above the scope of the supply chain delivery models—such as overly dependency on low-cost local value chains or lack of availability of alternative local vendors. Nevertheless, the disruptions invoked new efforts to at least focus on the supply chain resiliency and, accordingly, explore ways to focus on integration or redesign of supply chains along with other aspects [3]. It is essential to explore what factors influence health systems to choose between integration or redesign strategies and which of these strategies are effective for health system outcomes. The choice of either integration or collaboration strategies may be consequential or pose different challenges.

Prior research notes that uncooperative existing supply chain partners may lead to less cost-effective health outcomes or fail in implementing standardized health care processes [4,5]. In addition, redesigning a supply chain is not easy, as the complexities of supply chain management in the health care sector are high [4,6,7]. Nevertheless, since supply-related costs constitute 30%-50% of a hospital’s operating expenses [8], integrating or redesigning the supply chain is crucial for any health system.

The tension between adopting either integration or redesign is exacerbated postpandemic. Integration strategies adopted to cope with the supply chain challenges of the pandemic will require evaluation and modification to be sustainable over a longer-term, stable market landscape. Further, the compatibility of organizations that integrated during the pandemic should be evaluated to understand how sourcing strategies, pricing, and shipping logistics work on both supplier and user sides of the relationship [9,10].

Health systems appear to be involved in—or considering—integration with suppliers or redesigning supply chain relationships based on anecdotes and thorough responses to our survey. Thus, this study will focus on 2 research questions arising from these preliminary observations. First, we examine the impact of supply chain disruptions on health systems’ supply chain integration and redesign strategies. Second, we examine whether integration or redesign has a better outcome on growth and services.

Findings suggest that disruptions and challenges influence supply chain partnership choice. Higher disruptions tend to lead to integrative strategies. This finding could imply a greater trust among existing partners or the preference to avoid further burdening a complex system by adding more collaborative arrangements. Additionally, although collaboration provides greater growth opportunities, integration could also facilitate growth. The improvements in service delivery could provide resource allocation opportunities for organizations, allowing a shift in focus to growth initiatives.

Examining the supply chain strategies in health systems when facing challenges and the consequent outcomes will guide new supply chain management strategies and health care policies. Policy implementation to mitigate the financial risk associated with collaborative initiatives may impact partnership choice. Incentives to choose supply chain redesign despite its added complexity facilitate growth opportunities. Supply chain redesign through alternative sourcing facilities, for example, fosters resilience and provides sustainable solutions to supply chain disruptions.

Literature Review: Integration or Redesign of Supply Chains
Operational challenges and supply chain inefficiencies have driven organizations to foster resilience through supply chain integration and redesign. The complexities of supply chain operations found within and between nodes contribute to supply chain disruptions. To integrate current systems to develop lean and agile supply chain operations, some organizations faced greater challenges due to the disruptions brought on by the COVID-19 pandemic. This has highlighted the importance of continual supply chain evaluations and the implementation of proactive strategies to foster resilience. This literature review examines the factors contributing to and the severity of supply chain disruptions. Next, we examine organizational resilience and how organizations have fostered resilience and have found supply chain sustainability solutions through supply chain integration and redesign.

Supply chain inefficiencies and disruptions present unique challenges for health systems. Factors specific to the health sector contribute to these challenges more. For instance, physicians are key decision makers in the procurement of prescription drugs but may have limited understanding of the production and supply chain or may think it is different from other sectors [4]. The health care sector is under regulatory pressures and long drug developmental cycles, and inventory management complexities in predicting a patient mix and supply consumption are added challenges [6]. Further, to maximize the benefit of supply chain operations, management must
improve supplier relationship management, logistics operational tools, and process improvement, similar to other sectors.

The COVID-19 pandemic has exacerbated issues faced in supply chain operations. Some health care supply chains focus on minimizing costs by following a lean, agile inventory approach; however, during the pandemic, there was a pause in the movement of materials, causing massive supply chain disruptions. During the COVID-19 pandemic, health care providers’ personal protective equipment (PPE), medical-surgical supplies, and pharmaceuticals faced supply chain disruptions. Hospitals’ efforts to mitigate and minimize potential supply chain disruptions during COVID-19 were unsuccessful due to the overreliance on overseas manufacturing [11,12].

Health care organizations operate in disruptive environments. Continual evaluation of supply chain operations and proactive actions must be implemented to minimize critical supply shortages. Prior research points to developing and updating robust continuity of the supply chain through various means, such as an agile and innovative culture, communication practices, business continuity, and sourcing strategies [11-13]. However, in practice, a hospital may choose to engage in a spectrum of supply-related management, ranging from complete internal control to complete outsourcing. In this process, factors such as product or service characteristics, spatial complexity, degree of goal congruence, regulatory environment, and physical characteristics of the health system are vital to determine the strategic choices [6].

The processes and determinants of supply chain disruption severity include density, complexity, and node criticality [14]. Density is the quantity and geographic spacing of nodes in a supply chain; highly dense areas are more likely to experience significant disruptions if there is a significant portion of sourcing from those impacted areas. The complexity here refers to the relationship between the number of nodes in a supply chain and the number of connections among the nodes. On the one hand, a less complex system with fewer nodes and connections may experience less significant disruptions, but on the other hand, the presence of extra nodes can act as a buffer for supplier setbacks and can thus increase resiliency despite the added complexity. Node criticality is the relative importance of a node, and supply chains with a more significant number of critical nodes have greater probabilities of experiencing disruptions than supply chains in which critical processes are distributed or shared among several nodes. Supply chain integration drives optimal operations through the seamless exchange of information and the flow of products. Successful integration can increase organizational competitiveness through increased flexibility and responsiveness [15]. This change in operational strategy is standard and increases an organization’s capability to provide services.

The challenges of inefficient supply chains can drive organizations to foster resilience and overcome these challenges through supply chain integration and collaboration. Resilience can be defined as the ability of a supply chain system to reduce the probability of disruptions, reduce the consequences of disruptions, and reduce recovery time from disruptions back to normal operations [14]. Thus, supply chain resiliency starts with the organizations’ ability to proactively address unanticipated events. Suppliers can significantly impact the production of critical supplies used by health organizations, as seen by the COVID-19 pandemic [16].

Many organizations utilize information systems and integrate information technology into their supply chain operations to improve integration through infrastructural support, value creation, logistic operations, and supply chain management performance [16-18]. The utilization of information technology to optimize health care delivery includes telehealth, electronic medical records, and the implementation of decision support systems. Additionally, health care organizations have leveraged innovations by utilizing cloud-based information sharing to improve supply chain visibility and improve the system’s responsiveness to market forces [19]. Although associated privacy issues remain a significant concern in outsourcing health care data, privacy-preserving hybrid frameworks have been proposed to transit insensitive data to commercial cloud systems and the rest to trusted private cloud systems [20]; newer technologies, such as blockchains, provide several of the trusting and transparency-based tracking functions [21,22].

The use of cloud-based information sharing in hospitals is better positioned to efficiently respond to patient demand, reducing inventory costs, supply costs, and supply shortages. Radio-frequency identification (RFID) also improves inventory visibility at various supply chain stages to reduce shrinkage and shipping errors [5]. Supply chain redesign through start-ups or other entrepreneurial initiatives involves the collaboration of 2 or more organizations to execute supply chain operations, of which partnerships can be ongoing or limited.

Collaboration can be further divided into vertical and horizontal components. Vertical collaboration can include collaborations with customers, internal functions, and suppliers, while horizontal collaboration includes relationships with competitors and noncompetitors [23]. Supply chain collaboration is less chosen, possibly due to its difficulty to implement, overreliance on technology in trying to implement it, failure to differentiate between whom to collaborate with in the segmentation of customers and suppliers, a fundamental lack of trust between trading partners, and inequality between and among partners [23,24]. Despite collaboration challenges, these partnerships can foster organizational growth through innovation. Interconnecting elements in collaboration include information sharing, goal congruence, decision synchronization, incentive alignment, resource sharing, collaborative communication, and joint knowledge creation [25].

A successful collaboration leverages the knowledge and resources of suppliers and buyers. Large organizations may enter partnerships with start-ups because of the creativity, flexibility, and agility; large organizations can offer financial resources and execution of these ideas [26]. In 1 collaborative effort, physician leaders and stakeholder groups launched clinical communities focused on specialized care, including joint replacement, spine surgery, and blood management. The partnership between the supply chain team and lead physicians addressed the growing cost of health care through supply cost
initiatives, realizing significant cost savings. The combined efforts of this initiative, which included medical supply consolidation, resulted in multimillion-dollar savings [27].

The current COVID-19 pandemic has brought to light weaknesses in the health care supply chain, resulting in delays or backorders of supply requisitions. The potential issues with delivery delays and backorders are myriad but include impacts such as duplicate orders or multiple orders to different vendors, resulting in excessive inventory holdings and poor working capital management. Cooperation between suppliers and buyers requires frequent communication on order status, shipping delays, coordination of substitute products as needed, and fair allocation of available stock among multiple buyers. Cooperation between these parties can also identify potential causes of backorders and shipping delays that ultimately improve the efficiency of product movement through the supply chain and optimize investments in inventory [28].

A common way to synthesize these multiple supply chain challenges is through a group purchasing organization (GPO), which represents a collaboration between suppliers, distributors, and end-user organizations to reduce costs and increase the efficiency of supply chain operations [8]. Although a GPO can reduce supply costs to health systems, it requires some compromises in standardizing item usage (eg, exam gloves or intravenous [IV] sets) to increase the bargaining power that yields such a low price. Many of the collaborative models noted earlier in this review have elements of cooperation between suppliers and buyers without the price negotiation dynamics. Nevertheless, successful integration and redesign strategies offer organizations service and growth opportunities. Supply chain integration has led to service improvements within organizations. The need for agility in supply chain operations has led organizations to leverage their integrated capabilities to create a more seamless exchange of information. Other organizations have leveraged collaborations to capitalize on business growth opportunities. Increased collaborative efforts by adding manufacturing nodes have allowed organizations to address shortage issues. Global supply chain sourcing was disrupted, facilitating the inclusion and collaboration of local sourcing facilities [29]. In this context, investigating the impact of supply chain disruptions on health systems’ supply chain integration and redesign strategies and whether integration or redesign has a better outcome on growth and services is timely and informative to both practice and research.

Methods

Data Collection

The effort to assess the linkage between the competition and integration prospects of health systems is part of a broad project undertaken by the Health Administration Research Consortium at the Business School of the University of Colorado Denver [30]. The project involves an annual and broad study on health systems and collects insights via a survey of health system chief executive officers (CEOs).

Data for this study were collected in collaboration with a consultant from a robust group of health system CEOs across the United States from January to March 2021. Expert inputs were taken, and the survey was validated and pilot-tested with 5 top executives from the Health Administration Program Advisory Board. The survey questionnaire was revised and finalized in January 2021. The specific questions that were asked in the survey instrument to measure the supply chain variables are as follows:

- I believe that the most pressing issue facing the growth of my health system in 2021 is supply chain disruptions and challenges.
- Are you currently engaged with or considering engaging with any of the following types of partners through joint ventures, strategic alliances, or informal collaborations to support your growth? The second question has the options of (1) supply chain and logistics organizations, (2) start-ups or entrepreneurial collaborations, (3) the new normal is presenting growth opportunities different than before COVID-19, (4) health delivery and services overall will improve over the next 12 months.

These questions used a 7-point Likert scale that varied from 1 = strongly disagree to 7 = strongly agree.

A contact list of CEOs was compiled from 624 health systems across the United States using data from multiple sources, contacts, professional networks, websites, and annual reports. The survey instrument was implemented in a professional survey platform and was mapped with emails to the platform to create unique, trackable links for each health system. Email and phone solicitations were made in multiple rounds between January 25 and March 2, 2021. A total of 148 responses were received from the 624 CEOs contacted, representing a 23.7% response rate, of which 13 (8.8%) incomplete responses could not be used, leaving 135 (21.6%) final usable responses. The 135 health systems represented in this survey varied from 1 to 18 hospitals with 176-75,000 employees. The annual revenue in 2020 of the health systems ranged from US $0.7 million to US $14 billion. The health systems aggregatedly represented US $300 billion in revenues and 1.1 million employees across the United States.

We then matched the survey data set with the secondary data collected from the Agency for Healthcare Research and Quality (AHRQ) Compendium of the US Health Systems to understand a better and complete picture of the health systems. Finally, we obtained data from 124 health systems located across the United States. We analyzed this combined data set to report several insights in this study.

Ethics Consideration

An ethics review was not applicable for this study. The data used was received through a leading professional consulting firm that anonymizes and provides secondary firm-level data for research and analysis to draw insights.

Variables and Measures

Table 1 shows the description of supply chain variables used in this study. The main variables in this study are supply chain disruptions and challenges (SC-DISRUP), presenting growth opportunities in the post-COVID-19 new normal (GROWTH), overall improvements in health delivery and services...
(SERVICE-IMPR), integration with supply chain and logistics organizations (SC-INTEGR), and redesign through start-ups or entrepreneurial collaborations (SC-REDEGN).

The influencing factors examined in this study are in several categories: size, region, teaching status, revenue, and several other system characteristics. These variables were coded in the way shown in Table 2 to reflect the characteristics of a health system, which may influence its supply chain disruptions, challenges, and growth in the post-COVID-19 new normal. In summary, 3 size variables measured the number of beds across a health system (SIZE_B-SMALL, SIZE_B-MEDIUM, SIZE_B-LARGE), 4 region variables reflected the location of a health system (REGION-NE, REGION-MW, REGION-SOUTH, REGION-WEST, where NE refers to “Northeast” and MW to “Midwest”), 3 variables were related to teaching status (TEACHING-NON, TEACHING-MINOR, TEACHING-MAJOR), and 3 revenue variables measured the annual revenue of a health system (REVENUE-LOW, REVENUE-MEDIUM, REVENUE-HIGH), in addition to variables about the disproportionate share hospital (DSH) patient (HIGH-DSH-HOSP), uncompensated care burden (HIGH-BURDEN-SYS and HIGH-BURDEN-HOSP), ownership status (OWNERSHIP), number of physicians (PHYSICIANS), and number of hospitals (HOSPITALS).

Table 1. Description of supply chain variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC-DISRUP</td>
<td>Supply chain disruptions and challenges</td>
</tr>
<tr>
<td>SC-INTEGR</td>
<td>Partner integration: supply chain and logistics organizations</td>
</tr>
<tr>
<td>SC-REDEGN</td>
<td>Partner redesign: start-ups or entrepreneurial collaborations</td>
</tr>
<tr>
<td>GROWTH</td>
<td>New normal: presenting growth opportunities</td>
</tr>
<tr>
<td>SERVICE-IMPR</td>
<td>New normal: health delivery and services overall will improve</td>
</tr>
</tbody>
</table>

aSC-DISRUP: supply chain disruptions and challenges.
bSC-INTEGR: integration with supply chain and logistics organizations.
cSC-REDEGN: redesign through start-ups or entrepreneurial collaborations.
dGROWTH: presenting growth opportunities in the post-COVID-19 new normal.
eSERVICE-IMPR: overall improvements in health delivery and services.
Table 2. Description of contingent variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Size:</strong> The 3 size variables of the health system were coded using the total beds managed by the health system across all hospitals, reported by the AHRQ Compendium of the US Health Systems.</td>
<td></td>
</tr>
<tr>
<td>SIZE_B-SMALL</td>
<td>The health system has &lt;100 beds.</td>
</tr>
<tr>
<td>SIZE_B-MEDIUM</td>
<td>The health system has 100-400 beds.</td>
</tr>
<tr>
<td>SIZE_B-LARGE</td>
<td>The health system has &gt;400 beds.</td>
</tr>
<tr>
<td><strong>Region:</strong> The 4 region variables of the health systems were coded based on their primary location in the United States, following the Census Bureau categorization.</td>
<td></td>
</tr>
<tr>
<td>REGION-NE</td>
<td>The health system in the Northeast</td>
</tr>
<tr>
<td>REGION-MW</td>
<td>The health system in Midwest</td>
</tr>
<tr>
<td>REGION-SOUTH</td>
<td>The health system in the South</td>
</tr>
<tr>
<td>REGION-WEST</td>
<td>The health system in the West</td>
</tr>
<tr>
<td><strong>Teaching:</strong> The 3 teaching variables were coded based on the teaching status of a health system.</td>
<td></td>
</tr>
<tr>
<td>TEACHING-NON</td>
<td>A nonteaching health system</td>
</tr>
<tr>
<td>TEACHING-MINOR</td>
<td>A minor teaching health system</td>
</tr>
<tr>
<td>TEACHING-MAJOR</td>
<td>A major teaching health system</td>
</tr>
<tr>
<td><strong>Revenue:</strong> The 3 revenue variables of the health systems were coded using the annual revenue of the health system across all hospitals.</td>
<td></td>
</tr>
<tr>
<td>REVENUE-LOW</td>
<td>Revenue&lt;US $2 billion</td>
</tr>
<tr>
<td>REVENUE-MEDIUM</td>
<td>Revenue=US $2-5 billion</td>
</tr>
<tr>
<td>REVENUE-HIGH</td>
<td>Revenue&gt;US $5 billion</td>
</tr>
<tr>
<td>HIGH-DSH-HOSP</td>
<td>The health system includes at least 1 high-DSH-patient-percentage hospital: 1=yes, 0=no.</td>
</tr>
<tr>
<td>HIGH-BURDEN-SYS</td>
<td>Health system–wide uncompensated care burden flag: 1=yes, 0=no</td>
</tr>
<tr>
<td>HIGH-BURDEN-HOSP</td>
<td>The health system includes at least 1 high-uncompensated care-burden hospital: 1=yes, 0=no.</td>
</tr>
<tr>
<td>OWNERSHIP</td>
<td>Predominantly investor-owned hospitals: 1=yes, 0=no</td>
</tr>
<tr>
<td>PHYSICIANS</td>
<td>The number of physicians in the health system is measured by the number of physicians reported by the AHRQ Compendium of the US Health Systems.</td>
</tr>
<tr>
<td>HOSPITALS</td>
<td>This is the number of hospitals the health system has, as reported by the AHRQ Compendium of the US Health Systems.</td>
</tr>
</tbody>
</table>

aAHRQ: Agency for Healthcare Research and Quality.
bNE: Northeast.
cMW: Midwest.
dDSH: disproportionate share hospital.

Statistical Analysis

To answer the 2 research questions, we had 2 sets of analyses: (1) We used ordered logit regressions to estimate the direct relationships of the supply chain variables, future partner plans, and the outcomes, and (2) we used ordered logit regressions to estimate the mediation effects of the supply chain partner choices on outcomes. The variables were ordinal ones to drive the decision for ordered logit regressions. This approach does not assume equal intervals between levels in the dependent variable. The ordered logit model is as follows:

\[ Y^*_i = \beta X_i + \epsilon_i, \]

where \( Y^*_i \) is the propensity of respondents to indicate higher levels of the dependent variables (ie, SC-DISRUP, GROWTH, SERVICE-IMPR, SC-INTEGR, SC-REDEGN), \( X_i \) is a set of explanatory variables, \( \beta \) is a vector of parameters, and \( \epsilon_i \) are disturbances.

We did not observe \( Y^*_i \). Instead, we observed the ordinal dependent variable \( Y_i \) depending on the values of thresholds or cut-off points \( \tau_{m-1} \) and \( \tau_m \), and the probability distribution of \( Y_i \) is given as follows:

\[ Pr = [Y_i = m|X_i = F(\tau_m - X\beta) - F(\tau_{m-1} - X\beta)] \]

Results

Sample Statistics

The descriptive statistics and pairwise correlations among the key variables used in this study are presented in Tables 3 and 4. As shown in Table 3, health systems face relatively high supply chain disruptions and challenges (SC-DISRUP mean
Additionally, the anticipation of improving health delivery and services overall (SERVICE-IMPR mean 3.48, SD 2.07) seemed to be a more popular outlook among CEOs over the presentation of growth opportunities (GROWTH mean 3.08, SD 2.01). The partnership choice of integrating with supply chain and logistics organizations (SC-INTEGR mean 3.98, SD 2.15) is similar to redesign through start-ups or entrepreneurial collaborations (SC-REDEGN mean 3.97, SD 2.15). Table 4 presents the correlations between the main variables.

**Table 3. Summary statistics (N=124).**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (SD)</th>
<th>Min.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC-DISRUP&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4.45 (1.82)</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>GROWTH&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3.08 (2.01)</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>SERVICE-IMPR&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3.48 (2.07)</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>SC-INTEGR&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3.98 (2.15)</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>SC-REDEGN&lt;sup&gt;e&lt;/sup&gt;</td>
<td>3.97 (2.15)</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>SIZE_B-SMALL</td>
<td>0.08 (0.27)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>SIZE_B-MEDIUM</td>
<td>0.40 (0.49)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>SIZE_B-LARGE</td>
<td>0.52 (0.50)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>REGION-NE&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.22 (0.42)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>REGION-MW&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.26 (0.44)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>REGION-SOUTH</td>
<td>0.34 (0.47)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>REGION-WEST</td>
<td>0.18 (0.38)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>TEACHING-NON</td>
<td>0.30 (0.46)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>TEACHING-MINOR</td>
<td>0.44 (0.50)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>TEACHING-MAJOR</td>
<td>0.26 (0.44)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>REVENUE-LOW</td>
<td>0.12 (0.33)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>REVENUE-MEDIUM</td>
<td>0.05 (0.22)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>REVENUE-HIGH</td>
<td>0.83 (0.38)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>HIGH-DSH&lt;sup&gt;h&lt;/sup&gt;-HOSP</td>
<td>0.33 (0.47)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>HIGH-BURDEN-SYS</td>
<td>0.19 (0.39)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>HIGH-BURDEN-HOSP</td>
<td>0.32 (0.47)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>OWNERSHIP</td>
<td>0.03 (0.16)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>PHYSICIANS</td>
<td>1.86 (0.77)</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>HOSPITALS</td>
<td>1.50 (0.81)</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

<sup>a</sup> SC-DISRUP: supply chain disruptions and challenges.

<sup>b</sup> GROWTH: presenting growth opportunities in the post-COVID-19 new normal.

<sup>c</sup> SERVICE-IMPR: overall improvements in health delivery and services.

<sup>d</sup> SC-INTEGR: integration with supply chain and logistics organizations.

<sup>e</sup> SC-REDEGN: redesign through start-ups or entrepreneurial collaborations.

<sup>f</sup> NE: Northeast.

<sup>g</sup> MW: Midwest.

<sup>h</sup> DSH: disproportionate share hospital.
Table 4. Pairwise correlations between main variables (N=124).

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC-DISRUP	extsuperscript{a}</td>
<td>1.00</td>
<td>.03</td>
<td>.25</td>
<td>.69</td>
<td>.46</td>
<td>.32</td>
<td>.10</td>
<td>.68</td>
<td>.14</td>
<td>.23</td>
<td>.07</td>
<td>.06</td>
<td>.08</td>
<td>.13</td>
<td>.06</td>
<td>.11</td>
<td>.04</td>
<td>.08</td>
<td>.01</td>
<td>.02</td>
</tr>
<tr>
<td>GROWTH	extsuperscript{b}</td>
<td>-.03</td>
<td>1.00</td>
<td>.26</td>
<td>.07</td>
<td>.17</td>
<td>.14</td>
<td>.22</td>
<td>.04</td>
<td>.01</td>
<td>-.10</td>
<td>.03</td>
<td>.03</td>
<td>.01</td>
<td>.04</td>
<td>.01</td>
<td>.06</td>
<td>-.12</td>
<td>.16</td>
<td>.13</td>
<td></td>
</tr>
<tr>
<td>SERVICE-IMPR	extsuperscript{c}</td>
<td>.25</td>
<td>.26</td>
<td>1.00</td>
<td>.20</td>
<td>-.04</td>
<td>.04</td>
<td>.06</td>
<td>.10</td>
<td>-.07</td>
<td>.03</td>
<td>-.12</td>
<td>.03</td>
<td>.08</td>
<td>-.11</td>
<td>.10</td>
<td>-.06</td>
<td>.13</td>
<td>.07</td>
<td>.10</td>
<td></td>
</tr>
<tr>
<td>SC-INTEGR	extsuperscript{d}</td>
<td>.69</td>
<td>.07</td>
<td>.20</td>
<td>1.00</td>
<td>-.23</td>
<td>.03</td>
<td>-.08</td>
<td>.03</td>
<td>-.11</td>
<td>.01</td>
<td>.04</td>
<td>-.04</td>
<td>-.22</td>
<td>-.25</td>
<td>-.08</td>
<td>-.07</td>
<td>.10</td>
<td>-.11</td>
<td>-.15</td>
<td>-.05</td>
</tr>
<tr>
<td>SC-REDEGN	extsuperscript{e}</td>
<td>-.46</td>
<td>.17</td>
<td>-.04</td>
<td>-.23</td>
<td>1.00</td>
<td>.05</td>
<td>-.09</td>
<td>-.02</td>
<td>.17</td>
<td>.12</td>
<td>-.15</td>
<td>.06</td>
<td>.08</td>
<td>.15</td>
<td>-.17</td>
<td>.05</td>
<td>.05</td>
<td>.01</td>
<td>-.01</td>
<td>.00</td>
</tr>
<tr>
<td>SIZE_B-MED	extsuperscript{f}</td>
<td>.02</td>
<td>-.14</td>
<td>.04</td>
<td>.03</td>
<td>-.05</td>
<td>1.00</td>
<td>-.08</td>
<td>-.01</td>
<td>.05</td>
<td>.03</td>
<td>-.10</td>
<td>.16</td>
<td>-.27</td>
<td>-.32</td>
<td>-.08</td>
<td>.01</td>
<td>-.21</td>
<td>-.60</td>
<td>-.46</td>
<td></td>
</tr>
<tr>
<td>SIZE_B-LARGE</td>
<td>-.04</td>
<td>.22</td>
<td>.26</td>
<td>.08</td>
<td>.09</td>
<td>-.83</td>
<td>1.00</td>
<td>.11</td>
<td>.01</td>
<td>-.14</td>
<td>.26</td>
<td>.25</td>
<td>.36</td>
<td>.38</td>
<td>.17</td>
<td>.06</td>
<td>.28</td>
<td>.75</td>
<td>.54</td>
<td></td>
</tr>
<tr>
<td>REGION-MW	extsuperscript{g}</td>
<td>.14</td>
<td>-.06</td>
<td>.10</td>
<td>.03</td>
<td>-.02</td>
<td>-.08</td>
<td>.01</td>
<td>1.00</td>
<td>-.42</td>
<td>-.26</td>
<td>-.07</td>
<td>-.01</td>
<td>-.12</td>
<td>-.09</td>
<td>-.02</td>
<td>-.20</td>
<td>.00</td>
<td>.02</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>REGION-SOUTH</td>
<td>-.23</td>
<td>.04</td>
<td>-.07</td>
<td>-.11</td>
<td>.17</td>
<td>.01</td>
<td>.11</td>
<td>-.42</td>
<td>1.00</td>
<td>-.34</td>
<td>-.17</td>
<td>.07</td>
<td>.02</td>
<td>.15</td>
<td>-.02</td>
<td>.12</td>
<td>.17</td>
<td>.22</td>
<td>.00</td>
<td>.04</td>
</tr>
<tr>
<td>REGION-WEST</td>
<td>-.01</td>
<td>.01</td>
<td>.03</td>
<td>.01</td>
<td>-.12</td>
<td>-.05</td>
<td>.00</td>
<td>.26</td>
<td>-.34</td>
<td>1.00</td>
<td>-.06</td>
<td>.02</td>
<td>-.04</td>
<td>.06</td>
<td>-.01</td>
<td>.12</td>
<td>.08</td>
<td>.02</td>
<td>.04</td>
<td>-.03</td>
</tr>
<tr>
<td>TEACHING-MINOR</td>
<td>.07</td>
<td>-.10</td>
<td>-.12</td>
<td>.04</td>
<td>-.15</td>
<td>.03</td>
<td>-.14</td>
<td>.07</td>
<td>.17</td>
<td>-.06</td>
<td>1.00</td>
<td>.01</td>
<td>-.07</td>
<td>-.05</td>
<td>.05</td>
<td>-.06</td>
<td>-.08</td>
<td>-.05</td>
<td>-.08</td>
<td></td>
</tr>
<tr>
<td>TEACHING-MAJOR</td>
<td>-.06</td>
<td>.03</td>
<td>-.03</td>
<td>-.04</td>
<td>-.06</td>
<td>-.10</td>
<td>.26</td>
<td>-.01</td>
<td>.07</td>
<td>-.02</td>
<td>.01</td>
<td>1.00</td>
<td>-.50</td>
<td>.12</td>
<td>-.07</td>
<td>.05</td>
<td>-.12</td>
<td>-.08</td>
<td>.19</td>
<td>.26</td>
</tr>
<tr>
<td>REVENUE-MEDIUM</td>
<td>-.06</td>
<td>.03</td>
<td>.08</td>
<td>-.22</td>
<td>.08</td>
<td>-.16</td>
<td>.25</td>
<td>-.12</td>
<td>.02</td>
<td>-.04</td>
<td>-.07</td>
<td>-.50</td>
<td>1.00</td>
<td>.17</td>
<td>.34</td>
<td>.03</td>
<td>.13</td>
<td>.38</td>
<td>.06</td>
<td></td>
</tr>
<tr>
<td>REVENUE-HIGH</td>
<td>-.13</td>
<td>-.01</td>
<td>-.11</td>
<td>-.25</td>
<td>.15</td>
<td>-.27</td>
<td>.36</td>
<td>-.09</td>
<td>.15</td>
<td>-.06</td>
<td>-.07</td>
<td>.12</td>
<td>.12</td>
<td>1.00</td>
<td>.23</td>
<td>-.06</td>
<td>.04</td>
<td>.14</td>
<td>.26</td>
<td>.29</td>
</tr>
<tr>
<td>HIGH-DSH-HOSP	extsuperscript{f}</td>
<td>.06</td>
<td>.04</td>
<td>.10</td>
<td>-.08</td>
<td>-.17</td>
<td>-.32</td>
<td>.38</td>
<td>.09</td>
<td>-.02</td>
<td>-.01</td>
<td>-.05</td>
<td>.07</td>
<td>.17</td>
<td>.23</td>
<td>1.00</td>
<td>.15</td>
<td>-.04</td>
<td>-.02</td>
<td>.51</td>
<td>.30</td>
</tr>
<tr>
<td>HIGH-BURDEN-SYS</td>
<td>-.11</td>
<td>-.01</td>
<td>-.06</td>
<td>-.07</td>
<td>.05</td>
<td>-.08</td>
<td>.17</td>
<td>-.20</td>
<td>.12</td>
<td>-.12</td>
<td>.05</td>
<td>.05</td>
<td>.34</td>
<td>-.06</td>
<td>.15</td>
<td>1.00</td>
<td>.01</td>
<td>.18</td>
<td>.23</td>
<td>.17</td>
</tr>
<tr>
<td>HIGH-BURDEN-HOSP</td>
<td>.04</td>
<td>.06</td>
<td>.13</td>
<td>.10</td>
<td>-.05</td>
<td>.01</td>
<td>.06</td>
<td>-.10</td>
<td>.17</td>
<td>.08</td>
<td>-.06</td>
<td>-.12</td>
<td>.03</td>
<td>-.04</td>
<td>-.04</td>
<td>.01</td>
<td>.10</td>
<td>.42</td>
<td>-.10</td>
<td>-.20</td>
</tr>
<tr>
<td>OWNERSHIP</td>
<td>-.08</td>
<td>-.12</td>
<td>.07</td>
<td>-.11</td>
<td>.01</td>
<td>-.21</td>
<td>.28</td>
<td>.02</td>
<td>.22</td>
<td>.02</td>
<td>-.08</td>
<td>.08</td>
<td>.13</td>
<td>.14</td>
<td>-.02</td>
<td>.18</td>
<td>.42</td>
<td>1.00</td>
<td>.18</td>
<td>.31</td>
</tr>
<tr>
<td>PHYSICIANS</td>
<td>-.01</td>
<td>.16</td>
<td>.10</td>
<td>-.15</td>
<td>-.01</td>
<td>-.00</td>
<td>.75</td>
<td>.02</td>
<td>.02</td>
<td>-.04</td>
<td>-.05</td>
<td>.19</td>
<td>.38</td>
<td>.26</td>
<td>.51</td>
<td>.23</td>
<td>-.10</td>
<td>.18</td>
<td>1.00</td>
<td>.57</td>
</tr>
<tr>
<td>HOSPITALS</td>
<td>.02</td>
<td>.13</td>
<td>.02</td>
<td>-.05</td>
<td>.00</td>
<td>.46</td>
<td>.54</td>
<td>.02</td>
<td>.04</td>
<td>-.03</td>
<td>-.08</td>
<td>.26</td>
<td>.06</td>
<td>.29</td>
<td>.30</td>
<td>.17</td>
<td>-.20</td>
<td>.31</td>
<td>.57</td>
<td>1.00</td>
</tr>
</tbody>
</table>

\textsuperscript{a}SC-DISRUP: supply chain disruptions and challenges.  
\textsuperscript{b}GROWTH: presenting growth opportunities in the post-COVID-19 new normal.  
\textsuperscript{c}SERVICE-IMPR: overall improvements in health delivery and services.  
\textsuperscript{d}SC-INTEGR: integration with supply chain and logistics organizations.  
\textsuperscript{e}SC-REDEGN: redesign through start-ups or entrepreneurial collaborations.  
\textsuperscript{f}MW: Midwest.  
\textsuperscript{g}DSH: disproportionate share hospital.

**Estimation Outcomes**

Table 5 shows the first set of results of the ordered logit model estimation that describes the relationship between perception of supply chain–related challenges (SC-DISRUP) and future partnership plans: either integrating with supply chain and logistics organizations (SC-INTEGR) or redesigning through start-ups or entrepreneurial collaborations (SC-REDEGN).

We found a positive and significant relationship between the supply chain issue and supply chain partner choice. With a higher expectation of supply chain disruption and challenges, health systems partner with supply chain and logistics organizations and integrate it better. In addition, there was a negative and significant relationship between supply chain issue and start-up partner choice, indicating that with higher expectations of supply chain disruption and challenges, health systems tend not to partner with start-ups or entrepreneurial collaborations (ie, redesigning supply chain using new start-ups).

Table 6 shows the direct relationships between supply chain partnership plans and outcomes. First, there are positive and significant relationships between supply chain partner and service in the separate models and between start-up partner and growth. Both partner options can contribute to the growth in the combined models, while supply chain partners can significantly increase service improvement. In other words, integration is better for service and growth, but redesign is better for growth. The results indicate that with solid supply chain support by integration, health systems can provide better services; with redesign, health systems can increase the innovation/capability needed for growth.

We coded a new variable to capture such dual options to explore the impacts of supply chain partnership plans when health systems have integration and redesign plans. This variable is a dummy variable that equals 1 if both SC-INTEGR and SC-REDEGN are greater than their mean values, or 0 otherwise. Table 7 shows the direct relationships between supply chain partnership plans and outcomes.

---

Part of the original content is included in this representation for context and to ensure that the natural text is accurately captured. The full content is available in the provided table and text.
challenges and dual-partnership (DUAL) plans and between dual-partnership plans and outcomes. We found no significant relationship between perceived supply chain challenges and dual-partnership choices. There are significant relationships between dual-partnership choices and growth and service outcomes, indicating that health systems can increase growth and service improvement when health systems choose both partner options.

After examining the direct relationships, we tested the mediating effects of supply chain partnership plans on the outcomes. Table 8 displays the impacts on growth, and Table 9 presents the impacts on service. We found that supply chain challenges do not directly affect growth and service outcomes, and partnership plans can mediate these relationships. We further conducted the Sobel mediation test to check the mediation effects. We found that supply chain integration partner choice has a significant and positive impact on growth outcome; the mediating effect is 0.84 (proportion of the total effect that is mediated). In addition, the redesign through start-up choice has a significant and positive impact on growth outcome (DV), and the mediating effect is 0.75. In contrast, for the impacts on service outcome, we found that the mediating effect of supply chain integration partner choice is only 0.18, while the mediating effect of redesign through start-up choice is only 0.08.

Table 5. Direct relationship between supply chain perceived challenges and partnership plans.4

<table>
<thead>
<tr>
<th>Variables</th>
<th>SC-INTEGRabc</th>
<th>Coefficient (SE)</th>
<th>P value</th>
<th>SC-REDEGNde</th>
<th>Coefficient (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC-DISRUPd</td>
<td>.858 (0.049)</td>
<td>&lt;.001</td>
<td></td>
<td>-.478 (0.058)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>SIZE</td>
<td>.599 (0.486)</td>
<td>.22</td>
<td>.693 (0.060)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>REGION</td>
<td>-.129 (0.217)</td>
<td>.55</td>
<td>.466 (0.133)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OWNERSHIP</td>
<td>-.522 (0.598)</td>
<td>.38</td>
<td>-1.541 (0.534)</td>
<td>.004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TEACHING</td>
<td>-.962 (0.110)</td>
<td>&lt;.001</td>
<td>-.122 (0.490)</td>
<td>.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>REVENUE</td>
<td>-.826 (0.270)</td>
<td>.002</td>
<td>-.479 (0.494)</td>
<td>.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIGH-DSH-HOSP</td>
<td>.839 (0.489)</td>
<td>.09</td>
<td>-.025 (0.176)</td>
<td>.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIGH-BURDEN-SYS</td>
<td>.400 (0.301)</td>
<td>.18</td>
<td>-.547 (0.069)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIGH-BURDEN-HOSP</td>
<td>-.257 (0.092)</td>
<td>.01</td>
<td>-.374 (0.231)</td>
<td>.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHYSICIANS</td>
<td>-.016 (0.444)</td>
<td>.97</td>
<td>-.082 (0.112)</td>
<td>.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOSPITALS</td>
<td>.268 (0.144)</td>
<td>.06</td>
<td>.018 (0.182)</td>
<td>.92</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4The results of the cut-off points are omitted for brevity.
4aSC-INTEGR: integration with supply chain and logistics organizations.
4bSC-DISRUP: supply chain disruptions and challenges.
4cPseudo $R^2$=.2038 (n=123 observations).
4dSC-REDEGN: redesign through start-ups or entrepreneurial collaborations.
4ePseudo $R^2$=.1112 (n=124 observations).
Table 6. Direct relationship between supply chain partnership plans and outcomes.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Variables</th>
<th>( \text{GROWTH}^{\text{b,c}} )</th>
<th>( P ) value</th>
<th>( \text{SERVICE-IMPR}^{\text{d,e}} )</th>
<th>( P ) value</th>
<th>( \text{GROWTH}^{\text{f}} )</th>
<th>( P ) value</th>
<th>( \text{SERVICE-IMPR}^{\text{g}} )</th>
<th>( P ) value</th>
<th>( \text{GROWTH}^{\text{h}} )</th>
<th>( P ) value</th>
<th>( \text{SERVICE-IMPR}^{\text{i}} )</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC-INTEGR\textsuperscript{j}</td>
<td>.096 (0.060)</td>
<td>.11</td>
<td>.327 (0.117)</td>
<td>.005</td>
<td>N/A\textsuperscript{k}</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>.142 (0.038)</td>
<td>(&lt;.001)</td>
<td>.335 (0.120)</td>
<td>.01</td>
</tr>
<tr>
<td>SC-REDEGN\textsuperscript{l}</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>.200 (0.086)</td>
<td>.02</td>
<td>-.010 (0.125)</td>
<td>.94</td>
<td>.212 (0.083)</td>
<td>.01</td>
<td>.037 (0.140)</td>
<td>.79</td>
</tr>
<tr>
<td>SIZE</td>
<td>.915 (0.362)</td>
<td>.01</td>
<td>.165 (0.597)</td>
<td>.78</td>
<td>.852 (0.380)</td>
<td>.03</td>
<td>.319 (0.472)</td>
<td>.50</td>
<td>.793 (0.377)</td>
<td>.04</td>
<td>.145 (0.512)</td>
<td>.78</td>
</tr>
<tr>
<td>REGION</td>
<td>.053 (0.173)</td>
<td>.76</td>
<td>.182 (0.066)</td>
<td>.006</td>
<td>-.116 (0.207)</td>
<td>.58</td>
<td>.078 (0.102)</td>
<td>.45</td>
<td>-.076 (0.256)</td>
<td>.77</td>
<td>.165 (0.121)</td>
<td>.17</td>
</tr>
<tr>
<td>OWNER-SHIP</td>
<td>-.792 (0.922)</td>
<td>.39</td>
<td>-.1484 (0.766)</td>
<td>.05</td>
<td>-.221 (0.642)</td>
<td>.73</td>
<td>-.1298 (0.377)</td>
<td>.001</td>
<td>-.210 (0.724)</td>
<td>.77</td>
<td>-.1378 (0.490)</td>
<td>.01</td>
</tr>
<tr>
<td>TEACHING</td>
<td>-.187 (0.133)</td>
<td>.16</td>
<td>.295 (0.036)</td>
<td>&lt;.001</td>
<td>-.199 (0.030)</td>
<td>&lt;.001</td>
<td>.082 (0.062)</td>
<td>.19</td>
<td>-.151 (0.008)</td>
<td>&lt;.001</td>
<td>.293 (0.017)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>REVENUE</td>
<td>-.762 (0.199)</td>
<td>&lt;.001</td>
<td>-.133 (0.237)</td>
<td>.58</td>
<td>-.727 (0.246)</td>
<td>.003</td>
<td>-.320 (0.176)</td>
<td>.07</td>
<td>-.622 (0.265)</td>
<td>.02</td>
<td>-.117 (0.254)</td>
<td>.65</td>
</tr>
<tr>
<td>HIGH-DSH\textsuperscript{m,HOSP}</td>
<td>-.207 (0.174)</td>
<td>.23</td>
<td>-.461 (0.266)</td>
<td>.08</td>
<td>-.124 (0.072)</td>
<td>.09</td>
<td>-.345 (0.173)</td>
<td>.05</td>
<td>-.204 (0.137)</td>
<td>.14</td>
<td>-.460 (0.261)</td>
<td>.08</td>
</tr>
<tr>
<td>HIGH-BUR-DEN-SYS</td>
<td>.867 (.289)</td>
<td>.003</td>
<td>.313 (0.273)</td>
<td>.25</td>
<td>1.119 (0.396)</td>
<td>.01</td>
<td>.525 (0.142)</td>
<td>&lt;.001</td>
<td>1.055 (0.305)</td>
<td>.001</td>
<td>.326 (0.239)</td>
<td>.17</td>
</tr>
<tr>
<td>HIGH-BUR-DEN-HOSP</td>
<td>-.1363 (0.229)</td>
<td>&lt;.001</td>
<td>-.098 (0.169)</td>
<td>.56</td>
<td>-.1457 (0.116)</td>
<td>&lt;.001</td>
<td>-.172 (0.100)</td>
<td>.09</td>
<td>-.1415 (0.142)</td>
<td>&lt;.001</td>
<td>-.092 (0.146)</td>
<td>.53</td>
</tr>
<tr>
<td>PHYSICIANS</td>
<td>.312 (0.080)</td>
<td>&lt;.001</td>
<td>.270 (0.218)</td>
<td>.22</td>
<td>.291 (0.125)</td>
<td>.02</td>
<td>.257 (0.157)</td>
<td>.10</td>
<td>.314 (0.165)</td>
<td>.06</td>
<td>.276 (0.196)</td>
<td>.16</td>
</tr>
<tr>
<td>HOSPITALS</td>
<td>.442 (.055)</td>
<td>&lt;.001</td>
<td>-.149 (0.096)</td>
<td>.12</td>
<td>.532 (0.039)</td>
<td>&lt;.001</td>
<td>-.035 (0.100)</td>
<td>.73</td>
<td>.460 (0.067)</td>
<td>&lt;.001</td>
<td>-.146 (0.085)</td>
<td>.08</td>
</tr>
</tbody>
</table>

\textsuperscript{a}The results of the cut-off points are omitted for brevity.

\textsuperscript{b}GROWTH: presenting growth opportunities in the post-COVID-19 new normal.

\textsuperscript{c}Pseudo \( R^2 = .0583 \) (N= 123 observations).

\textsuperscript{d}SERVICE-IMPR: overall improvements in health delivery and services.

\textsuperscript{e}Pseudo \( R^2 = .0347 \) (N= 123 observations).

\textsuperscript{f}Pseudo \( R^2 = .0350 \) (N= 123 observations).

\textsuperscript{g}Pseudo \( R^2 = .0689 \) (N= 123 observations).

\textsuperscript{h}Pseudo \( R^2 = .0162 \) (N= 124 observations).

\textsuperscript{i}Pseudo \( R^2 = .0717 \) (N= 123 observations).

\textsuperscript{j}Pseudo \( R^2 = .0350 \) (N= 123 observations).

\textsuperscript{k}SC-INTEGR: integration with supply chain and logistics organizations.

\textsuperscript{l}N/A: not applicable.

\textsuperscript{m}SC-REDEGN: redesign through start-ups or entrepreneurial collaborations.

\textsuperscript{n}DSH: disproportionate share hospital.
Table 7. Direct relationship between supply chain challenges, dual-partnership plans, and outcomes.\(^a\)

<table>
<thead>
<tr>
<th>Variables</th>
<th>DUAL(^b,c) Coefficient (SE)</th>
<th>P value</th>
<th>GROWTH(^d,e) Coefficient (SE)</th>
<th>P value</th>
<th>SERVICE-IMPR(^f,g) Coefficient (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC-DISRUP(^h)</td>
<td>.035 (0.135)</td>
<td>.796</td>
<td>N/A(^i)</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>DUAL</td>
<td>N/A</td>
<td>N/A</td>
<td>.848 (0.053)</td>
<td>&lt;.001</td>
<td>.696 (0.354)</td>
<td>.05</td>
</tr>
<tr>
<td>SIZE</td>
<td>.526 (0.169)</td>
<td>.002</td>
<td>.916 (0.299)</td>
<td>.002</td>
<td>.254 (0.408)</td>
<td>.53</td>
</tr>
<tr>
<td>REGION</td>
<td>.293 (0.302)</td>
<td>.33</td>
<td>-.058 (0.184)</td>
<td>.75</td>
<td>.056 (0.164)</td>
<td>.74</td>
</tr>
<tr>
<td>OWNERSHIP</td>
<td>-14.273 (1.144)</td>
<td>&lt;.001</td>
<td>-298 (0.747)</td>
<td>.69</td>
<td>-920 (1.297)</td>
<td>.48</td>
</tr>
<tr>
<td>TEACHING</td>
<td>-294 (0.763)</td>
<td>.70</td>
<td>-1.167 (0.011)</td>
<td>&lt;.001</td>
<td>.133 (0.308)</td>
<td>.67</td>
</tr>
<tr>
<td>REVENUE</td>
<td>-1.150 (0.095)</td>
<td>&lt;.001</td>
<td>-648 (0.201)</td>
<td>.001</td>
<td>-188 (0.305)</td>
<td>.54</td>
</tr>
<tr>
<td>HIGH-DISH-HOSP</td>
<td>-.179 (0.384)</td>
<td>.64</td>
<td>-.069 (0.146)</td>
<td>.64</td>
<td>-.323 (0.375)</td>
<td>.39</td>
</tr>
<tr>
<td>HIGH-BURDEN-SYS</td>
<td>.590 (0.220)</td>
<td>.01</td>
<td>.921 (0.365)</td>
<td>.01</td>
<td>.429 (0.510)</td>
<td>.40</td>
</tr>
<tr>
<td>HIGH-BURDEN-HOSP</td>
<td>-.633 (0.149)</td>
<td>&lt;.001</td>
<td>-1.408 (0.185)</td>
<td>-.145</td>
<td>.443 (0.443)</td>
<td>.74</td>
</tr>
<tr>
<td>PHYSICIANS</td>
<td>.370 (0.572)</td>
<td>.52</td>
<td>.158 (0.117)</td>
<td>.18</td>
<td>.210 (0.342)</td>
<td>.54</td>
</tr>
<tr>
<td>HOSPITALS</td>
<td>.247 (0.151)</td>
<td>.10</td>
<td>.537 (0.066)</td>
<td>&lt;.001</td>
<td>-.051 (0.276)</td>
<td>.85</td>
</tr>
</tbody>
</table>

\(^a\) The results of the cut-off points are omitted for brevity.
\(^b\) DUAL: dual partnership.
\(^c\) Pseudo $R^2=.1067$ (N=124 observations).
\(^d\) GROWTH: presenting growth opportunities in the post-COVID-19 new normal.
\(^e\) Pseudo $R^2=.0703$ (N=124 observations).
\(^f\) SERVICE-IMPR: overall improvements in health delivery and services.
\(^g\) Pseudo $R^2=.0257$ (N=124 observations).
\(^h\) SC-DISRUP: supply chain disruptions and challenges.
\(^i\) N/A: not applicable.
\(^j\) DSH: disproportionate share hospital.
Table 8. Mediating effects of supply chain partnership plans on growth outcomes.\(^a\)

<table>
<thead>
<tr>
<th>Variables</th>
<th>GROWTH(^b)</th>
<th>GROWTH(^d)</th>
<th>GROWTH(^e)</th>
<th>GROWTH(^f)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (SE)</td>
<td>P value</td>
<td>Coefficient (SE)</td>
<td>P value</td>
</tr>
<tr>
<td>SC-DISRUP(^g)</td>
<td>−.064 (0.053)</td>
<td>.23</td>
<td>−.170 (0.073)</td>
<td>.02</td>
</tr>
<tr>
<td>SC-INTEGR(^b)</td>
<td>N/A(^i)</td>
<td>N/A</td>
<td>.224 (0.048)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SC-REDEGN(^j)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SIZE</td>
<td>.954 (0.374)</td>
<td>.01</td>
<td>.873 (0.391)</td>
<td>.03</td>
</tr>
<tr>
<td>REGION</td>
<td>−.006 (0.134)</td>
<td>.96</td>
<td>.028 (0.179)</td>
<td>.88</td>
</tr>
<tr>
<td>OWNERSHIP</td>
<td>−.702 (0.787)</td>
<td>.37</td>
<td>−.616 (0.883)</td>
<td>.49</td>
</tr>
<tr>
<td>TEACHING</td>
<td>−.230 (0.129)</td>
<td>.08</td>
<td>−.181 (0.116)</td>
<td>.12</td>
</tr>
<tr>
<td>REVENUE</td>
<td>−.846 (0.172)</td>
<td>&lt;.001</td>
<td>−.717 (0.163)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HIGH-DSH(^k) - HOSP</td>
<td>−.135 (0.107)</td>
<td>.21</td>
<td>−.250 (0.175)</td>
<td>.15</td>
</tr>
<tr>
<td>HIGH-BURDEN-SYS</td>
<td>.950 (0.405)</td>
<td>.02</td>
<td>.889 (0.324)</td>
<td>.01</td>
</tr>
<tr>
<td>HIGH-BURDEN-HOSP</td>
<td>−1.394 (0.165)</td>
<td>&lt;.001</td>
<td>−1.340 (0.186)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PHYSICIANS</td>
<td>.301 (0.064)</td>
<td>&lt;.001</td>
<td>.354 (0.124)</td>
<td>.004</td>
</tr>
<tr>
<td>HOSPITALS</td>
<td>.522 (0.062)</td>
<td>&lt;.001</td>
<td>.465 (0.051)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)The results of the cut-off points are omitted for brevity.
\(^b\)GROWTH: presenting growth opportunities in the post-COVID-19 new normal.
\(^c\)Pseudo \(R^2=0.0578\) (N=124 observations).
\(^d\)Pseudo \(R^2=0.0625\) (N=123 observations).
\(^e\)Pseudo \(R^2=0.0691\) (N=124 observations).
\(^f\)Pseudo \(R^2=0.0723\) (N=123 observations).
\(^g\)SC-DISRUP: supply chain disruptions and challenges.
\(^h\)SC-INTEGR: integration with supply chain and logistics organizations.
\(^i\)N/A: not applicable.
\(^j\)SC-REDEGN: redesign through start-ups or entrepreneurial collaborations.
\(^k\)DSH: disproportionate share hospital.
Table 9. Mediating effects of supply chain partnership plans on service outcomes. a

<table>
<thead>
<tr>
<th>Variables</th>
<th>SERVICE-IMPR b,c</th>
<th>Coefficient (SE)</th>
<th>P value</th>
<th>SERVICE-IMPR d</th>
<th>Coefficient (SE)</th>
<th>P value</th>
<th>SERVICE-IMPR e</th>
<th>Coefficient (SE)</th>
<th>P value</th>
<th>SERVICE-IMPR f</th>
<th>Coefficient (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC-DISRUP g</td>
<td>.289 (0.113)</td>
<td>.01</td>
<td>.201 (0.101)</td>
<td>.05</td>
<td>.310 (0.089)</td>
<td>.001</td>
<td>.221 (0.060)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC-INTEGR h</td>
<td>N/A i</td>
<td>N/A</td>
<td>.178 (0.130)</td>
<td>.17</td>
<td>N/A</td>
<td>N/A</td>
<td>.177 (0.133)</td>
<td>.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC-REDEGN j</td>
<td>N/A i</td>
<td>N/A</td>
<td>.178 (0.130)</td>
<td>.17</td>
<td>N/A</td>
<td>N/A</td>
<td>.177 (0.133)</td>
<td>.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIZE</td>
<td>.303 (0.544)</td>
<td>.58</td>
<td>.216 (0.563)</td>
<td>.70</td>
<td>.261 (0.454)</td>
<td>.57</td>
<td>.179 (0.478)</td>
<td>.71</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REGION</td>
<td>.143 (0.047)</td>
<td>.002</td>
<td>.197 (0.059)</td>
<td>.001</td>
<td>.109 (0.094)</td>
<td>.25</td>
<td>.164 (0.119)</td>
<td>.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OWNERSHIP</td>
<td>−1.680 (0.637)</td>
<td>.01</td>
<td>−1.684 (0.690)</td>
<td>.02</td>
<td>−1.489 (0.461)</td>
<td>.001</td>
<td>−1.498 (0.499)</td>
<td>.003</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TEACHING</td>
<td>.221 (0.041)</td>
<td>&lt;.001</td>
<td>.274 (0.034)</td>
<td>&lt;.001</td>
<td>.219 (0.026)</td>
<td>&lt;.001</td>
<td>.271 (0.017)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REVENUE</td>
<td>−.293 (0.262)</td>
<td>.26</td>
<td>−.179 (0.292)</td>
<td>.54</td>
<td>−.265 (0.284)</td>
<td>.35</td>
<td>−.153 (0.323)</td>
<td>.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIGH-DSH-HOSP k</td>
<td>−.331 (0.195)</td>
<td>.09</td>
<td>−.416 (0.259)</td>
<td>.11</td>
<td>−.330 (0.193)</td>
<td>.09</td>
<td>−.414 (0.255)</td>
<td>.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIGH-BURDEN-SYS</td>
<td>.321 (0.258)</td>
<td>.21</td>
<td>.268 (0.328)</td>
<td>.41</td>
<td>.353 (0.233)</td>
<td>.13</td>
<td>.295 (0.315)</td>
<td>.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIGH-BURDEN-HOSP</td>
<td>−.038 (0.236)</td>
<td>.87</td>
<td>−.056 (0.237)</td>
<td>.81</td>
<td>−.025 (0.207)</td>
<td>.90</td>
<td>−.042 (0.209)</td>
<td>.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHYSICIANS</td>
<td>.185 (0.221)</td>
<td>.40</td>
<td>.240 (0.206)</td>
<td>.24</td>
<td>.194 (0.196)</td>
<td>.32</td>
<td>.248 (0.186)</td>
<td>.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOSPITALS</td>
<td>−.120 (0.109)</td>
<td>.27</td>
<td>−.188 (0.112)</td>
<td>.09</td>
<td>−.115 (0.107)</td>
<td>.28</td>
<td>−.185 (0.115)</td>
<td>.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a The results of the cut-off points are omitted for brevity.

b SERVICE-IMPR: overall improvements in health delivery and services.
c Pseudo $R^2$ = .0353 (N=124 observations).
d Pseudo $R^2$ = .0403 (N=123 observations).
e Pseudo $R^2$ = .0365 (N=124 observations).
f Pseudo $R^2$ = .0414 (N=123 observations).
g SC-DISRUP: supply chain disruptions and challenges.
h SC-INTEGR: integration with supply chain and logistics organizations.
i N/A: not applicable.
j SC-REDEGN: redesign through start-ups or entrepreneurial collaborations.
k DSH: disproportionate share hospital.

Discussion

Principal Findings

This study first explores the relationship between the perceived severity of supply chain–related challenges/disruptions and an organization’s future partnership plans to address those challenges. Second, the study elucidates the relationship between supply chain partnerships and outcomes. We also explored the relationship between supply chain challenges and a dual-partnership mix.

First, the results indicate that organizations tend to choose supply chain integration with existing partners as an operational strategy with higher perceived challenges and disruptions. These organizations tend not to partner with start-ups or other new entities.

Health systems with HIGH-DSH-HOSP and HIGH-BURDEN-SYS both tend to choose integration over collaboration. REGION and REVENUE negatively correlate with integration and positively correlate with collaboration. OWNERSHIP, TEACHING hospitals, HIGH-BURDEN-HOSP, and PHYSICIANS negatively correlate with integration and collaboration. SIZE and HOSPITALS both have a positive correlation with integration and collaboration.

Second, the results indicate a significant relationship between supply chain integration and service improvement and between supply chain collaborations and growth. Together, integration and collaboration contribute to growth, while integration has a more profound positive impact on service improvement. Thus, integration is better for both service and growth, while collaboration is better for growth.

There is a positive correlation with both GROWTH and SERVICE-IMPR for SIZE, REGION, HIGH-BURDEN-SYS, and PHYSICIANS in health systems that choose to integrate with existing partners. OWNERSHIP, REVENUE, HIGH-DSH-HOSP, and HIGH-BURDEN-HOSP negatively correlate with GROWTH and SERVICE-IMPR. TEACHING hospitals negatively correlate with GROWTH and have a positive correlation with SERVICE-IMPR. Thus, hospitals have a positive correlation with GROWTH and a negative correlation with SERVICE-IMPR.

For health systems that choose supply chain redesign, there is a positive correlation with both GROWTH and SERVICE-IMPR for the variables SIZE, HIGH-BURDEN-SYS, and
PHYSICIANS. There is a negative correlation with GROWTH and a positive correlation with SERVICE-IMPR for REGION and TEACHING. There is a negative correlation with both GROWTH and SERVICE-IMPR for OWNERSHIP, REVENUE, HIGH-DSH-HOSP, and HIGH-BURDEN-HOSP. Thus, hospitals have a positive correlation with GROWTH and a negative correlation with SERVICE-IMPR.

Third, the results indicate no significant relationship between supply chain challenges and dual-partnership choice; however, dual-partnership choices significantly affected both service and growth. Taken together, the results suggest that health systems are better able to provide services with supply chain integration. Health systems positioned for growth can also increase innovation and capability through supply chain redesign.

For health systems that have dual partnerships, there is a positive correlation with both GROWTH and SERVICE-IMPR for the variables SIZE, HIGH-BURDEN-SYS, and PHYSICIANS. There is a negative correlation with GROWTH and a positive correlation with SERVICE-IMPR for REGION and TEACHING. There is a negative correlation with GROWTH and SERVICE-IMPR for OWNERSHIP, REVENUE, HIGH-DSH-HOSP, and HIGH-BURDEN-HOSP. Thus, hospitals have a positive correlation with GROWTH and a negative correlation with SERVICE-IMPR.

Implications

The first set of results sheds light on the influence of perceived disruptions and challenges on partnership choice. Higher expectations of supply chain disruptions tend to influence supply chains to integrate more with existing partners and not with start-ups or other entrepreneurial collaborations. A plausible explanation is that high-burden systems may need to pursue new collaborations to further add to the complexity of their current state. Additionally, health systems with high revenue may opt for supply chain redesign because of the financial resources available for the collaborative initiative.

The second set of findings investigates partnership choice and outcomes. Supply chain integration leads to greater service outcomes, while collaborations lead to greater growth opportunities. Although integration shows a more profound impact on service improvement, there are growth opportunities within this partnership choice. One possible explanation for these findings is that large high-burden systems have greater opportunity for growth within the supply chain when operations become more integrated and the flow of resources becomes more seamless. Resources can be redirected to growth initiatives.

Examining the factors that lead organizations to integration or collaboration will guide new strategies and policies in health care. Policy implementations that can minimize the financial risks of collaborations may drive dual-partnership choices. Healthy systems and health systems that do not perceive many challenges have an opportunity for competitive advantage through start-up collaborations. Additionally, organizations may contract with alternative suppliers for emergencies to ensure supply procurement in events that halt shipments. Future research could elucidate the impact of highly networked systems on perceived supply chain disruptions and thus partnership choice.

Limitations and Directions for Future Research

The authors acknowledge some limitations of this study that future research could address. Integration and collaboration may not lead to increased service outcomes to growth opportunities if they are not implemented successfully, so providers, members of the supply chain team, and policymakers should focus on the conditions with which integration and collaboration can be successfully implemented to deliver greater value in the care continuum.

First, research could further examine other variables affecting partnership choice. This study focused on the perception of supply chain disruptions and challenges. However, other external and internal disruptions could affect partnership choice. Demand-driven externalities could also influence partnership choice.

Second, supply chain operations can be highly networked or have few key players. In health systems with few suppliers, an impact on a critical supplier will cause more significant disruptions in production. Organizations may collaborate with other suppliers in this case because further integration in the supply chain may not increase supply procurement.

Conclusion

Disruptions in health care remain a challenge, partly due to supply chain management inefficiencies. Understanding these inefficiencies and how they impact supply chain partnership choice as an organizational strategy is essential in the health care sector. This study begins to investigate supply chain management partnership dynamics.

Health care organizations continuously face growing costs and meet these challenges through seamless integration efforts and innovative collaborations. Although higher perceptions of supply chain challenges lead to integration strategies rather than innovative redesign, integration and collaboration can provide lean and agile systems and better equip organizations to address challenges. Organizations have an opportunity to provide better service outcomes while also identifying and capitalizing on innovative growth opportunities.
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Abstract

Background: To provide effective care for inpatients with COVID-19, clinical practitioners need systems that monitor patient health and subsequently allow for risk scoring. Existing approaches for risk scoring in patients with COVID-19 focus primarily on intensive care units (ICUs) with specialized medical measurement devices but not on hospital general wards.

Objective: In this paper, we aim to develop a risk score for inpatients with COVID-19 in general wards based on consumer-grade wearables (smartwatches).

Methods: Patients wore consumer-grade wearables to record physiological measurements, such as the heart rate (HR), heart rate variability (HRV), and respiration frequency (RF). Based on Bayesian survival analysis, we validated the association between these measurements and patient outcomes (ie, discharge or ICU admission). To build our risk score, we generated a low-dimensional representation of the physiological features. Subsequently, a pooled ordinal regression with time-dependent covariates inferred the probability of either hospital discharge or ICU admission. We evaluated the predictive performance of our developed system for risk scoring in a single-center, prospective study based on 40 inpatients with COVID-19 in a general ward of a tertiary referral center in Switzerland.

Results: First, Bayesian survival analysis showed that physiological measurements from consumer-grade wearables are significantly associated with patient outcomes (ie, discharge or ICU admission). Second, our risk score achieved a time-dependent area under the receiver operating characteristic curve (AUROC) of 0.73-0.90 based on leave-one-subject-out cross-validation.

Conclusions: Our results demonstrate the effectiveness of consumer-grade wearables for risk scoring in inpatients with COVID-19. Due to their low cost and ease of use, consumer-grade wearables could enable a scalable monitoring system.

Trial Registration: Clinicaltrials.gov NCT04357834; https://www.clinicaltrials.gov/ct2/show/NCT04357834

(JMIR Form Res 2022;6(6):e35717) doi:10.2196/35717)
**Introduction**

Health trajectories from patients with COVID-19 show large variability with sudden deterioration in the disease state and uncertain outcomes [1-4]. Hence, to provide effective care, clinical practitioners need systems that allow for monitoring the health trajectory of patients with COVID-19, especially during hospitalization [5-8]. Such systems can then be used to estimate the risk of a deterioration in the health condition and thus generate early warnings of critical conditions. In clinical practice, this enables the allocation of resources to patients in need and supports early responses to critical conditions [6,9-11].

Prior research has developed systems for monitoring patients with COVID-19 in different settings. One research stream detects the onset of COVID-19 using wearables (eg, smartphones) [12-14] and thus addresses the time before hospitalization. Another literature stream focuses on risk scoring for patients in intensive care units (ICUs) [7,8,15-17]. Here, monitoring systems are customized for the needs in intensive care and thus build upon specialized and often proprietary medical devices for physiological measurements. Vital signs, such as the heart rate (HR) or respiration frequency (RF), have been found to be predictive of critical health conditions [7,16].

In contrast, research is needed that develops systems for risk scoring for inpatients in general wards, which presents the focus of this work. This requires a custom risk score tailored to the corresponding patient population and nonspecialized monitoring devices that are available in general wards. For inpatients with COVID-19 in general wards, we propose the use of consumer-grade wearables (smartwatches) for monitoring and subsequent risk scoring due to their low cost, ease of use, and, thus, potential scalability. Previously, research has demonstrated the clinical relevance of consumer-grade wearables for longitudinal physiological measurements [18,19]. Further, they have been used for monitoring the progression of various other diseases (eg, diabetes mellitus [20,21]), yet their effectiveness for inpatients with COVID-19 in general wards remains to be confirmed.

In this paper, we develop a risk score for inpatients with COVID-19 in general wards based on scalable consumer-grade wearables (see Figure 1 for our overview). The consumer-grade wearables are used to monitor physiological measurements of patients: HR, heart rate variability (HRV), and RF. Based on these measurements, our risk score assesses the risk of different patient outcomes, defined as the probability of hospital discharge and ICU admission.

**Methods**

**Study Procedure**

In visit 1 (V1), a study investigator explained the nature, purpose, and risks of the study and provided eligible patients with a copy of the patient information sheet. If written informed consent was obtained and eligibility criteria were met, the remaining screening information was obtained. A patient number was assigned to each patient in ascending order.
from hospitalization in the general ward until the patient was admitted to the ICU or discharged home.

The study investigators were equipped with a monitoring dashboard allowing for observation of the charging status as well as functionality of the devices in use. If a patient was not capable of charging the devices themselves or the devices were not working properly, a member of the study team directly approached the patient and either charged the devices or solved possible technical issues.

In visit 2 (V2, close-out visit), the treating physician in the general ward informed the study team that 1 of the close-out criteria (admitted to the ICU or discharged home) had been met. A member of the study team then visited the patient and initiated the close-out visit. During V2, patients returned the wearable, the smartphone, and the charging cable. Completeness of data transfer to the back-end server was checked, and thereafter, all data on the devices were deleted.

Ethical Considerations

The study followed the Declaration of Helsinki, the guidelines of good clinical practice, Swiss health laws, and the ordinance on clinical research. The study was approved by the local ethics committee of Bern, Switzerland (ID 2020-00874). Each patient provided informed written consent before any study-related procedure.

Data Collection

The technical backbone of our data collection comprised 2 components: (1) a smartwatch that continuously collected physiological parameters and (2) a custom smartphone app to transfer the data to our server. In particular, the collected data were first transferred via Bluetooth to our self-developed smartphone app. Subsequently, the data were sent to a central database.

The smartwatch was used for measuring various physiological parameters. The recorded sensor measurements were the accelerometer (ACC), interbeat interval (IBI), HR, and RF. The ACC was sampled with 25 Hz. The HR and RF were logged once per minute. The IBI was recorded by logging the time of each heartbeat. The HR, IBI, and RF were derived from the photoplethysmography (PPG) sensor of the wearable.

Additional patient demographics (i.e., patient age and sex) were collected by the clinical practitioners.

Data Processing

Data gathered from sensors embedded in consumer-grade wearable devices come along with inherent challenges for clinical usage. In particular, consumer smartwatches are by no means certified medical devices, and their sensor data may be subject to noise and missing values. We thus performed customized preprocessing of the sensor data as follows.

The HRV was computed based on a time series of IBIs. Of note, variability measures retrieved from an optical PPG signal should be referred to as pulse rate variability (PRV), whereas the variability measures retrieved from an electrocardiogram (ECG) should be referred to as the HRV. Since variability measures are significantly correlated, we followed the convention and speak here of the HRV [22-24]. First, measurement artifacts were filtered by removing IBIs that differed by more than 20% from the preceding IBI [25]. Furthermore, we used an adaptive threshold analysis for the HRV that discarded time windows with less than half of the expected heartbeats recorded by the measurement device [26]. This adaptive threshold prevents HRV values from being distorted due to insufficient data in a time window. Subsequently, the HRV in both the time domain and the frequency domain was calculated according to international guidelines [25]. For the frequency-domain features, one needs to estimate the power spectral density [27]. The time between 2 heartbeats changes. Hence, the IBI series is irregularly sampled. To avoid resampling, which bears the risk of distorted HRV features in case the proportion of missing data increases, we relied on the Lomb-Scargle method [28-32].

Feature Engineering

Our data showed substantial variation in the HR, HRV, and RF throughout the day, which was most likely due to changes in patient activity patterns. A confirmatory check showed strong dependence on the intensity of body movements throughout the day (see Multimedia Appendix 1). To compute daily physiological features that are robust against the activity patterns of patients and their biological rhythms, measurements taken during a time window from midnight to 5:00 a.m. each day were used. This time frame roughly corresponds to the phase of patients' night rest, as characterized by stable physiological measurements and minimal body movements (see Multimedia Appendix 1).

The wearable-based measurements of the HR, HRV, and RF were aggregated into a single value per time window using feature engineering. For the HR and RF, we computed 15 statistical features that reflect different properties of the distribution over time (e.g., mean, skewness, SD). For the HRV, there exists an extensive amount of research on the effect of the window size on HRV features [33-36]. Here, we followed recommendations by Malik et al [25] and computed 19 time-domain and frequency-domain HRV features over intervals of 300 seconds before taking the mean over the full time window. The detailed list of features is provided in Multimedia Appendix 1. To ensure representativeness of the features, we required a sufficient number of valid measurements during the night—reasonably, minimum data of half of the measuring period during the night. After the application of all quality criteria (i.e., IBI quality criteria and minimum coverage of the measurement period), 114 (69.1%) of 165 observations were retained. Here, 1 observation represents the aggregated physiological measurements of a patient from 1 specific night. Throughout the paper, the combination of wearable-based measurements (HR, HRV, RF) and feature engineering is referred to as physiological features.

For both preprocessing and feature engineering, we leveraged the publicly available Python package FLIRT, which is tailored to process wearable data [37]. By choosing the parameters as stated before, the entire pipeline can be reproduced.
Explanatory Analysis of the Association of Physiological Features With Patient Outcomes

To assess the association of physiological features with observed patient outcomes (ie, hospital discharge vs ICU admission), survival analysis was conducted. This allowed us to appropriately account for the time-to-event nature of the data and the presence of right censoring (see the Results section). Since the physiological features were updated each day, they were represented by time-dependent covariates in our survival analysis. Accordingly, a pooled regression approach [38,39] was chosen to flexibly account for the time dependence of the covariates. Moreover, as we did not observe an ICU readmission after a hospital discharge, both events should be regarded as competing risks and modeled via cause-specific hazards [40].

To make optimal use of the data in our study, both hazards for hospital discharge and ICU admission were estimated in a joint model. Specifically, the probabilities of hospital discharge, ICU admission, or no event (ie, continued stay) of patient “i” on day “t” were related to a regression function of the physiological features from the previous night. The probabilities were modeled jointly via an ordinal regression using a cumulative probability model with complementary log-log link [41-43]. This can also be interpreted as modeling the health condition of patients through a latent variable, where hospital discharge indicates a better health condition than continued stay and continued stay indicates a better health condition than ICU admission. An ordinal regression model accurately reflects this relationship, while offering high flexibility. Additionally, patient age and sex were considered demographic features. The model was specified in a fully Bayesian framework. Thereby, we ensured the robustness of our analysis by appropriately quantifying the uncertainty in parameter estimates. This is particularly important for limited sample sizes, as may likely be the case with newly emerged diseases. The formal specification of our model is provided in Multimedia Appendix 2. Of note, our approach has a particular connection with the well-known proportional hazards model [44] and can be interpreted as a Cox regression with time-dependent covariates that further accounts for competing risks in a joint model of hospital discharge and ICU admission probability.

In our explanatory analysis, we estimated univariate associations, which allowed us to identify the association of individual physiological features with patient health. Thus, a separate model was fitted for each physiological feature.

Development of a Risk Score

To develop a risk score based on the physiological features, a parsimonious 2-step approach was chosen. That is, we first used feature engineering and principal component analysis (PCA) to obtain a low-dimensional but comprehensive representation of patients’ physiological state. This representation was then linked to patient outcomes through a Bayesian survival model that was similar to the models used in our explanatory analysis. We chose this approach over alternative methods (eg, deep learning) due to several reasons. First, the use of a parametric model can effectively reduce the risk of overfitting, while the feature engineering still allows us to use high-dimensional sensor data. Moreover, by jointly modeling the probabilities of hospital discharge and ICU admission, the risk score makes optimal use of the available data and can be readily interpreted as an overall indicator of patient condition. Finally, the use of Bayesian modeling ensures robust results even with limited amounts of data and appropriately quantifies uncertainty in the risk score.

The risk score was constructed by combining multiple physiological features into an overall metric. For this, we proceeded as follows: (1) The coefficients of the explanatory models were used to select physiological features of the HR, HRV, and RF that showed a relevant association (80% credible interval [CrI], excluding 0) with patient outcomes. (2) Since many features of the same measurement were strongly correlated, dimensionality reduction via PCA [45] was applied to generate a lower-dimensional representation of the underlying physiological information. (3) Pooled logistic least absolute shrinkage and selection operator (LASSO) regressions were employed to identify principal components (PCs) with high predictive power. Here, the PCs were used as predictors for the probability of either hospital discharge or ICU admission on a given day. The tuning parameter \( \lambda \) for the LASSO regularization was chosen via cross-validation. All PCs with nonzero coefficients were selected. (4) The risk score was computed from the linear predictor of a similar ordinal regression model as for the explanatory analysis but with the selected PCs as covariates. Correspondingly, a larger risk score implies a higher probability of ICU admission and a lower probability of hospital discharge. The probability of continued stay (ie, neither hospital discharge nor ICU admission) is

\[
P_{\text{continued stay}} = 1 - P_{\text{discharge}} - P_{\text{ICU}}.
\]

Estimation and Performance Evaluation

All model parameters were estimated using a fully Bayesian framework [46-48]. Weakly informative priors were used for all parameters [49], and the estimation was checked by following best-practice recommendations in Bayesian modeling [46,50]. Details of the estimation and model checking are provided in Multimedia Appendices 2 and 3.

The performance of the developed risk score was evaluated via leave-one-patient-out cross-validation. The cross-validation covered all relevant preprocessing steps, including PCA. We assessed the performance in terms of discrimination accuracy via time-dependent receiver operating characteristic (ROC) curves using the incident case approach with dynamic controls (I/D) [51,52]. Moreover, in survival models with competing risks, ROC curves must be cause specific. Due to the small number of patients with ICU admission in our sample, we here focused on the ROC curve for hospital discharge. The ROC curve of the risk score–based prediction of hospital discharge for varying length of stay was thus evaluated to obtain a time-dependent area under the receiver operating characteristic curve (AUROC; see Multimedia Appendix 2 for details). The time-dependent AUROC assesses the predictive accuracy of the risk score to discriminate between patients who are discharged after a given number of days and patients who continue to stay in the hospital [52]. It can be interpreted as the probability that a random patient who is discharged on day “t”
has a higher predicted hazard of discharge than a random patient who continues to stay in the hospital [53].

To assess the added value of continuous physiological measurements for monitoring a patient’s health throughout their hospital stay, we compared our risk score model to an alternative model that uses only data from the first night of hospital stay but is otherwise identical. The time-dependent AUROC was computed for both risk score models and compared across a varying length of stay in the hospital. We evaluated the length of stay for which a sufficient number of observations was available (ie, up to 6 days), corresponding to 87% of all observed lengths of stay. In the Results section, we further report a smoothed AUROC over time using the nearest-neighbor estimator for time-dependent ROC curves [54]. Our code is available in the official code repository [55].

**Results**

**Study Setting**

We conducted an observational study (see the study flowchart in Figure 2) between October 2020 and June 2021 in the general ward of a tertiary referral center in Switzerland. In total, 46 patients were recruited according to 2 different scenarios of recruitment and enrollment in the study: (1) Patients who attended the emergency ward and were hospitalized with suspicion of COVID-19 were recruited directly during their initial evaluation, and (2) additionally, all inpatients tested positive for SARS-CoV-2 were reported to the study team automatically with an email alert from the laboratory and thereafter contacted (in-hospital visit) by a member of the study team. Either of the following patient outcomes were possible: (1) hospital discharge or (2) ICU admission.

Inclusion criteria were age greater than 18 years, suspicion of COVID-19 or patient testing positive for SARS-CoV-2, and hospitalization in the general ward. Exclusion criteria were direct transfer from an emergency ward or external institution to the ICU (ie, no hospitalization in the general ward of the study institution). Further exclusion criteria were that the smartwatch could not be attached around the wrist of the patient, known allergies to components of the smartwatch, and rejection of ICU admission in the patient decree.

After screening, 1 (2.2%) of 46 individuals was excluded due to a negative SARS-CoV-2 result, 4 (8.7%) patients were excluded due to technical problems during the recording (eg, persistent interruptions of the Bluetooth connection between wearable and smartphone) or nonadherence to the prescribed measurement regime, and 1 (2.2%) individual was excluded because the hospital discharge occurred on the same day of hospitalization. In total, 40 (87%) patients remained. Of these, 7 (17.5%) were admitted to an ICU during their hospital stay (after a median of 2 days), and 31 (77.5%) were discharged without a subsequent ICU stay (after a median of 4 days). In addition, 2 (5%) patients dropped out before their outcome was recorded and were thus treated as right-censored in our analysis.

**Association of Physiological Features With Patient Outcomes**

Figure 3 shows the association of physiological features with patient outcomes. Specifically, we reported standardized coefficients of the physiological features obtained from survival models adjusting for patient age and sex. A positive coefficient indicates that an increase in the value of a physiological feature on day “t” is associated with a higher probability of ICU admission as well as a lower probability of hospital discharge on day “t.” In contrast, a negative coefficient indicates that an increase in the value of a physiological feature is associated with a lower probability of ICU admission and a higher probability of hospital discharge on a given day.

Overall, 49 different univariate associations were estimated (ie, with 15, 30.6%, features related to the HR, 19, 38.8%, features related to the HRV, and 15, 30.6%, features related to the RF). For features related to the HR, we found the following associations: a higher HR was associated with worsened patient outcomes. In particular, we found that an increase in the mean HR indicated a deterioration in the patient’s condition (coefficient 0.71, 95% CrI 0.20-1.32). A similar association...
was found for several other features, including the maximum HR (coefficient 0.46, 95% CrI 0.03-0.94). For entropy-based features, the estimated relationship remained largely uncertain, however. For features related to the HRV, we found that increases were associated with improved patient outcomes. For example, an increase in the standard deviation of normal-to-normal intervals (SDNN) indicated an improvement of the patient condition (coefficient –0.28, 95% CrI –0.82 to 0.21). Moreover, several features related to the RF showed a positive association, where larger values indicated a worsened patient outcome. For example, increases in the 95% quantile of the RF were associated with a deterioration in the patient’s condition (coefficient 0.77, 95% CrI 0.19-1.51). The same was observed for the RF SD (0.46, 95% CrI –0.05 to 1.06). Altogether, these associations establish that the risk of a worsened condition among inpatients with COVID-19 can be identified through health measurements from consumer-grade wearables.

As part of our robustness checks, various alternative model specifications were tested (ie, changes with respect to the time window used for physiological measurements, the time trend, subject-specific variation, the cumulative distribution function, and wider priors; see Multimedia Appendix 4). We obtained similar estimates for all models, thus implying that the estimated associations between physiological features and patient outcomes remain robust.

Figure 3. Association of physiological features with patient outcomes. Shown are the standardized coefficients of physiological features for the (a) HR, (b) HRV, and (c) RF. Features were computed based on daily physiological measurements from wearables (see the Feature Engineering section and Multimedia Appendix 1). For each coefficient, we reported the posterior probability mass with mean (dot) and the 80% and 95% CrIs (thick and thin bars, respectively). Positive values (red) indicate an association with a deterioration in the health condition, and negative values (blue) indicate an association with an improved health condition. CrI: credible interval; HR: heart rate; HRV: heart rate variability; RF: respiration frequency.

Development of a Risk Score

Next, the physiological measurements from the wearables were combined into an overall risk score. Here, our main aim was to demonstrate that a combination of different physiological features is of predictive value and thus jointly informative. For this, PCA [45] was applied to all features that showed a relevant association (80% CrI, excluding 0) with patient outcomes. This was the case for 9 HR features, 4 HRV features, and 9 RF features. Next, PCs with the highest predictive value for patient outcomes were identified using LASSO (see the Methods section). For our clinical data, the LASSO selected 8 (36.4%) of 22 PCs. These PCs characterized the physiological state of patients through a lower-dimensional representation of the wearable-based measurements. A visualization of the PCs is shown in Multimedia Appendix 5.

The selected PCs were used to model patient outcomes as the dependent variable based on a survival model that is similar to that of the explanatory analysis. Multimedia Appendix 5 reports the estimated coefficients. The resulting linear predictor for the probability of hospital discharge and ICU admission was used as the overall risk score. The risk score thus quantifies the probability of hospital discharge and ICU admission of patients on a given day using wearable-based measurements from the previous night. Here, a higher score generally indicates a worse patient condition (Figure 4). Although the overall health condition of patients is confidently predicted by the risk score, the smaller number of patients with ICU admission in our data set means that the risk score is less differentiated with regard to ICU admission.
Figure 4. Probability of hospital discharge and ICU admission for different values of the risk score. Shown is the estimated daily probability of hospital discharge (blue) and ICU admission (red) as a function of the risk score. A larger risk score implies a higher probability of ICU admission and a lower probability of hospital discharge. Posterior means (lines) and 95% CrIs (shaded areas) are reported. The probability of continued stay (ie, neither hospital discharge nor ICU admission) is not shown but can be computed as $P_{\text{continued\ stay}} = 1 - P_{\text{discharge}} - P_{\text{ICU}}$. CrI: credible interval; ICU: intensive care unit.

Evaluation of the Risk Score

Figure 5 shows the leave-one-patient-out cross-validation results for the predictive performance of our risk score. Because the risk score was updated as the condition of patients changed throughout their hospital stay, the time-dependent AUROC was used as a performance metric that accounts for time-varying prediction performance. A daily AUROC was computed for up to 6 days of hospital stay, which covered 87% of the patients’ length of stay. For different lengths of stay, the risk score achieved a time-dependent AUROC of 0.73-0.90, suggesting reasonable predictive performance (Figure 5). This establishes that the different physiological features are jointly informative of patient health condition over time.

For comparison, we also reported the performance of a fixed risk score that used only data from the first night of hospital stay but was otherwise identical (Figure 5). Comparing the performance of the fixed risk score and our original risk score allowed us to assess the benefit of daily updating the physiological measurements. For the first day of hospital stay, the fixed risk score achieved a performance that was worse than the risk score with updated physiological measurements but was still above 0.70. However, for a length of stay longer than 1 day, the fixed risk score showed a consistently inferior performance.

To further assess the added value of the physiological features used in our risk score, we also evaluated the performance of a risk score that uses demographic features (ie, patient age and sex) but no physiological features. The cross-validation results for this risk score indicated that demographic features alone have no relevant predictive value with regard to the time-varying health condition of the patients in our sample (see Multimedia Appendix 6). Together, these results confirm that continuously updated, repeated monitoring of physiological measurements can provide an added value for analyzing the patient’s condition during the hospital stay.
**Figure 5.** Prediction performance of the risk score over time. Shown is the time-dependent AUROC of the risk score in predicting patient discharge over time. Two scenarios are compared: (1) main (blue solid line) and (2) fixed (gray dashed line). In the main scenario, the daily risk score is computed from updated wearable-based measurements recorded during the respective previous night. The AUROC is significantly above 0.5 for up to 6 days, which covers 87% of the patients’ length of stay. In the fixed scenario, the risk score is computed throughout the stay from recordings only from the first night. The comparison between these scenarios shows the added value of regularly updated health measurements provided by wearables. Out-of-sample predictions were obtained via leave-one-patient-out cross-validation. Dots show the individual time-dependent AUROC estimates for days with observed patient discharge. Smoothing was performed via a nearest-neighbor estimator (see the Performance Evaluation section) to obtain an estimate of the mean AUROC over time (lines) with 95% CIs (shaded areas). AUROC: area under the receiver operating characteristic curve.

**Discussion**

**Principal Results**

This work presents a monitoring system that allows for risk scoring of inpatients with COVID-19 in the general ward using consumer-grade wearables (smartwatches).

For this, Bayesian survival analysis was used to establish that physiological measurements monitored by consumer-grade wearables are indicative of patient outcomes in the general ward (ie, hospital discharge vs ICU admission). We further showed that these different physiological measurements can be combined into a single, clinically meaningful risk score with high prediction performance regarding the health condition of patients (time-dependent AUROC of 0.73-0.90). Our results show the feasibility of a risk score for inpatients with COVID-19 in general wards based on scalable consumer-grade wearables. In the future, such risk scores may enable clinical practitioners to adapt to patient needs and, ideally, respond earlier when a patient trajectory progresses toward a critical condition.

We found that several physiological features derived from wearable-based measurements are associated with patient outcomes. For instance, a higher mean HR, a higher mean RF, and a lower HRV RMSSD are all indicative of a deterioration in the health condition of patients. The observed relationship between patient outcomes and cardiovascular features (HR and HRV), as well as patient outcomes and RF measurements, is consistent with previous research on digital biomarkers [22,56-60]. These findings add to the robustness of our monitoring system. Importantly, we discovered these associations based on consumer-grade wearables, which indicates the clinical applicability and, thus, the relevance of the technology. Furthermore, the risk score may implicitly capture information on clinical interventions (eg, ventilation, which affects the RF). Hence, wearable recordings must be interpreted carefully in the light of other simultaneous interventions.

To derive our risk score, we intentionally chose a parsimonious approach using feature engineering and Bayesian survival modeling. Different from other machine learning methods, a parametric, Bayesian approach like ours is especially viable in the case of newly emerged diseases, where data availability may be limited. Since our feature engineering is mostly disease independent, the physiological features could be integrated into models for other diseases too, further promoting scalability. More generally, our approach demonstrates how multiple competing patient outcomes can be flexibly linked to time-dependent measurements in a parametric, joint model of patient condition.
Comparison With Prior Work

Prior research successfully explored vital signs measured by smartwatches (eg, the resting HR) as a basis to detect the onset of COVID-19 outside a clinical setting [12-14]. Hence, we leveraged similar devices to record physiological measures and model a similar outcome (ie, deterioration in a patient’s health). However, our monitoring system differs from others on COVID-19 as follows: First, there is no proof-of-concept study in a clinical setup that explores smartwatches as a basis to monitor patients with COVID-19 to the best of our knowledge. Second, we modeled a patient’s health condition as a whole to detect not only a deterioration in the patient’s health but also an improvement.

Lastly, several studies have focused on risk scoring in ICUs [7,8,16,17]. However, due to a large number of hospitalizations for COVID-19, inpatients in general wards are also of major concern. Different from our study setting, risk scoring in ICUs builds upon specialized medical devices for health monitoring and a specific patient population. Because of this, a direct transfer of ICU risk scores to clinical practice in general wards is obviously limited. Therefore, we developed a monitoring system and subsequent risk scoring that is particularly suited for general wards (eg, there is no need for specialized medical monitoring technology).

In summary, our study supports the clinical relevance of wearables exclusively based on consumer-grade technology. In contrast to specialized medical devices for health monitoring (eg, finger pulse oximetry or ECG sensor), consumer-grade technology comes at a comparatively low cost, can be deployed easily, and is thus scalable. Clinical practitioners simply need to attach the smartwatch to the wrist of a patient. In addition, smartwatches offer a familiar user interface.

Limitations

A general concern may be that measurements from consumer-grade wearables are subject to noise or missing values. The results of our study, however, show that a wearable-based risk score can offer robust predictions of patient outcomes. Our study opens several possibilities for future research. The main limiting factor of our study is the sample size of 40, which naturally restricts the number of ICU admissions in the data set. To further assess the predictive performance of wearable-based risk scores, in particular with regard to ICU admission, future research might expand our data set with additional patient populations and different variants of SARS-CoV-2. The model merely incorporated data from wearable sensors for risk scoring and refrained from integrating other data sources (eg, electronic health records). This choice was made to ensure a scalable use in clinical practice. Further, our system builds upon dimensionality reduction via PCA to handle high-dimensional sensor data, proving effective to avoid overfitting. Nevertheless, future research may explore alternative machine learning methods for risk scoring.

Conclusion

Overall, our results show the promise of consumer-grade wearables as an effective, scalable, and low-cost technology for health monitoring in a general ward. In the future, consumer-grade wearables, such as smartwatches, may further offer monitoring capabilities for inpatients with other diseases.
Multimedia Appendix 4
Robustness of Explanatory Analysis.

Multimedia Appendix 5
Principal component analysis (PCA) results.

Multimedia Appendix 6
Comparison to a Risk Score Using Only Demographic Features.
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Abstract

Background: Digital mental health (DMH) tools use technology (eg, websites and mobile apps) to conveniently deliver mental health resources to users in real time, reducing access barriers. Underserved communities facing health care provider shortages and limited mental health resources may benefit from DMH tools, as these tools can help improve access to resources.

Objective: This study described the development and feasibility evaluation of the Emotional Needs Evaluation and Resource Guide for You (ENERGY) System, a DMH tool to meet the mental health and resource needs of youth and their families developed in the context of the COVID-19 pandemic. The ENERGY System offers a brief assessment of resource needs; problem-solving capabilities; and symptoms of depression, anxiety, trauma, and alcohol and substance use followed by automated, personalized feedback based on the participant’s responses.

Methods: Individuals aged ≥15 years were recruited through community partners, community events, targeted electronic health record messages, and social media. Participants completed screening questions to establish eligibility, entered demographic information, and completed the ENERGY System assessment. Based on the participant’s responses, the ENERGY System immediately delivered digital resources tailored to their identified areas of need (eg, relaxation). A subset of participants also voluntarily completed the following: COVID-19 Exposure and Family Impact Survey (CEFIS) or COVID-19 Exposure and Family Impact Survey Adolescent and Young Adult Version (CEFIS-AYA); resource needs assessment; and feedback on their experience using the ENERGY System. If resource needs (eg, housing and food insecurity) were endorsed, lists of local resources were provided.

Results: A total of 212 individuals accessed the ENERGY System link, of which 96 (45.3%) completed the screening tool and 86 (40.6%) received resources. Participant responses on the mental health screening questions triggered on average 2.04 (SD 1.94) intervention domains. Behavioral Activation/Increasing Activities was the most frequently launched intervention domain (56%, 54/96), and domains related to alcohol or substance use were the least frequent (4%, 4/96). The most frequently requested support areas were finances (33%, 32/96), transportation (26%, 25/96), and food (24%, 23/96). The CEFIS and CEFIS-AYA indicated higher than average impacts from the pandemic (ie, average scores >2.5). Participants were satisfied with the ENERGY System overall (65%, 39/60) as well as the length of time it took to answer the questions (90%, 54/60), which they found easy to answer (87%, 52/60).
Conclusions: This study provided initial support for the feasibility of the ENERGY System, a DMH tool capable of screening for resource and mental health needs and providing automated, personalized, and free resources and techniques to meet the identified needs. Future studies should seek direct feedback from community members to further improve the ENERGY System and its dissemination to encourage use.

(JMIR Form Res 2022;6(6):e38162) doi:10.2196/38162
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Introduction

Background

Prior to the COVID-19 pandemic, nearly half of all adolescents and a quarter of all adults in the United States met the criteria for at least one mental health disorder [1,2]. The effects of the COVID-19 pandemic have exacerbated mental health concerns, particularly for adolescents and young adults [3-5]. Further, structural barriers that existed prior to the COVID-19 pandemic primed specific communities to disproportionately experience negative effects from the pandemic [6,7]. However, the majority of these individuals have not received mental health care [8,9]. Mental health stigma, time limitations, and the identification of mental health problems were among the primary barriers to accessing care [10-20]. Additionally, the demand for behavioral health care frequently exceeds clinic capacity, particularly in rural areas [21]. Given the lack of accessible mental health services and the increased need for such resources, it is imperative to identify novel means for providing behavioral health assessment and care, particularly to members of vulnerable communities.

Digital mental health (DMH) tools are one way to enhance the accessibility of evidence-based interventions and resources [22]. DMH refers to the use of technology platforms, such as websites (ie, eHealth), mobile apps (ie, mobile health), and electronic devices (eg, Fitbit and Apple Watch), to deliver behavioral health assessments and interventions. The use of DMH has expanded rapidly during the COVID-19 pandemic [23], and there are multiple reasons it represents a viable means to provide continued behavioral health resources, particularly for communities disproportionately facing access barriers. First, DMH tools can assess and offer resources for use in real time and real-world environments without requiring individuals to travel to mental health care settings and allow for asynchronous, socially distanced care [24]. Further, DMH can also link to local or web-based resources for basic needs (eg, housing support); facilitating access to resources that support basic physiological needs is consistent with tools aimed at supporting higher level needs, such as mental health [25]. Second, mobile device access is ubiquitous [26], and the use of DMH therefore increases the likelihood of engaging individuals through technology that they are already using (eg, smartphones and tablets). Finally, youths are more likely to seek and access emotional support through technology compared to in-person care [26,27], and the pandemic has increased technology use and ownership across all ages, including older adults [28]. This makes DMH a delivery mechanism that harnesses an environment in which those at the highest risk for pandemic-related mental health concerns are more likely to feel comfortable. Importantly, DMH tools developed prior to and during the COVID-19 pandemic have the potential to extend in utility beyond the current pandemic to potential future crises [29].

The digital marketplace for DMH tools can be overwhelming and include over 10,000 publicly available mobile health apps. The majority of available DMH tools are either not based on evidence-based interventions or have not been rigorously evaluated [28]. In addition to the overwhelming amount of available DMH tools, most require users to have already identified the problems for which they are seeking help, which can be difficult for some [30]. Thus, to make DMH more accessible to vulnerable populations, potential users must be able to identify (1) what problems they are having (eg, anxiety and depression, etc) and (2) which tools are appropriate and efficacious for their needs. Moreover, it is important that interventions be transparent and specifically targeted toward vulnerable groups and adapted to their needs.

Objective

To address these challenges, we developed a DMH tool, the Emotional Needs Evaluation and Resource Guide for You (ENERGY) System, to briefly assess mental health and other resource needs and provide automated, personalized feedback based on the identified needs. The objective of this study was to develop the tool and assess its feasibility (ie, engagement and satisfaction) to guide future developments. The ENERGY System was originally designed in the context of the COVID-19 pandemic for adolescents and young adults (AYAs) and their families residing in the West and South Side communities of Chicago but was ultimately deployed throughout the city and surrounding neighborhoods of Chicago, Illinois. These communities have faced stark mental and behavioral health disparities, both prior to and during the pandemic [7,31-33].

Methods

Participants

Participants were recruited from the Chicagoland area (ie, the city of Chicago, Illinois, and its surrounding suburbs and towns). Recruitment was conducted via (1) the distribution of flyers that contained the study link and QR code to the Rush University Education and Career Hub and local community partners and at community events (eg, Easter egg hunt and vaccine clinics); (2) the posting of flyers and short videos on social media platforms (eg, departmental Twitter account); and (3) targeted messaging to electronic health records (eg, the Epic MyChart System).
app) of patients receiving services from 3 school-based health centers located in Chicago’s West Side communities. The initial deployment of the ENERGY System in March 2021 limited participation to people aged 15-25 years or caregivers of children aged <18 years. However, due to community needs and recognition that families with complex needs extend beyond these subgroups, the inclusion criteria were expanded at the end of May 2021 to include anyone aged ≥15 years.

Ethics Approval
The study procedures were approved by the Rush University Medical Center Institutional Review Board (20092408).

Enrollment Procedure
Waivers of the documentation of informed consent and parental permission as well as an alteration of consent were obtained. Interested individuals accessed the system via a REDCap [34] link provided on recruitment materials (eg, physical flyers, social media posts, and email blurbs); the REDCap link opened a page on the participant’s personal device’s web browser. REDCap was used to increase accessibility, as users would not be required to download anything to their device to use the ENERGY System. After clicking the link, participants were asked to enter their age and whether they are a parent of a child aged <18 years. Eligible persons were directed to a brief form listing all the required elements of consent. Participants were asked to click “I agree” to continue to the ENERGY System. Those who did not agree to the elements of consent were exited from the system.

ENERGY System
System Overview
The ENERGY System is a brief, DMH-screening, and automated resource identification system. The ENERGY System was developed to provide individuals with an automated tool that can identify various emotional and mental health concerns and provide an automated list of appropriate self-help and other resources to address these identified concerns. Automating the screening and resource identification process was intended to improve the accessibility of such services, which are usually performed by mental health or social service providers and thus have limited scalability. Although the ENERGY System was administered via REDCap [34] for this study, it can also be transported to other platforms.

ENERGY System Development
The ENERGY System was designed to minimize the burden related to the assessment of current needs and concerns and maximize the feasibility. To achieve this, the mental health screening portion of the ENERGY System combines 16 items drawn from existing, validated scales assessing problem-solving issues, depression and anxiety symptoms, as well as alcohol and substance use into a single survey. The items used in the ENERGY System were derived from prior research on the development of brief assessments of each of these constructs. Specifically, the items used in the ENERGY System were drawn from the 7-item Generalized Anxiety Disorder Assessment (GAD-7) [35], 5-item PTSD Checklist for DSM-5 (PCL-5) [36], 9-item Patient Health Questionnaire (PHQ-9) [37], 3-item Alcohol Use Disorder Identification Test-Consumption (AUDIT-C) [38], and Drug Abuse Screening Test (DAST-10) [39]. In a separate research study (Christ et al, unpublished data, 2022), our team used Item Response Theory on several of these short forms and the full scales from which they were derived to identify specific items that best represent the underlying latent constructs. For each brief scale derived based on Item Response Theory, the associations with the respective full scales as well as related constructs were assessed. Furthermore, our team evaluated the predictive validity of these brief scales by examining how changes in the brief scales predicted changes in the related constructs over the course of treatment and how this compared to the full scales (Christ et al, unpublished data, 2022). For the ENERGY System, we only retained items/brief scales that explained the underlying constructs and were able to adequately capture changes in these constructs following an intervention. This step was important to ensure that the ENERGY System would be able to accurately reflect changes in the underlying constructs when administered repeatedly. The resulting 16-item ENERGY System uses 2 items from the PCL-5, 4 items from the PHQ-9, 3 items from the GAD-7, 3 items from the AUDIT-C, 3 items from the DAST-10, and 1 author-developed item asking about participants’ ability to handle problems.

The ENERGY System screening items were then mapped onto 6 different intervention domains. Anxiety-related symptoms were mapped to Relaxation strategies. Depressive symptoms that were primarily associated with the lack of activity were mapped to Behavioral Activation strategies. Anxiety and depressive symptoms that were primarily associated with thinking processes were mapped to Cognitive Restructuring strategies. Problem-solving was mapped to Specific, Measurable, Achievable, Relevant, and Time-bound goals and other Problem-solving strategies. Alcohol and substance use were mapped to Alcohol and Substance Use Management and Harm Reduction strategies. These domains were created to identify specific intervention targets that could be more easily matched to specific evidence-based cognitive behavioral skills. For example, although anxiety is a single construct, different interventions may be more effective depending on the symptom presentation. An individual with anxiety symptoms of feeling on edge or having difficulty relaxing may benefit more from exercises focused on activating the parasympathetic nervous system (eg, diaphragmatic breathing, progressive muscle relaxation, and mindfulness), whereas an individual who has difficulty managing their worried thoughts may benefit from cognitive restructuring. Expert-reviewed resources, including MindTools [40] and PsyberGuide [41], were used to create a repository of DMH tools that have been shown to be beneficial for depression, anxiety, alcohol use, substance use, and problem-solving within personalized resources (eg, COVID Coach App [42]).

In addition to assessing specific emotional and mental health concerns, a goal of the ENERGY System was to capture resource needs and provide immediate, relevant information about readily accessible resources specific to the location in which the ENERGY System was first tested (ie, the West and South Side communities of Chicago). Namely, participants were
directed to indicate whether they needed assistance with any of the following domains: housing, finances, parenting, childcare, food, transportation, medical care, pet care, elderly care, and any other miscellaneous areas of concern. Participants clicked a box next to any domain for which they wanted to receive assistance. These domains were selected because deficits in these areas have been associated with stress and negative impacts on individuals and their families in the short and long term [43]. Local community resources were identified through various methods. A web-based search for local Chicago resources (eg, lists of local food banks and rent/mortgage assistance programs) was conducted, and recommendations for COVID-19 testing sites and community safety hotlines were included to meet the needs of Chicago residents. Additionally, the team incorporated pertinent resources from a pre-existing list of community resources created by a team member for use during clinical care. Community resources were also identified through organizational LISTSERV software applications, colleagues, and a list of resources sent by a local congressman to his constituents. All community resources were checked for accuracy to ensure that they were still available as advertised prior to publishing them into recommendations for study participants.

**ENERGY System Mental Health and Resource Feedback**

Immediately upon the completion of the screening questions, the ENERGY System automatically scored the assessments to identify the domains that could benefit from intervention. Positive endorsement of an intervention domain was defined as a severity rating of at least 50% of the total possible score for the domain. For each positive domain, the ENERGY System automatically provided the individual with personalized feedback (eg, “Based on your responses, you may benefit from learning some relaxation strategies”) and community-based and digital resources tailored to participant responses. Resources were presented in a person-focused rather than clinical manner (eg, using terms such as “sadness” rather than “depression”) to reduce stigma.

The emotional and mental health feedback involved specific cognitive behavioral techniques that have been identified in prior research to be particularly effective for the respective concerns. For example, individuals who screened positive for sadness were introduced to behavioral activation techniques (referred to as “Increasing Activities”). Those who screened positive for symptoms of anxiety were provided tips and resources around progressive muscle relaxation, self-soothing, and meditation (referred to as “Relaxation”). All techniques were framed in a self-guided format by cognitive-behaviorally trained psychologists and described so that they could be easily followed by users without requiring coaching from a professional. In addition to detailed instructions, links to publicly available resources explaining these techniques (eg, YouTube) were provided to present individuals with added options for learning the different skills.

Feedback about other available resources was presented in a similar manner. Requested resources were presented as brief excerpts detailing the types of services provided and linking individuals to the agencies’ websites where more details could be found. Each resource opened to a new tab so that individuals could keep their list of recommended resources open in their browser for as long as necessary. Individuals also had the option to enter their email address to have their list automatically emailed to them. The resources feedback page also contained the link to the ENERGY System for the individual to visit again at any time or to share with others.

**Measures**

**Demographic Characteristics**

Participants were asked to provide demographic characteristics, including age, gender, ethnicity, race, sexual orientation, the highest level of education, current student/employment status, family’s total annual income before taxes, zip code, and parental status.

**ENERGY System**

As described above, the ENERGY System assessment consisted of 16 items drawn from previously validated symptom scales. The reliabilities of the items in each of the intervention domains were adequate to good (Relaxation: Cronbach α=.77; Behavioral Activation/Increasing Activities: Cronbach α=.83; and Cognitive Restructuring [Low Mood]: Cronbach α=.86). Cronbach α was not calculated for Problem-solving as this was assessed via a single item. Cronbach α’s were also not calculated for Alcohol and Substance Use Management as items on the underlying scales were only triggered after the initial question about any alcohol or substance use was positively endorsed. Thus, participants had a widely varying number of responses to these items.

**ENERGY System Satisfaction**

Immediately after reviewing their recommended resources, participants were given the opportunity to provide overall feedback about the ENERGY System. Elicited feedback involved overall satisfaction and satisfaction with the ease of answering the questions, amount of time it took to complete, and recommended resources. Participants were also asked how likely they were to use the resources in the future and recommend the ENERGY System to others. Finally, participants were asked whether they would be interested in receiving professional support for resources or emotional needs, such as via connection to a therapist or primary care provider, if this were to be offered in the future.

**COVID-19 Exposure and Family Impact**

The COVID-19 Exposure and Family Impact Survey (CEFIS) [44] or the COVID-19 Exposure and Family Impact Survey Adolescent and Young Adult Version (CEFIS-AYA) [45] were administered, depending on age (CEFIS for all adults aged ≥30 years and CEFIS-AYA for AYAs aged 15-29 years). The CEFIS and CEFIS-AYA assess the impact of the COVID-19 pandemic on adolescents, young adults, and families. The CEFIS yields (1) an Exposure score (scores range from 0-25, with higher scores indicating greater exposure); (2) an Impact score (scores averaged from a 4-point Likert scale with scores >2.5 considered positively valenced, meaning more impact, and scores <2.5 considered negatively valenced, meaning less impact); (3) a Distress score (scores range from 1-10, with higher scores...
indicating greater distress); and (4) an open-ended question to promote the sharing of details not covered. The CEFIS-AYA differs from the CEFIS by having 3 additional Exposure items, 6 additional Impact items, and a single item for the Distress scale to reflect the experience of AYAs compared to that of a family. The CEFIS demonstrated acceptable reliability for the current sample ($\alpha$s>.73). However, due to the possibility that adult respondents completed the CEFIS without having children, the CEFIS Distress was reported at the item level (personal and child, separately) as opposed to the scale level (personal and child combined). The CEFIS-AYA demonstrated acceptable reliability across subscales ($\alpha$s>.69).

**Data Analysis**

Descriptive analyses were used to (1) characterize the sample in terms of demographic characteristics and reported resource needs; (2) determine use rates; (3) identify the total provided mental health resources; and (4) assess user satisfaction with the ENERGY System.

**Results**

**Participants**

Table 1 depicts the demographic characteristics of the sample. Of the 110 participants who provided demographic data, they were primarily AYAs (68.2%, n=75), cisgender female (81.3%, n=91), heterosexual or straight (67.6%, n=75), non-Hispanic/Latinx (67.3%, n=74), and Black or African American (40.9%, n=45) or White (40%, n=44). A total of 103 (93.6%) participants provided their zip codes. Of these 103 participants, the majority (95.1%, n=98) lived in Illinois, with 80 (77.7%) residing within the city limits of Chicago. The remaining 5 (4.9%) were from California, Indiana, New York, Texas, and Wisconsin.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Adolescents and young adults(^a) (n=75)</th>
<th>Adults(^a) (n=35)</th>
<th>All participants (N=110)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD; range)</td>
<td>18.95 (3.18; 15-25)</td>
<td>43.89 (13.94; 26-71)</td>
<td>26.88 (14.27; 15-71)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cisgender female</td>
<td>68 (90.7)</td>
<td>22 (62.9)</td>
<td>90 (81.8)</td>
</tr>
<tr>
<td>Cisgender male</td>
<td>4 (5.3)</td>
<td>11 (31.4)</td>
<td>15 (13.6)</td>
</tr>
<tr>
<td>Transgender female</td>
<td>0 (0)</td>
<td>1 (2.9)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Transgender male</td>
<td>1 (1.3)</td>
<td>1 (2.9)</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>1 (1.3)</td>
<td>0 (0)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>1 (1.3)</td>
<td>0 (0)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic/Latinx</td>
<td>28 (37.3)</td>
<td>7 (20)</td>
<td>35 (31.8)</td>
</tr>
<tr>
<td>Non-Hispanic/Latinx</td>
<td>47 (62.7)</td>
<td>27 (77.1)</td>
<td>74 (67.3)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>0 (0)</td>
<td>1 (2.9)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td><strong>Race(^b), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaskan Native</td>
<td>1 (1.3)</td>
<td>1 (2.9)</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Asian</td>
<td>5 (6.7)</td>
<td>2 (5.7)</td>
<td>7 (6.4)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>38 (50.7)</td>
<td>7 (20)</td>
<td>45 (40.9)</td>
</tr>
<tr>
<td>White</td>
<td>20 (26.7)</td>
<td>24 (68.6)</td>
<td>44 (40)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (6.7)</td>
<td>1 (2.9)</td>
<td>6 (5.5)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>10 (13.3)</td>
<td>1 (2.9)</td>
<td>11 (10)</td>
</tr>
<tr>
<td><strong>Sexual orientation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual or straight</td>
<td>51 (68)</td>
<td>24 (68.6)</td>
<td>75 (68.2)</td>
</tr>
<tr>
<td>Gay or lesbian</td>
<td>3 (4)</td>
<td>5 (14.3)</td>
<td>8 (7.3)</td>
</tr>
<tr>
<td>Bisexual or pansexual</td>
<td>18 (24)</td>
<td>4 (11.4)</td>
<td>22 (20)</td>
</tr>
<tr>
<td>Asexual</td>
<td>0 (0)</td>
<td>1 (2.9)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (1.3)</td>
<td>0 (0)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>2 (2.7)</td>
<td>1 (2.9)</td>
<td>3 (2.7)</td>
</tr>
<tr>
<td><strong>Highest level of education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finished grade school</td>
<td>5 (6.7)</td>
<td>0 (0)</td>
<td>5 (4.5)</td>
</tr>
<tr>
<td>Some high school</td>
<td>29 (38.7)</td>
<td>0 (0)</td>
<td>29 (26.4)</td>
</tr>
<tr>
<td>Finished high school</td>
<td>9 (12)</td>
<td>0 (0)</td>
<td>9 (8.2)</td>
</tr>
<tr>
<td>Business or technical school</td>
<td>0 (0)</td>
<td>1 (2.9)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Some college</td>
<td>21 (28)</td>
<td>5 (14.3)</td>
<td>26 (23.6)</td>
</tr>
<tr>
<td>Finished college</td>
<td>8 (10.7)</td>
<td>8 (22.9)</td>
<td>16 (14.5)</td>
</tr>
<tr>
<td>Some graduate or professional school</td>
<td>1 (1.3)</td>
<td>6 (17.1)</td>
<td>7 (6.4)</td>
</tr>
<tr>
<td>Finished graduate or professional school</td>
<td>2 (2.7)</td>
<td>15 (42.9)</td>
<td>17 (15.5)</td>
</tr>
</tbody>
</table>

\(^a\)Adolescents and young adults were aged 15-25 years and adults were aged ≥26 years.

\(^b\)The total number of reported racial identities is 115 due to participants identifying with more than one racial category.

**ENERGY System Use Data**

Between August 2020 and December 2021, the ENERGY System link was accessed 212 times. Attrition occurred with each advancement of the system, with 84.4% (n=179) completing the screening questions, 51.9% (n=110) completing the demographic questions, 45.3% (n=96) completing the resource needs and mental health screening, 40.6% (n=86) completing the review of their personalized resources, and 28.3% (n=60) providing feedback about the ENERGY System. On average, participants completed their interactions with the system in 12 (SD 8.33) minutes (6 outliers were removed from
the average calculation as it was believed that they completed their interactions across multiple visits [ie, >1 hour], with a range from 1 hour and 20 minutes to 23 hours and 29 minutes).

Figure 1 depicts the flow chart for the ENERGY System interactions.

Mental Health Intervention Domains
A total of 96 participants (45.3%, N=212) completed the mental health screening questions. Participant responses on the mental health screening questions triggered on average 2.04 (SD 1.94) intervention domains. Of the 96 responses, Behavioral Activation/Increasing Activities was the most launched intervention domain (56%, n=54), followed by Relaxation (44%, n=42), Problem-solving (41%, n=39), and Cognitive Restructuring (Low Mood; 32%, n=31). Alcohol Use and Substance Use were the least frequently launched intervention domains, launching only 4 (4%) times each.

Resource Needs
A total of 96 participants (45.3%, N=212) completed resource needs questions, with half (50%, n=48) responding in a way that indicated that they did not need assistance with any resources. As such, the average number of resource categories provided to participants was 0.69 (SD1.44; range 0-7). Of the 96 responses, the endorsed resource needs included financial support (33%, n=32), transportation (26%, n=25), food (24%, n=23), housing (17%, n=16), medical care (14%, n=13), parenting (12%, n=12), pet care (11%, n=11), childcare (10%, n=10), and resources for caretakers of older adults (5%, n=5).

COVID-19 Exposure and Impact
A total of 64 AYA participants and 24 adult participants completed some portion of the CEFIS-AYA and CEFIS, respectively. To limit participant burden, Exposure subscale items were offered optionally and completed by 16 (25%, N=64) AYAs and 17 (71%, N=24) adults. The AYAs and adults had an average Exposure rating of 13.13 (SD 4.00; range 6-20) and 8.65 (SD 3.02; range 3-16), respectively. Both the AYA and adult Impact subscale scores were positively valenced (more impact), with AYAs having an average Impact score of 2.82 (SD 0.65; range 1.21-4.00) and adults having an average Impact score of 3.00 (SD 0.52; range 2.10-3.78). AYAs endorsed an average personal Distress rating of 5.78 (SD 2.44; range 1-10). Adults reported their personal Distress on average as 6.46 (SD 2.41; range 2-10) and their children’s Distress was rated on average as 4.64 (SD 3.01; range 1-10).

ENERGY System Satisfaction
A total of 60 (28.3%, N=212) participants provided feedback about the ENERGY System following use. Of the 60 participants, the majority agreed or strongly agreed that they were satisfied with the system overall (65%, n=39), ease of answering questions (87%, n=52), and time it took to answer questions (90%, n=54). The majority (75%, n=45) also agreed or strongly agreed that the ENERGY System asked about all of their needs. Finally, the majority (78%, n=47) somewhat agreed, agreed, or strongly agreed that they were likely to use the system’s recommended resources.
Discussion

Principal Findings

This study aimed to develop and assess the feasibility of a DMH tool that (1) screened for resource and mental health needs and (2) provided automated, personalized, and free resources and techniques to meet the identified needs. Dissemination efforts focused on institutional and community partner collaborations to focus on use by residents of communities facing disproportionate behavioral health disparities. Over 200 community members, largely within the Chicagooland area, demonstrated initial interest in the ENERGY System. However, attrition occurred with each progressing stage of the system (ie, screener, demographic questions, resource needs and mental health screening assessment, review of personalized resources, and system feedback). Half of all individuals who completed the screening questions endorsed not having resource needs. On average, individuals received resources for 2 mental health symptoms and lists based on their responses. As is common for subjective evaluations of DMH, even in the face of relatively low real-world engagement [46], users who provided feedback were primarily satisfied with the system.

The current sample endorsed higher than average impacts from the COVID-19 pandemic, with AYAs reporting higher exposure to pandemic experiences than their adult counterparts [44]. These experiences have occurred within the context of historical and current behavioral health disparities and broader community hardships [32]. As such, the COVID-19 pandemic has exacerbated the already existent need for scalable, accessible, and affordable DMH, particularly for vulnerable communities [47]. Although multiple studies of pandemic-specific DMH interventions have occurred [48], the ENERGY System is unique in its intended use (ie, single or repeated use) and potential for extended utility beyond the pandemic (eg, compliant with but not centered upon social distancing practices). However, to be useful for communities moving forward, multiple limitations will need to be addressed.

Accessibility

The ENERGY System was intended to serve those facing the greatest hardships and disparities from the pandemic. However, the majority of sample members denied requiring resource needs, and about 40% of the adults who used the system had a graduate or professional degree. These findings likely indicate that our recruitment efforts did not reach many of the residents requiring this additional support. Further, slightly over 200 initial clicks to the system suggest that the deployment had a low reach (eg, Chicago's Lower West Side community has a population of about 12,000 people per square mile) [49]. Therefore, increasing accessibility is an important factor for future deployments of the ENERGY System and similar DMH tools. The ENERGY System was designed for an immediate deployment of the ENERGY System and similar DMH and community-based participatory research methodologies [53] to ensure that likely end users are active collaborators—those with agency—throughout the design and deployment phases. Doing so better ensures that DMH is accessible to and appropriate for the intended users [22,54]. For example, nearly one-third of the sample identified as Hispanic or Latinx, but the tool was only available in the English language. The use of human-centered design practices with community members would provide ongoing assessment of likely end users’ native languages and language preferences for DMH, promoting the likelihood of increasing accessibility to nonnative English speakers.

Engagement

Less than half of the sample members completed the resource needs and mental health screening questions. The inclusion of additional questions for the purposes of research (eg, CEFIS and satisfaction questions) likely contributed to some of the attrition that occurred with the ENERGY System in this study. We note that engagement with DMH in real-world settings is generally low [55], with top barriers including (1) stigma, (2) problem recognition, and (3) knowledge of treatment options [10-12]. The ENERGY System is designed to address these concerns (ie, anonymous participation on a personal device to address stigma; feedback about mental health symptoms to address problem recognition; and free resources provided to address knowledge of treatment options). However, engagement with the system was low. These findings again support the need to involve representative potential users throughout the design process. It is unsurprising that community members systemically experiencing disproportionate disparities may not engage well with DMH in real-world settings, as DMH has historically been developed without their input regarding their lived experiences and needs [56]. A focus on engagement strategies with systemically excluded and marginalized community members must also be a focus of future design and research.

Limitations

This study should be considered in light of its specific limitations. First, social distancing mandates limited recruitment efforts. Namely, typical recruitment methods of community partners often involve in-person communication (even in the case of sharing a website link or QR code), which was limited due to the pandemic. A large portion of flier dissemination occurred through mass emails; this methodology likely resulted in study materials being overshadowed by other web-based obligations [57,58]. Second, remote learning or e-learning limited the ability of recruitment partners in school settings to engage and explain the study to younger potential participants. Third, the ENERGY System was only provided in the English language. Roughly 16% of Chicago residents do not speak English as a primary language, with Spanish being the most frequently spoken language among this group [59]. This barrier left several Chicago families unable to complete the screener. Future resource tools similar to the ENERGY System should create multiple translations, based on formative assessments of preferred language, for optimal use among diverse communities. Finally, the ENERGY System was disseminated through the Rush University Medical Center clinics and community partnerships. Although some users may trust DMH when overseen by a university setting due to institutional review board oversight, others are less inclined to trust university and larger health systems–sponsored DMH due to historical injustices...
Future research should collaborate with community members to assess how the role of academic institution involvement may promote or hinder DMH engagement.

Conclusions
This study provided initial support for the feasibility of the ENERGY System, a DMH tool capable of screening for resource and mental health needs and providing automated, personalized, and free resources and techniques to meet the identified needs. Future research should involve collaboration with community members and collect more detailed formative and summative data from representative end users of the ENERGY System. As such, better attempts to meet the needs of users with intersectional identities and varying mental health and resource needs may result in improved engagement [46]. Additionally, larger scale research is needed to determine the feasibility of the ENERGY System beyond the areas targeted in this study. Moreover, longitudinal studies are needed to determine whether individuals use the resources and mental health skills they were provided and whether the use of skills and resources improves their reported symptoms over time.
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Carmona et al [1] analyzed the effect of DOZE (Delivering Online Zzz's with Empirical Support) on adolescents and young adults. However, this was done only via feedback from the participants. To make measurements more quantitative and less subjective, we propose a few scientific measurement approaches.

Polysomnography [2], a method to measure one’s physiological state during sleep, is a common way to assess sleep quality. With the following devices, 7 parts of the physiological state can be detected:
1. Electroencephalogram: Multiple brain electrode patches are placed on the scalp to record the various stages of sleep. Thus, we can obtain a brainwave diagram for analysis.
2. Electromyography: 4 electrode patches are used to monitor muscle tension. Muscle tension will decrease significantly during sleep. We can also detect whether periodic limb movement disorder occurs and then compare the results with other data.
3. Electrocardiography: this can record the activity of the heart, including T waves, P waves, and QRS waves.
4. Electrooculography: this can record the potential difference between the cornea and the retina, so that we know when the rapid eye movement period occurs, allowing us to judge the stages of sleep.
5. Oxygen saturation: by recording this, we can know if the body remains in good condition during sleep.
6. Thoracic abdominal effort.
7. Nasal and oral airflow.

In addition, a serology examination can also be applied to quantify the survey. For instance, we can detect the melatonin levels of participants, so as to detect fluctuations from baseline to the end point. Thus, we can see if the concentration of melatonin reaches appropriate levels after participants use a web-based self-management app [3].

To keep the self-management app easy to use and convenient, any approach that requires specific tests in a hospital should not be used. Regardless, there are some take-home tests that can be administered easily. Examples include self-adhesive electrodes; heart rate monitoring equipment; or even techniques like the Freestyle Libre Pro for glucose monitoring [4], which can be used to track the physiological state of each participant.

In summary, quantifying the influence of DOZE with physiological states could make it more credible, and monitoring tests can be put into practice feasibly.
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We thank Tsai and Liu [1] for their letter on our paper [2]. It is an interesting suggestion to include secondary measures of differing “objective” sleep constructs, such as electrical activity in a polysomnography (PSG), serum melatonin, glucose, or movement; however, prospective monitoring of habits and perception is the key measured construct in sleep health, as well as the diagnosis and treatment of insomnia. There was an elevated rate of insomnia symptoms in the sample, and it is important to remember that insomnia often does not have objective disturbance [3], as it is a disorder of self-reported complaint and experience. This is one of the reasons why PSG is not indicated for insomnia except to rule out other sleep disorders; other reasons include the fact that a single-night assessment is not useful, and in-lab testing can lead to dubious results because of conditioned arousal [4]. Data from the PSG is not used for an insomnia diagnosis nor is it used to determine if a treatment is effective; the patient does that.

To say that the study should be more quantitative negates that prospective sleep logging is both quantitative and the consensus tool for the field [5]. What matters in insomnia is the person’s experience of sleeplessness. The idea to measure melatonin is somewhat curious, given that there is no reason to expect any melatonin issues to measure, or to detect an improvement in melatonin, unless there was a specific circadian rhythm disorder in the participant.

This seems a pertinent time to remind the authors of the letter [1] that these are nonclinical participants who want to improve their sleep with a self-management app. Sleep health is important for teenagers, and one would not expect anomalies in melatonin or the PSG in nonclinical users, nor would one be able to detect a change with such a restricted range (ie, these values are likely in the normal range). This is a self-management app for those with various sleep problems even in the subclinical range, and, therefore, the only aspect we could reasonably affect is the reason they would have used the app: to improve their perception of sleep. If a future researcher wanted to recruit a clinical sample, such as those with delayed sleep phase syndrome and complete assays (eg, dim light melatonin onset) or actigraphs, the app may be helpful in this regard, but given that it is self-management, and users can opt to ignore advice, it is unclear whether it would be effective in a clinical sample—again, this is for self-management purposes. Whereas some value an “objective” measure over self-report, it is...
important to consider the desired construct, the use of such data, and for whom the data applies: in this case, those who self-identify as wanting better sleep and are willing to track and change their sleep habits to improve their sleep experience. Our app, designed by experts and teenage users, was successful in this regard.
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Abstract

Background: In recent years, social media has become a major channel for health-related information in Saudi Arabia. Prior health informatics studies have suggested that a large proportion of health-related posts on social media are inaccurate. Given the subject matter and the scale of dissemination of such information, it is important to be able to automatically discriminate between accurate and inaccurate health-related posts in Arabic.

Objective: The first aim of this study is to generate a data set of generic health-related tweets in Arabic, labeled as either accurate or inaccurate health information. The second aim is to leverage this data set to train a state-of-the-art deep learning model for detecting the accuracy of health-related tweets in Arabic. In particular, this study aims to train and compare the performance of multiple deep learning models that use pretrained word embeddings and transformer language models.

Methods: We used 900 health-related tweets from a previously published data set extracted between July 15, 2019, and August 31, 2019. Furthermore, we applied a pretrained model to extract an additional 900 health-related tweets from a second data set collected specifically for this study between March 1, 2019, and April 15, 2019. The 1800 tweets were labeled by 2 physicians as accurate, inaccurate, or unsure. The physicians agreed on 43.3% (779/1800) of tweets, which were thus labeled as accurate or inaccurate. A total of 9 variations of the pretrained transformer language models were then trained and validated on 79.9% (623/779 tweets) of the data set and tested on 20% (156/779 tweets) of the data set. For comparison, we also trained a bidirectional long short-term memory model with 7 different pretrained word embeddings as the input layer on the same data set. The models were compared in terms of their accuracy, precision, recall, F\textsubscript{1} score, and macroaverage of the F\textsubscript{1} score.

Results: We constructed a data set of labeled tweets, 38% (296/779) of which were labeled as inaccurate health information, and 62% (483/779) of which were labeled as accurate health information. We suggest that this was highly efficacious as we did not include any tweets in which the physician annotators were unsure or in disagreement. Among the investigated deep learning models, the Transformer-based Model for Arabic Language Understanding version 0.2 (AraBERTv0.2)-large model was the most accurate, with an F\textsubscript{1} score of 87%, followed by AraBERT version 2–large and AraBERTv0.2-base.

Conclusions: Our results indicate that the pretrained language model AraBERTv0.2 is the best model for classifying tweets as carrying either inaccurate or accurate health information. Future studies should consider applying ensemble learning to combine the best models as it may produce better results.

(JMIR Form Res 2022;6(6):e34834) doi:10.2196/34834
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Introduction

Background

In the past 2 decades, there has been a dramatic increase in the number of people who use social media (SM) to participate in discussions on various topics, such as politics [1], health [2], and education [3]. Regarding health-related information, several recent studies from Saudi Arabia found that Twitter is the preferred SM platform for communicating and accessing medical information. For example, it was preferred by orthopedic surgeons to reply to (personal and professional) medical questions [4], by dental practitioners for medical consultations [5], by patients with diabetes to search for health information [6], by female students at a university in Saudi Arabia to read about systemic lupus erythematosus [7], and by adolescents to search for oral health information [2].

A significant problem with this form of communication is that there is no quality control over the medium, and most of the health information presented on Twitter seems inaccurate, as illustrated by the various studies summarized in Table 1. Indeed, multiple data science studies have used data sets of health-related communication on SM to study this phenomenon, and some studies [8-10] went further to design frameworks for detecting the accuracy of health information on SM.
Table 1. Summary of studies that analyzed the accuracy of health information on social media.

<table>
<thead>
<tr>
<th>Studies</th>
<th>Number of tweets or documents</th>
<th>Sources</th>
<th>Methods to label</th>
<th>Language covered</th>
<th>Percentage of the accuracy</th>
<th>Topics covered</th>
<th>Type of study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swetland et al [11]</td>
<td>358</td>
<td>Twitter</td>
<td>Expert votes; relabeling in cases of disagreement</td>
<td>English</td>
<td>25.4% inaccurate</td>
<td>COVID-19</td>
<td>Exploratory</td>
</tr>
<tr>
<td>Albalawi et al [12]</td>
<td>109</td>
<td>Twitter</td>
<td>Two physicians; delete if there is a disagreement</td>
<td>Arabic</td>
<td>31% inaccurate</td>
<td>General</td>
<td>Quantitative pilot study</td>
</tr>
<tr>
<td>Saeed et al [8]</td>
<td>208</td>
<td>Twitter</td>
<td>Expert votes; relabeling in cases of disagreement</td>
<td>Arabic</td>
<td>38% inaccurate</td>
<td>Cancer</td>
<td>ML</td>
</tr>
<tr>
<td>Sharma et al [13]</td>
<td>183</td>
<td>Facebook</td>
<td>Two physicians; delete if there is a disagreement</td>
<td>English</td>
<td>12% inaccurate</td>
<td>Zika</td>
<td>Quantitative</td>
</tr>
<tr>
<td>Alnemer et al [14]</td>
<td>625</td>
<td>Twitter</td>
<td>Vote if the experts do not agree</td>
<td>Arabic</td>
<td>50% inaccurate</td>
<td>Only tweets from health professionals</td>
<td>Quantitative exploratory study</td>
</tr>
<tr>
<td>Zhao et al [10]</td>
<td>5000</td>
<td>Health forum</td>
<td>Annotator voting; in addition, consulted an expert to validate information labeled as misleading</td>
<td>Chinese</td>
<td>11.4% misinformation</td>
<td>Autism</td>
<td>ML</td>
</tr>
<tr>
<td>Sell et al [15]</td>
<td>2460</td>
<td>Twitter</td>
<td>Coders checked the interagreement on 200 tweets</td>
<td>English</td>
<td>10% inaccurate</td>
<td>Ebola</td>
<td>Quantitative</td>
</tr>
<tr>
<td>Chew and Eyisenbach [16]</td>
<td>5395</td>
<td>Twitter</td>
<td>Coder checked agreement on 125 tweets; unsubstantiated by the following reference standards: the CDC(^b) and Public Health Agency of Canada for scientific claims and a panel of credible web-based news sources (eg, CNN(^c) and BBC(^d)) for news-related claims</td>
<td>English</td>
<td>4.5% inaccurate</td>
<td>H1N1</td>
<td>Exploratory</td>
</tr>
<tr>
<td>Sicilia et al [9]</td>
<td>800</td>
<td>Twitter</td>
<td>Annotator’s agreement; relabeling in cases of disagreement; here, the definition for misinformation was “news items without a source”</td>
<td>English</td>
<td>Unknown</td>
<td>Zika</td>
<td>ML</td>
</tr>
<tr>
<td>Kalyanam et al [17]</td>
<td>47 million</td>
<td>Twitter</td>
<td>Type of hashtags</td>
<td>English</td>
<td>25% of the analyzed tweets were speculative</td>
<td>Ebola</td>
<td>Quantitative</td>
</tr>
<tr>
<td>Al-Rakhami and Al-Amri [18]</td>
<td>409,484</td>
<td>Twitter; keywords</td>
<td>Although they used coders, their definition of a rumor included lack of a source; hence, unconfirmed information was automatically classified as uncredible; in addition, tweets were classified by only 1 coder who checked interagreement on 20 tweets</td>
<td>Not noted, but the keywords were in English</td>
<td>70% uncredible</td>
<td>COVID-19</td>
<td>ML</td>
</tr>
<tr>
<td>Elhadad et al [19]</td>
<td>7486</td>
<td>Various websites</td>
<td>Fact-checking websites and official websites</td>
<td>English</td>
<td>21%</td>
<td>COVID-19</td>
<td>ML</td>
</tr>
<tr>
<td>Seltzer et al [20]</td>
<td>500</td>
<td>Instagram</td>
<td>Coders’ agreement</td>
<td>English</td>
<td>23%</td>
<td>Zika</td>
<td>Exploratory</td>
</tr>
<tr>
<td>Ghenai et al [21]</td>
<td>26,728</td>
<td>Twitter</td>
<td>Defined keywords to the extracted tweets based on rumors identified from the WHO(^e) website; then, the coders labeled the tweets</td>
<td>English</td>
<td>32%</td>
<td>Zika</td>
<td>ML</td>
</tr>
</tbody>
</table>

\(^a\)ML: machine learning.  
\(^b\)CDC: Centers for Disease Control and Prevention.  
\(^c\)CNN: Cable News Network.  
\(^d\)BBC: British Broadcasting Corporation.  
\(^e\)WHO: World Health Organization.
Previous studies have focused on specific health issues and sometimes on specific types of rumors [8,18,19,21,22]. This suggests the need for a more general framework that can detect the accuracy of health information across known and previously unknown health conditions, such as during the outbreak of a previously unknown infectious disease.

Given the prevalent use of Twitter for the spreading of health information in Saudi Arabia [2,4-7,23,24], we aimed to inform the development of a new and more generic framework that is not bound to a specific disease or rumor type and detect the accuracy of a broad base of health-related tweets in Arabic.

Related Work
In this section, we review the methods used to label health-related tweets as either accurate or inaccurate to create labeled data sets. We also review previously proposed machine learning (ML) models for detecting the accuracy of health-related tweets, including deep learning (DL).

Methods Used to Label Health-Related Tweets
Studies addressing the accuracy of health-related tweets can be classified into 3 groups. The first group comprised studies that labeled health-related tweets according to the information they contained, regardless of the source of the information. The second group comprised studies that relied on external (fact-checking or very reputable) websites. The last group comprised studies that relied on various characteristics of the tweets or only on the source of the information to judge the accuracy of the tweets.

Regarding the concepts of accuracy and misinformation, Chou et al [25] defined misinformation as information that lacks scientific evidence. A more precise definition can be found in the study by Tan et al [26], where the authors defined inaccurate information or misinformation as “explicitly false,” according to what would be deemed incorrect by expert consensus. In the study by Nyhan and Reifler [27], the authors combined these definitions to describe misinformation or inaccurate health information as information that is not supported by clear evidence and expert opinion.

Studies relying on the opinions of experts seemed to indirectly or directly use these definitions to assess accuracy; however, it should be noted that, although misinformation is inaccurate, it is not necessarily intended to be so. In contrast, disinformation is information that is intentionally deceptive [28]. Examples of opinions of experts studies are included in Table 1 [8,10,11,14]. These involved labeling health-related tweets based on the opinions of health experts. The tweets were labeled as inaccurate or accurate by at least two experts. A third expert was typically involved when there was a disagreement between the original 2 experts: this expert cast the deciding vote for controversial tweets.

Vraga and Bode [29] criticized the abovementioned definition of misinformation, raising the point that there are many issues on which experts do not agree. However, they state that as long as there is more evidence supporting the information, the agreement rate between experts will increase. Taking a stricter approach, Albalawi et al [12] and Sharma et al [13] excluded tweets on which experts disagreed in an attempt to exclude uncertainty from their data sets. Table 1 summarizes these studies.

Unsurprisingly, studies that relied on expert opinion used relatively small data sets (ranging from 109 to 625 tweets) compared with studies that used other labeling methods (Table 1). Even those that used nonexperts but used manual coding (performed by nonexpert annotators) tended to work on a small sample of the data set [9,20].

The second group comprised studies that relied on an external website, such as a fact-checking website, to label the tweets. One such example is the study by Elhaddad et al [19], which relied on a fact-checking website to identify misleading information. A similar method was used by Ghenai et al [21], who relied on the website of the World Health Organization (WHO) to identify 6 rumors. From these rumors, they derived keywords to extract relevant tweets. The drawback of this method is that only tweets relevant to specific rumors were extracted; thus, the model was trained only on this limited number of rumors. Furthermore, these methods are highly language restricted: both studies referred to in Table 1 were performed in English, as mandated by the WHO website and the fact-checking website.

Other methods relied on various characteristics of the tweets or only on the source of the information without judging the actual information. For example, in the study by Kalyanam et al [17], the authors identified tweets as credible if they included hashtags that indicated that they originated from noted agencies or other reliable sources, and tweets were identified as speculative if they included hashtags that implied an increase in fear, rumors, or scams.

Similarly, Sicilia et al [9], Al-Rakhami and Al-Amri [18], and Chew and Eysenbach [16] defined credible tweets as tweets that have information from a confirmed, reliable source, such as the WHO, Centers for Disease Control, or another official health agency. This method differs from the method used by the second group mentioned previously as it first identified a tweet and then examined its source. In contrast, the methods in the second group first identified a trustworthy website and then used the information on the website to identify tweets of interest.

More generally, Yin et al [30] stated that a website is trustworthy if it provides correct information and suggests that information is likely to be true if it is provided by a trustworthy website. Studies that relied on trustworthy websites to identify rumors [9,18,21] seemed to follow this definition, even if they did not explicitly state it.

It should be noted that based on the data in Table 1, all Arabic studies that relied only on expert opinion [8,12,14] were small scale and qualitative; therefore, it would be impossible to scale them up. Notably, the percentage of inaccurate tweets for English studies that rely on expert opinions is in the range of 10% to 25%, whereas the corresponding range for Arabic studies is 31% to 50%. This finding suggests a greater occurrence of inaccurate health-related tweets in Arabic than in English.
**ML Approaches**

Of the 14 studies reported in Table 1, which analyzed the accuracy of health-related tweets in general, 6 (43%) proceeded to train an ML model to detect the accuracy of health information, as shown in Table 2.

Table 2. Summary of studies that developed MLa models to detect the accuracy of health-related information.

<table>
<thead>
<tr>
<th>Study</th>
<th>ML approach</th>
<th>Results</th>
<th>Labeling type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elhadad et al [19]</td>
<td>Deep learning multimodel, GRU, LSTM, and CNNd</td>
<td>99.99% (F1 score)</td>
<td>Ground truth data from websites</td>
</tr>
<tr>
<td>Ghenai et al [21]</td>
<td>Random forest</td>
<td>94.5% (weighted average for F1 score)</td>
<td>Crowdsource agreement but keywords are based on 4 WHO website-identified rumors</td>
</tr>
<tr>
<td>Al-Rakhami and Al-Amri [18]</td>
<td>Ensemble learning and random forest+ SVMf</td>
<td>97.8% (accuracy)</td>
<td>Single annotator only after confirming source</td>
</tr>
<tr>
<td>Zhao et al [10]</td>
<td>Random forest</td>
<td>84.4% (F1 score)</td>
<td>Annotator vote; in addition, consulted an expert to validate misleading information</td>
</tr>
<tr>
<td>Sicilia et al [9]</td>
<td>Random forest</td>
<td>69.9% (F1 score)</td>
<td>Agreement of a health expert</td>
</tr>
<tr>
<td>Saeed et al [8]</td>
<td>Random forest</td>
<td>83.5% (accuracy)</td>
<td>Agreement of a health expert</td>
</tr>
</tbody>
</table>

aML: machine learning.
GRU: gated recurrent unit.
LSTM: long short-term memory.
CNN: convolutional neural network.
WHO: World Health Organization.
SVM: support vector machine.

Studies reporting on training ML models included Elhadad et al [19] and Al-Rakhami and Al-Amri [18], who used ensemble learning on an English data set. Elhadad et al [19] used ensemble learning that involved multiple DL architectures, and Al-Rakhami and Al-Amri [18] trained ensemble models comprising traditional ML algorithms, such as support vector machine (SVM) and random forest (RF). Another similarity between these studies is the method used to identify misleading information. Elhadad et al [19] built their data set by extracting ground truth data and rumors from fact-checking websites. Al-Rakhami and Al-Amri [18] considered tweets credible if they have a reliable source and misleading otherwise. Both models reported a high level of accuracy (>97%), as shown in Table 2.

From Tables 1 and 2, it is clear that studies that relied on a fact-checking website [19,21] and studies that determined the accuracy of a tweet based on its source [18] obtained a high level of accuracy, possibly as these models were trained on relatively large data sets.

For example, Al-Rakhami and Al-Amri [18] trained their model using 409,484 tweets. However, automated labeling left open the possibility of incorrect labeling, and all these studies were conducted in English.

Most of the studies that developed ML models focused on outbreaks (4/6, 67% of studies). Studies that developed ML models for nonoutbreak conditions [8,10] obtained less accurate results compared with outbreak conditions. This might be because these nonoutbreak condition models were trained on a limited number of documents compared with the outbreak models. We also found that the level of accuracy obtained for nonoutbreak data sets was approximately 84% (Table 2). It is also notable that all of these studies trained an RF model.

Table 2 (and our associated literature review) suggests that recent advancements in DL have not been sufficiently applied to the detection of misleading Arabic health information. In our previous work, we have shown that DL architectures using word embedding as an input layer outperform other traditional ML models, such as SVM and naive Bayes, in the detection of Arabic health-related information on SM [31]; however, in this paper, we move past that to the classification of Arabic health-related tweets based on their accuracy.

Word embedding is a learned representation of words in natural language processing (NLP) [32]. Words with similar meanings typically have similar numbers in their vectors. The closer the words are in meaning, the shorter the distance between the 2 vectors representing them. One of the main criticisms of the word embedding approach is that it is considered context free; that is, the embedding of a word is not affected by its position in the sentence [33]. Hence, it is also referred to as static word embedding. However, in practice, the meaning of a word may depend on its position in a sentence.

In recent years, pretrained language models have been proven to work well for many NLP tasks, including entity recognition, language translation, and text classification [34]. Unlike static word embedding techniques, such as Skip-Gram and Continuous Bag of Words, language models can learn the context of the words and thus assign different values for the words depending on their context [33]. There are different types of language models, including contextual word vectors and embeddings from language models [33]. One of the most popular language models is the bidirectional encoder representations from transformers (BERT), which has been proven to perform well in text classification tasks.
The superiority of transformer models compared with other text classification methods is well documented, especially in the recent literature. Multiple studies have compared transformer models with other DL models [35-39], and the results showed that transformers outperformed the ML models, including different DL architectures and traditional ML models, such as SVMs and RF. This indicates the potential capability of transformers to better detect the accuracy of Arabic health information on SM.

Therefore, in this study, we aimed to contribute to this field by developing a data set of certified accurate or inaccurate Arabic health-related tweets and investigating the ability of the BERT or pretrained word embedding model to detect the accuracy of Arabic health-related tweets across a wide range of health-related issues.

Methods

Overview

The empirical method comprised 2 parts. The first part addressed the extraction of health-related tweets using the model proposed in our previous study [31]. In that study, we used a health lexicon that focused more on general health keywords rather than specific outbreaks, as a recent study suggested that general health misinformation is more likely to spread than, for example, COVID-19 [40]. In contrast, Table 1 illustrates that most studies in this area focused on a specific domain or disease outbreak.

The extracted health-related tweets were labeled by health experts as either accurate or inaccurate. Figure 1 presents an overview of this portion of the study.

![Figure 1. Overview of the process followed in labeling tweets as either accurate or inaccurate [31]. ML: machine learning.](image)

In the second part, we propose 2 types of trustworthiness—detecting models to automatically classify health-related tweets as either accurate or inaccurate—and evaluate them: bidirectional long short-term memory (BLSTM) DL models and pretrained transformer language models.

Building Data Sets of Trustworthy Health-Related Tweets

In this study, we used 2 data sets containing health-related tweets. The first data set was the result of our previous study [31].
The first data set was extracted from 297,928 tweets posted between July 15 and August 31, 2019. Of these 297,928 tweets, 5000 (1.68%) were randomly sampled and labeled by 2 annotators as either health-related or not health-related. A third annotator resolved disagreements between the 2 annotators. The first data set was extracted during the summer holidays in Saudi Arabia for 45 consecutive days. To assess generality, we extracted the second data set for a different timeframe: during Hajj and Eid al Adha (Muslim holy days) and during school days between March 1 and April 15, 2019. The second set of 900 tweets used the ML methodology proposed in the same study [31], as the availability of health professionals was constrained by the ongoing COVID-19 pandemic and the ML model derived in that study achieved a high-quality result (93% accuracy).

The methodology proposed in the study by Albalawi et al [31] comprised extracting tweets from a set of collected tweets with the help of a health lexicon and then further filtering out tweets not related to health with the help of an ML model. On the basis of the health lexicon, 217,702 tweets were extracted. Of the 217,702 tweets, we sampled 5000 (2.3%) tweets and applied the ML model to extract 900 (0.41%) health-related tweets. Finally, we added 900 tweets from the second data set to 900 tweets sampled from the first data set and had those 1800 tweets labeled as either accurate or inaccurate health information by 2 medical physicians.

Labeling Accurate or Inaccurate Tweets
The physicians were asked to manually label each of the 1800 health-related tweets into one of the following categories: accurate health information, inaccurate health information, and not sure about the accuracy.

We followed the protocol of relying on the opinions of experts to define the accuracy of the information collected. Taking into account the points made by Vraga and Bode [29], every tweet was assessed by 2 experts, and a tweet was included in the final data set for this study only if both experts agreed on its accuracy; that is, we reduced uncertainty by excluding information that was not sanctioned by all experts (indeed, later show that between-physician reliability in this coding was limited, buttressing the need for increased certainty when using human classification, as stated by Vraga and Bode [32]). The not sure option was offered to the physicians to avoid forcing them to evaluate the tweets if they did not have enough relevant health knowledge to accurately evaluate them or if the tweets were ambiguous.

Although other studies invited a third annotator to resolve disagreements, our approach was stricter in reducing uncertainty in the data set by excluding tweets for which there was a disagreement between the 2 annotators. Of 1800 tweets, the 2 physicians agreed on 779 (43.3%) tweets, which were labeled as containing either accurate or inaccurate health information. The physicians disagreed on 9.1% (163/1800) of tweets. The remaining 47.7% (858/1800) of tweets were labeled as unsure by at least one physician. We dropped the tweets on which at least one of the physicians was unsure and used the remaining 779 tweets in our experiments.

Although the 779 tweets constituted a relatively small data set, most of the data sets constructed in the literature based on agreements between health experts were relatively small. As shown in Table 1, the highest number of health-related tweets judged by health experts in other studies was 625 in the study by Alnemer et al [14]. These 779 tweets, labeled as either accurate or inaccurate, can be found in Multimedia Appendix 1. Please note that we only share tweet IDs and labels as the Twitter policy prevents the content of the tweets from being redistributed. These tweet IDs can be used to obtain the text of tweets using the Twitter application programming interface [41].

Considered DL Models
Overview
After completing the annotation of the health-related tweets as either accurate or inaccurate, we trained 16 classification models, 7 (44%) of which used a BLSTM architecture with pretrained word embeddings as their input layers, and 9 (56%) of which used a pretrained transformer language model. Figure 2 illustrates the steps implemented during this stage. Further details are provided in the following sections.
Figure 2. Overview of the process used to train and select machine learning models. BLSTM: bidirectional long short-term memory.

The BLSTM Architecture

For 44% (7/16) of the trained models, we used a BLSTM architecture with pretrained word embeddings as the input layer. Long short-term memory (LSTM) is a type of recurrent neural network that takes advantage of dependencies between parts of the input sequence and can learn these dependencies. LSTM also preserves the information of past input. The BLSTM variation differs from LSTM because of its ability to learn the dependencies between past and future elements [42]. BLSTM has been found to perform well in many NLP tasks, including text classification [43]. The BLSTM model begins with input and embedding layers to which a dropout layer is added, followed by a BLSTM layer with another added dropout layer [31]. BLSTM has been shown to perform better than traditional ML models (SVM, naive Bayes, k-nearest neighbors, and logistic regression) and conventional neural networks in a previous study on detecting Arabic health-related tweets [31]. For the input layer, we used 7 pretrained word embedding models for Arabic [44-47]. It should be noted that AraVec, Mazajak, and ArWordVec come in 2 variations: Continuous Bag of Words and Skip-Gram and, finally, BLSTM fastText.

Transformer Models

BERT is a transformer language model that has shown superiority in many NLP tasks. Different Arabic pretrained language models exist, which are based on transformers that have been developed recently by the Arabic NLP community. Most of these pretrained language models were built on top of the BERT-base model. Some of them also provided a version based on BERT-large. The difference between BERT-base and BERT-large is that BERT-base uses 12 layers, 768 hidden layers, 12 heads, and approximately 136 million parameters, whereas the BERT-large model uses 24 layers, 1024 hidden layers, 16 heads, and approximately 370 million parameters [48]. All models may not leverage BERT-large as it is more difficult to train and comes with a higher computational cost than BERT-base [49]. Examples of pretrained Arabic language representation models that offer both base and large variants are ArabicBERT [50] and Transformer-based Model for Arabic Language Understanding (AraBERT) [51]. AraBERT was considered the first Arabic-specific transformer language model introduced in 2020 by Antoun et al [51]. In 2021, an updated version of...
AraBERT was released [52]. AraBERT is considered one of the best transformer language models for NLP, outperforming other models for Arabic sentiment analysis [53]. AraBERT version 2 (AraBERTv2) preprocesses text using Farasa segmentation. Farasa segmentation involves breaking the words based on the prefix and suffix [54], whereas AraBERT version 0.2 (AraBERTv0.2) preprocesses the text without using Farasa segmentation. In this study, we experimented with these 6 models: AraBERTv2, AraBERTv0.2, and ArabicBERT in both variants of BERT (base and large).

In addition to 6 models, we also investigated 3 other state-of-the-art pretrained language models, namely QARiB [55], MARBERT, and ARBERT [56], which are based only on BERT-base. These models reportedly perform well on text classification tasks [50,55-57]. Table 3 summarizes the characteristics of the pretrained language models used in this study.

<table>
<thead>
<tr>
<th>Name</th>
<th>Basis</th>
<th>Size</th>
<th>Corpus</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARBERT [56]</td>
<td>BERT(^a)-base</td>
<td>61 GB of MSA(^b) text (6.5 billion tokens)</td>
<td>- Books and news (news and Wikipedia articles)</td>
</tr>
<tr>
<td>MARBERT [56]</td>
<td>BERT-base</td>
<td>128 GB of text (15.6 billion tokens)</td>
<td>- 1 billion Arabic tweets</td>
</tr>
<tr>
<td>QARiB [55]</td>
<td>BERT-base</td>
<td>14 billion tokens; vocabulary: 64,000</td>
<td>- 420 million tweets and approximately 180 million sentences of text from Arabic Giga Word, Abualkhair Arabic Corpus, and OPUSc</td>
</tr>
<tr>
<td>ArabicBERT [50]</td>
<td>BERT-base and BERT-large</td>
<td>95 GB of text and 8.2 billion words</td>
<td>- Arabic OSCAR(^d) version, Wikipedia, and other resources</td>
</tr>
<tr>
<td>AraBERTv0.2(^e) [52]</td>
<td>BERT-base and BERT-large</td>
<td>77 GB, 200,095,961 lines, 8,655,948,860 words, or 82,232,988,358 characters</td>
<td>- OSCAR unshuffled and filtered</td>
</tr>
<tr>
<td>AraBERTv2(^f) [52]</td>
<td>BERT-base and BERT-large</td>
<td>77 GB, 200,095,961 lines, 8,655,948,860 words, or 82,232,988,358 characters</td>
<td>- Arabic Wikipedia articles</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- The 1.5 billion words Arabic Corpus</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- The OSIAN(^f) corpus</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- Assafir news articles</td>
</tr>
</tbody>
</table>

\(^a\)BERT: bidirectional encoder representations from transformers.
\(^b\)MSA: Modern Standard Arabic.
\(^c\)OPUS: open parallel corpus.
\(^d\)OSCAR: Open Superlarge Crawled Aggregated corpus.
\(^e\)AraBERTv0.2: Transformer-based Model for Arabic Language Understanding version 0.2 version 0.2.
\(^f\)OSIAN: Open Source International Arabic News.
\(^g\)AraBERTv2: Transformer-based Model for Arabic Language Understanding version 0.2 version 2.

**Evaluation Metrics**

The F\(_1\) score, recall, precision, accuracy, and macroaverage of the F\(_1\) score were used to evaluate the ML models, as detailed in Textbox 1. The macroaveraged F\(_1\) score is the averaged F\(_1\) score across all classes, which are accurate and inaccurate health-related tweets [58].
Textbox 1. Metrics used to evaluate the machine learning models.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall</td>
<td>True positives / (true positives + false negatives)</td>
</tr>
<tr>
<td>Precision</td>
<td>True positives / (true positives + false positives)</td>
</tr>
<tr>
<td>F_1 score</td>
<td>(2 × precision × recall) / (precision + recall)</td>
</tr>
<tr>
<td>Accuracy</td>
<td>(true positives + true negatives) / total sample</td>
</tr>
<tr>
<td>Macroaveraged F_1 score</td>
<td>[\frac{1}{N}], where N is the number of classes</td>
</tr>
</tbody>
</table>

Preprocessing Data

In this study, text was preprocessed following the procedure outlined by the authors of the corresponding pretrained word embedding models. Li et al [59] found that this is the best text preprocessing practice when working with pretrained word embeddings. Similarly, for all pretrained word embedding models [44-47] and pretrained language models [50,52,55,56], we followed the steps provided by the original studies.

Of the 779 tweets, we split the data set into training, validation, and test data sets in ratios of 507 tweets (65.1%) for training, 116 tweets (14.9%) for validating the model, and 156 tweets (20%) for testing.

Ethics Approval

This study did not require institutional review board approval from the Science and Engineering Research committee at the University of Limerick because ethical approval is not required for publicly available data. It should be emphasized, during the study, that any associated text that can be used to identify the authors of the tweets has been removed from the text (eg, @name, user ID).

Results

Data Set Description

The \( \kappa \) coefficient for all categories was 0.377, which is in fair agreement according to Cohen [60]. However, the benchmark scale proposed by Fleiss et al [61] to evaluate the agreement indicates that such a coefficient is poor (<0.40=poor, 0.40-0.75=intermediate to good, and >0.75=excellent). Given the low \( \kappa \) coefficients across the 3 categories, we considered only cases where both physicians were explicitly in agreement, as they were on 779 tweets from the original data sets.

Of the 1021 tweets that were excluded, 874 (48.6%) were labeled not sure by at least one physician, and in the case of 147 (14.4%) tweets, the physicians disagreed regarding the accuracy of the tweets.

Of the 779 tweets physicians agreed on in our data set, 296 (38%) were labeled as inaccurate and 483 (62%) were labeled as accurate. This finding is similar to the inaccuracies reported in other studies (Table 1).

Textbox 2 presents examples of accurate and inaccurate health-related tweets. As can be seen from the tweets in the textbox, they cover a wide range of topics, including but not limited to psychology and cancer. Interestingly, in the third accurate tweet example, the difficulty for nonexperts in discerning accurate from inaccurate health information is illustrated, as advice against taking antidiarrhea drugs in the event of food poisoning is slightly counterintuitive.
Textbox 2. Examples of inaccurate and accurate health-related tweets.

**Accurate**

- “Tomorrow enjoys the feast, and get closer to God with your sacrifice
  And eat but do not extravagant and feed the contented and be merciful as God has commanded you
  Eating too much red meat might:
  Raise the level of triglycerides
  Raise cholesterol
  Increase uric salt in the blood Increases gout attacks in the joints”

- “Symptoms of social phobia
  Sometimes, social phobia can be accompanied by physical signs and symptoms, which may include:
  Flashness
  Rapid heart palpitations
  Shivering and sweating
  Upset stomach or nausea
  Difficulty catching breath
  Dizziness or lightheadedness
  Feeling like your mind has gone blank
  Muscle tension”

- “In the event of food poisoning, please take care not to use antidiarrheal medicines, as they may worsen the condition”

- “Hemoglobin is a group of proteins in red blood cells whose function is to transport oxygen from the lungs to the body, return carbon dioxide from the body, and transport it to the lungs and get rid of it through breathing.

Iron is an important element and enters the composition of hemoglobin, so if iron deficiency, hemoglobin decreases, and anemia occurs.”

- “Among the ways to prevent lung cancer:
  Stay away from smoking
  Avoid passive smoking
  Avoid carcinogenic and radioactive materials.”

**Inaccurate**

- “Scientific research,
  The research says that Zamzam water bears the name (water), but it differs radically from water compounds, as all the waters of the world belong to the acidic compound, except for (Zamzam water).
  It is (alkaline!) Glory be to God. There is no other alkaline water on the face of the earth. So, when you drink it in abundance, the human body has a strong immunity against viruses!!”

- “When Western scholars searched for the causes of mental illness, they found only two reasons (fear and sadness) fear of the future and sadness of the past, both of which are the opposite of happiness.”

- “Did you know that a 5-minute tantrum is so stressful that it weakens the immune system for more than 6 hours”

- “Cupping helps smokers to quit smoking or reduce the negative impact on the body through:
  Removing excess hemoglobin from the body by excreting aging red blood cells, and thus the disappearance of the pathological symptoms of high hemoglobin caused by smoking”

- “Just a spoonful of cinnamon daily:
  Rich in anti-inflammatory and antioxidants
  Prevents all types of cancer
  Prevents heart disease
  Anti-diabetes”
Some tweets claimed the benefits of some traditional foods and spices. For example, some tweets promoted Zamzam (holy water for Muslims), claiming there was scientific research that stated that it could strengthen the human immune system; experts classified the information as inaccurate.

In addition, the examples of accurate tweets presented here suggest that accurate health-related tweets tend to be more preventive in nature, a finding supported by the wider sampling of accurate tweets. As shown in Textbox 2, the accurate tweets advised users to stop eating too much red meat as it causes gout or increases cholesterol, stop smoking to prevent lung cancer, and stop taking anti-inflammatory drugs in the event of food poisoning. In contrast, as noted earlier, inaccurate tweets promoted natural and alternative medicine such as curbing eating and drinking Zamzam water for their health benefits. An interesting example was in relation to cancer, where accurate tweets advised readers to stop smoking; however, some of the inaccurate tweets were also preventive, and they advised taking a spoonful of cinnamon to prevent all types of cancer.

**DL Models**

In terms of the comparison of models, we observed that overall, BERT models performed better than BLSTM models based on the accuracy and the F₁ score for both classes (when referring to the metric accuracy in this section, we will call it *model accuracy* to disambiguate it from the accurate or inaccurate classification). Overall, AraBERTv0.2-large performed better than all other models. Specifically, the best model was AraBERTv0.2-large (macro F₁ score 87%), followed by AraBERTv2-large (macro F₁ score 86%) and AraBERTv0.2-base (macro F₁ score 85%), as shown in Table 4. These findings hide larger but still small variations in the precision and recall scores of individual techniques for inaccurate and accurate tweets. For example, although AraBERTv0.2-base achieved a recall of 78% for inaccurate tweets, AraBERTv0.2-large achieved a recall of >83%.

The results also suggest that, in general, BERT-large models tended to be better at detecting inaccurate tweets than the BERT-base models. The large AraBERTv2, AraBERTv0.2, and ArabicBERT models performed better than their base versions at detecting inaccurate health tweets, as shown in Table 4. In contrast, the BERT-base models might be better at detecting accurate tweets, except for the AraBERTv2, whose large and base versions performed similarly.

Of the pretrained word embeddings, the results in Table 4 show that Mazajak Skip-Gram is the best based on *model accuracy* and F₁ score.
Table 4. Comparison of the performance of machine learning models for detecting the accuracy of health-related tweets.

<table>
<thead>
<tr>
<th>Model and class</th>
<th>Precision</th>
<th>Recall</th>
<th>F_1 score</th>
<th>Macroaverage</th>
<th>Model accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>AraBERTv2-base</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inaccurate</td>
<td>0.804</td>
<td>0.7627</td>
<td>0.7826</td>
<td>0.8279</td>
<td>0.8397</td>
</tr>
<tr>
<td>Accurate</td>
<td>0.86</td>
<td>0.8866</td>
<td>0.8731</td>
<td>0.8279</td>
<td>0.8397</td>
</tr>
<tr>
<td>AraBERTv2-large</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inaccurate</td>
<td>0.8276</td>
<td>0.8136</td>
<td>0.8205b</td>
<td>0.8564b</td>
<td>0.8654b</td>
</tr>
<tr>
<td>Accurate</td>
<td>0.8878</td>
<td>0.8969</td>
<td>0.8923</td>
<td>0.8564b</td>
<td>0.8654b</td>
</tr>
<tr>
<td>AraBERTv0.2-base</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inaccurate</td>
<td>0.8519</td>
<td>0.7797</td>
<td>0.8142</td>
<td>0.8543b</td>
<td>0.8654b</td>
</tr>
<tr>
<td>Accurate</td>
<td>0.8725</td>
<td>0.9175</td>
<td>0.8945</td>
<td>0.8543b</td>
<td>0.8654b</td>
</tr>
<tr>
<td>MARBERT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inaccurate</td>
<td>0.7759</td>
<td>0.7627</td>
<td>0.7692</td>
<td>0.8154</td>
<td>0.8269</td>
</tr>
<tr>
<td>Accurate</td>
<td>0.8571</td>
<td>0.866</td>
<td>0.8615</td>
<td>0.8154</td>
<td>0.8269</td>
</tr>
<tr>
<td>ARBERT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inaccurate</td>
<td>0.7903</td>
<td>0.8305</td>
<td>0.8099</td>
<td>0.8447</td>
<td>0.8526</td>
</tr>
<tr>
<td>Accurate</td>
<td>0.8936</td>
<td>0.866</td>
<td>0.8796</td>
<td>0.8447</td>
<td>0.8526</td>
</tr>
<tr>
<td>QARIB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inaccurate</td>
<td>0.7797</td>
<td>0.7797</td>
<td>0.7797</td>
<td>0.8228</td>
<td>0.8333</td>
</tr>
<tr>
<td>Accurate</td>
<td>0.866</td>
<td>0.866</td>
<td>0.866</td>
<td>0.8228</td>
<td>0.8333</td>
</tr>
<tr>
<td>ArabicBERT-large</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inaccurate</td>
<td>0.8654</td>
<td>0.7627</td>
<td>0.8108</td>
<td>0.8532</td>
<td>0.8654b</td>
</tr>
<tr>
<td>Accurate</td>
<td>0.8654</td>
<td>0.9278</td>
<td>0.8955b</td>
<td>0.8532</td>
<td>0.8654b</td>
</tr>
<tr>
<td>ArabicBERT-base</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inaccurate</td>
<td>0.8913d</td>
<td>0.6949</td>
<td>0.781</td>
<td>0.83492</td>
<td>0.8525</td>
</tr>
<tr>
<td>Accurate</td>
<td>0.8364</td>
<td>0.9485d</td>
<td>0.8889</td>
<td>0.83492</td>
<td>0.8525</td>
</tr>
<tr>
<td>BLSTM Mazajak CBOW®</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inaccurate</td>
<td>0.7719</td>
<td>0.7458</td>
<td>0.7586</td>
<td>0.8079</td>
<td>0.8205</td>
</tr>
<tr>
<td>Accurate</td>
<td>0.8485</td>
<td>0.866</td>
<td>0.8571</td>
<td>0.8079</td>
<td>0.8205</td>
</tr>
<tr>
<td>BLSTM Mazajak Skip-Gram</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inaccurate</td>
<td>0.8542</td>
<td>0.6949</td>
<td>0.7664</td>
<td>0.8222</td>
<td>0.8397</td>
</tr>
<tr>
<td>Accurate</td>
<td>0.8333</td>
<td>0.9278b</td>
<td>0.8780</td>
<td>0.8222</td>
<td>0.8397</td>
</tr>
<tr>
<td>BLSTM ArWordVec Skip-Gram</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inaccurate</td>
<td>0.8261</td>
<td>0.6441</td>
<td>0.7238</td>
<td>0.7919</td>
<td>0.8141</td>
</tr>
<tr>
<td>Accurate</td>
<td>0.8091</td>
<td>0.9175</td>
<td>0.8148</td>
<td>0.7919</td>
<td>0.8141</td>
</tr>
<tr>
<td>BLSTM ArWordVec CBOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inaccurate</td>
<td>0.7925</td>
<td>0.7119</td>
<td>0.75</td>
<td>0.805</td>
<td>0.8205</td>
</tr>
<tr>
<td>Accurate</td>
<td>0.835</td>
<td>0.8866</td>
<td>0.86</td>
<td>0.805</td>
<td>0.8205</td>
</tr>
<tr>
<td>Model and class</td>
<td>Precision</td>
<td>Recall</td>
<td>F1 score</td>
<td>Macroaverage</td>
<td>Model accuracy</td>
</tr>
<tr>
<td>----------------------</td>
<td>-----------</td>
<td>--------</td>
<td>----------</td>
<td>--------------</td>
<td>----------------</td>
</tr>
<tr>
<td><strong>BLSTM AraVec CBOW</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inaccurate</td>
<td>0.6865</td>
<td>0.7797</td>
<td>0.7302</td>
<td>0.7737</td>
<td>0.7821</td>
</tr>
<tr>
<td>Accurate</td>
<td>0.8571</td>
<td>0.866</td>
<td>0.8172</td>
<td>0.7737</td>
<td>0.7821</td>
</tr>
<tr>
<td><strong>BLSTM AraVec Skip-Gram</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inaccurate</td>
<td>0.7313</td>
<td>0.8305d</td>
<td>0.7777</td>
<td>0.8136</td>
<td>0.8205</td>
</tr>
<tr>
<td>Accurate</td>
<td>0.8144</td>
<td>0.8144</td>
<td>0.8494</td>
<td>0.8136</td>
<td>0.8205</td>
</tr>
<tr>
<td><strong>BLSTM fastText</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inaccurate</td>
<td>0.8158</td>
<td>0.5254</td>
<td>0.6392</td>
<td>0.7382</td>
<td>0.7756</td>
</tr>
<tr>
<td>Accurate</td>
<td>0.7627</td>
<td>0.9278b</td>
<td>0.8372</td>
<td>0.7382</td>
<td>0.7756</td>
</tr>
</tbody>
</table>

*a*ArabBERTv2: Transformer-based Model for Arabic Language Understanding version 2.

*b*Represents the second-best value.

*c*ArabBERTv0.2: Transformer-based Model for Arabic Language Understanding version 0.2.

*d*Indicates the best value.

*e*BERT: bidirectional encoder representations from transformers.

*f*BLSTM: bidirectional long short-term memory.

*g*CBOW: Continuous Bag of Words.

## Discussion

### Principal Findings

As noted earlier, the examples given in the *Results* section showed that accurate tweets were more focused on preventive medicine, whereas inaccurate tweets were more focused on alternative and natural medicine. However, it could be argued that this is because of the keywords used in extracting and filtering the tweets or because of the selected tweet examples. Nevertheless, a previous study mentioned that the prevalence of natural alternatives and alternative medicine compared with medicine provided by the health care system [62] may be harmful. To illustrate the importance of this with respect to specific patients, there was a reported case of a patient with cancer who took alternative medicine promoted on SM, which caused the hospital to temporarily stop her cancer treatment to repair the damage caused by that medicine [63]. At a more general level, going forward, insights such as these could provide additional levers with which to detect inaccurate health tweets.

The results of BLSTM with pretrained word embedding models (AraVec, Skip-Gram, and Mazajak) are comparable with the results of some BERT models, including MARBERT, QARiB, and ArabicBERT-large. Indeed, this has been previously reported in the literature, where MARBERT and QARiB outperformed some of the other transformer models, such as ArabicBERT and AraBERT [55,56]. Again, a takeaway from this is that pretrained word embeddings might outperform pretrained BERT models in this first comparative study directed at Arabic. There is no guaranteed best model between pretrained word embeddings and pretrained transformer models for this language.

However, in general, the results showed the superiority of the BERT models over BLSTM with pretrained word embedding models. Overall, 19 best or second-best results were obtained by the 9 BERT-based approaches, whereas only 3 best or second-best results were obtained by the 7 pretrained word embedding models.

Most models performed better at detecting accurate health tweets than inaccurate tweets. The detection rate (recall) for accurate tweets ranged from 0.9485 to 0.8144. This means that most of the models missed only approximately 5% to 19% of the accurate tweets, which is a promising result. In contrast, the detection rate for inaccurate tweets was lower and had a wider range, from 0.8305 to 0.5254, implying that the best models missed up to 17% of inaccurate tweets. This is concerning as we would like to successfully identify all inaccurate tweets, and even the best model missed 17% of them.

The flip side of this is precision: how many accurate or inaccurate tweets identified by the technique are actually accurate or inaccurate. In terms of inaccurate tweets, the approaches ranged from 0.7759 to 0.89130—quite a large span, which means that if the wrong technique is chosen, approximately one-quarter of the tweets identified as inaccurate is incorrectly classified. Probably, more of a concern is the number of tweets identified as accurate that are not. Similarly, here, the span ranged from 0.8913 to 0.7627, again implying that if the wrong technique is chosen, this could be problematic.

Some models that had high detection rates for accurate health tweets could have low detection rates for inaccurate tweets. For example, the ArabicBERT-base and BLSTM fastText models were the best and second best for accurately detecting tweets, with success rates of 0.9485 and 0.9278, respectively. However, in detecting inaccurate tweets, BLSTM fastText had the lowest detection rate (52%) and the ArabicBERT-Base model had the second-lowest detection rate (69%). In other words, a practitioner who uses the best model for identifying accurate health tweets might miss approximately 30% to 48% of inaccurate tweets.
Similarly, the ARBERT and AraVec Skip-Gram models performed similarly to the AraBERTv0.2-large model in terms of precision when detecting inaccurate health-related tweets; however, these 2 models did not perform as well on the other metrics. For example, the AraVec Skip-Gram model had the second-lowest rate of model accuracy in classifying accurate tweets as inaccurate. Although the ARBERT model performed well compared with the BLSTM models, with regard to classifying accurate tweets as inaccurate, it had the third-lowest rate of model accuracy among the 9 BERT models tested in this study. In other words, the ARBERT models incorrectly classified accurate tweets as inaccurate at a higher rate than the 6 other BERT models, as shown in Table 4.

Ideally, a technique would provide high precision in both identification and recall; however, this did occur in the data set for accurate or inaccurate tweets. AraBERTv0.2-large came closest in this regard with high-accuracy tweet precision and recall, best recall for inaccurate tweets, and suboptimal precision for inaccurate tweets. Similarly, AraBERTv2-large performed quite well across accurate tweets but did not perform quite well on inaccurate tweets.

However, these models (AraBERTv0.2-large and AraBERTv2-large) consume relatively more resources, being based on BERT-large. Among the base models, AraBERTv0.2-base has an F₁ score of 0.8543, which is good, and also has a similar model accuracy to AraBERTV2-large. These models can be considered as an alternative if resources are an important consideration.

Regarding the performance of pretrained word embeddings, we found that Mazajak Skip-Gram was the best. We made the same observation in our previous work on the detection of health-related tweets [31].

Finally, with respect to the accuracy of the best model in our study (ie, AraBERTv0.2-large), our results are satisfactory when compared with the results of previous studies [8-10] that make use of expert opinion. The F₁ score of our best model was 87%, whereas the best F₁ score reported in the study by Zhao et al [10] was 84%, as shown in Table 2. Furthermore, although these previous studies targeted a specific health topic (such as cancer [8] or autism [10]), we used a data set of tweets on a wide range of health care topics, suggesting that it would be more difficult to classify our data set.

It should be noted that all 3 studies with model accuracy or F₁ scores >90% did not rely on expert opinion (Tables 1 and 2). In addition, 2 of these 3 studies [18,19] targeted a specific outbreak condition (COVID-19), and their models were trained on a larger data set (eg, Al-Rahami and Al-Amri [18] trained their model on 409,484 tweets). For the third study [21], the keywords used to extract initial tweets were derived from 6 preidentified rumors related to Zika. The size and nature of the data used to train these models might explain why they seemed to achieve better accuracy than the model proposed here. In this study, we trained a model to detect the accuracy of generic health-related information, making the approach applicable to tweets that are more or less categorical in their labeling (as illustrated in the samples in Textbox 2).

**Limitations**

This study only considered tweets agreed upon by experts. Although this helps us reduce the uncertainty in our data set, it might be a limitation as the model is not trained or tested on tweets that are more marginal—tweets about which the experts are unsure.

One of the strengths of this model is that it was trained on general health-related tweets. The accuracy of the model for each health condition or topic may vary, and future studies should evaluate the model for specific health topics.

All models used here are language dependent and might not be directly applicable to other languages. However, there are BERT alternatives for many languages, and there is evidence that BERT outperforms word embedding-based models. Therefore, we believe that this model could perform similarly in other languages.

Regarding the metrics used to evaluate the models, it should be noted that the F₁ measure has been subjected to some criticism. Although we showed the F₁ score for both classes (accurate and inaccurate health tweets), it should be noted that the measure gives equal importance to both classes (accurate and inaccurate health tweets). Moreover, the F₁ score generally does not consider true negatives in its equation [64,65].

**Conclusions**

The goal of this study was to develop and evaluate a state-of-the-art ML model for detecting the medical trustworthiness of health-related tweets in Arabic. To achieve this, we first constructed a labeled data set to train the classifiers. We then compared 2 different DL approaches for training a classification model, namely, 6 pretrained word embedding models as an input model for BLSTM and 11 pretrained transformer language models. The percentage of inaccurate health tweets in the data is approximately 38% (296/799), which is comparable with previous studies that used data sets with a number of inaccurate health-related tweets in the range of 30% to 50%. Our AraBERTv0.2-large model achieved 87.7% model accuracy on the test data set, which is satisfactory. Overall, our results clearly indicate that the AraBERTv0.2-large model outperforms the other models in detecting the medical accuracy of health-related tweets.

This study established an ML model to identify the accuracy of health-related tweets in response to the proliferation of health misinformation on SM. Although misinformation detection has been researched, only 1 study was concerned with detecting the accuracy of Arabic health-related tweets, and it was only for a specific topic (cancer). Furthermore, no DL model has been evaluated in prior studies to detect the accuracy of Arabic health-related tweets. In this study, we used a more extensive data set to develop a more general model using state-of-the-art ML models that have not been implemented before for this type of problem.

The potential of such work cannot be overstated. If a robust model can be built, it will allow for the detection and dissemination of accurate tweets. Similarly, this would allow for the flagging of inaccurate tweets. Both measures would
significantly improve health information dissemination on Twitter. However, it should be noted that although this work will improve the situation, it will still inaccurately classify 13% of the tweets.

Moreover, the examples in Textbox 2 imply disparities between accurate and inaccurate information in terms of the topics covered across the data set—a trend supported by the informal sampling of that data set. Accurate tweets seem to be more preventive, whereas inaccurate health tweets seem to promote natural and alternative medicine. Thus, it might be more feasible to develop a model for detecting health topics in combination with a model for detecting the accuracy of health information and thus improving accuracy.

To further improve the accuracy of the developed model, ensemble learning can yield better results by combining models that perform well (ArabicBERT-large, ARBERT, and AraVec Skip-Gram). However, ArabicBERT and AraBERTv0.2 were trained on a similar corpus, as shown in Table 3. Another approach could be to combine models pretrained on different corpora, such as ArabicBERT-large and MARABER (ArabicBERT pretrained on Wikipedia articles and news articles; MARBERT pretrained on 1 billion tweets).
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Abstract

Background: Despite the fact that medication is taken during more than 90% of pregnancies, the fetal risk for most medications is unknown, and the majority of medications have no data regarding safety in pregnancy.

Objective: Using β-blockers as a proof-of-concept, the primary objective of this study was to assess the utility of Twitter data for a cohort study design—in particular, whether we could identify (1) Twitter users who have posted tweets reporting that they took medication during pregnancy and (2) their associated pregnancy outcomes.

Methods: We searched for mentions of β-blockers in 2.75 billion tweets posted by 415,690 users who announced their pregnancy on Twitter. We manually reviewed the matching tweets to first determine if the user actually took the β-blocker mentioned in the tweet. Then, to help determine if the β-blocker was taken during pregnancy, we used the time stamp of the tweet reporting intake and drew upon an automated natural language processing (NLP) tool that estimates the date of the user’s prenatal time period. For users who posted tweets indicating that they took or may have taken the β-blocker during pregnancy, we drew upon additional NLP tools to help identify tweets that report their pregnancy outcomes. Adverse pregnancy outcomes included miscarriage, stillbirth, birth defects, preterm birth (<37 weeks gestation), low birth weight (<5 pounds and 8 ounces at delivery), and neonatal intensive care unit (NICU) admission. Normal pregnancy outcomes included gestational age ≥37 weeks and birth weight ≥5 pounds and 8 ounces.

Results: We retrieved 5114 tweets, posted by 2339 users, that mention a β-blocker, and manually identified 2332 (45.6%) tweets, posted by 1195 (51.1%) of the users, that self-report taking the β-blocker. We were able to estimate the date of the prenatal time period for 356 pregnancies among 334 (27.9%) of these 1195 users. Among these 356 pregnancies, we identified 257 (72.2%) during which the β-blocker was or may have been taken. We manually verified an adverse pregnancy outcome—preterm birth, NICU admission, low birth weight, birth defects, or miscarriage—for 38 (14.8%) of these 257 pregnancies. We manually verified a gestational age ≥37 weeks for 198 (90.4%) and a birth weight ≥5 pounds and 8 ounces for 50 (22.8%) of the 219 pregnancies for which we did not identify an adverse pregnancy outcome.

Conclusions: Our ability to detect pregnancy outcomes for Twitter users who posted tweets reporting that they took or may have taken a β-blocker during pregnancy suggests that Twitter can be a complementary resource for cohort studies of drug safety in pregnancy.

(JMIR Form Res 2022;6(6):e36771) doi:10.2196/36771
Introduction

Prescription or over-the-counter medication is taken during more than 90% of pregnancies [1]. Despite the widespread use of medication during pregnancy, the fetal risk for most medications approved by the US Food and Drug Administration is unknown, and the majority of approved medications have no data regarding safety in pregnancy [2]. Given that Twitter has become a popular source of data on health conditions [3], it should be explored for evaluating drug safety in pregnancy, especially since 42% of people aged 18-29 years and 27% of people aged 30-49 years in the United States use Twitter [4]. Our prior work [5] used Twitter data in a case-control study that involved identifying users who reported a birth defect outcome (cases) [6] and users who did not (controls), and then searching their tweets for reports of medication exposure during pregnancy. Twitter data has not been assessed, however, for its utility in a cohort study design, which would involve identifying pregnancy outcomes for users who have reported taking medication during pregnancy.

Using β-blockers as a proof-of-concept, the primary objective of this study was to assess whether we could identify (1) Twitter users who have posted tweets reporting that they took medication during pregnancy and (2) their associated pregnancy outcomes, including miscarriage, stillbirth, birth defects, preterm birth (<37 weeks gestation), low birth weight (<5 pounds and 8 ounces at delivery), and neonatal intensive care unit (NICU) admission. We chose β-blockers as an example because cardiovascular disease is the leading cause of pregnancy-related deaths in the United States [7] and β-blockers are the most common type of medication for treating cardiac conditions during pregnancy [8]. Meanwhile, data on the safety of maternal β-blocker exposure are inconsistent; some studies report associations with low birth weight, preterm birth, perinatal mortality, or birth defects [9-17], while others do not [18-24].

Methods

Ethical Considerations

The Twitter data used in this study were collected and analyzed in accordance with the Twitter Terms of Service. The Institutional Review Board of the University of Pennsylvania reviewed this study and deemed it exempt human subjects research under 45 CFR §46.101(b)(4) for publicly available data sources (protocol# 828972). Although the tweets presented in this paper were public at the time of this study, we have slightly modified them, including removing usernames and URLs and redacting names, to help deidentify the users.

Medication Intake

We searched for mentions of β-blockers and their lexical variants (eg, misspellings) [25] in 2.75 billion tweets posted by 415,690 users who announced their pregnancy on Twitter [26]. Table 1 provides the β-blocker keywords and their lexical variants. We used annotation guidelines [27] to manually distinguish tweets reporting that the user actually took the β-blocker. If the tweet reported intake but did not explicitly indicate that the intake occurred during pregnancy, we used the time stamp of the tweet and drew upon an automated natural language processing (NLP) tool [28] that estimates the date of the user’s prenatal time period. We also identified reports of taking a β-blocker that occurred before or after pregnancy, assuming that, if there was no evidence in the tweet that the user stopped taking it before pregnancy or started taking it after pregnancy, the user may have been taking it during pregnancy. We excluded users for whom we could not estimate the date of their prenatal time period.
Table 1. Keywords and their lexical variants used to search for tweets that mention β-blockers.

<table>
<thead>
<tr>
<th>Keyword</th>
<th>Lexical variants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acebutolol</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Atenolol</td>
<td>Atenol, atenonom, atenanol, antenolol, atenol, atenol, atenonom, atenol, antenol, atenolol</td>
</tr>
<tr>
<td>Beta blocker</td>
<td>Beta-blocker, b blocker, b-blocker, beta-blockers, b blockers, beta-blockers, bb blockers</td>
</tr>
<tr>
<td>Carvedilol</td>
<td>Carvbidol</td>
</tr>
<tr>
<td>Coreg</td>
<td>N/A</td>
</tr>
<tr>
<td>Corgard</td>
<td>N/A</td>
</tr>
<tr>
<td>Inderal</td>
<td>Inderall, inderol</td>
</tr>
<tr>
<td>Labetalol</td>
<td>Labetol</td>
</tr>
<tr>
<td>Lopressor</td>
<td>N/A</td>
</tr>
<tr>
<td>Metoprolol</td>
<td>Metoprolol, metropolol, metropolol, metoprolol, metropolol, metoprolol, metropolol</td>
</tr>
<tr>
<td>Nadolol</td>
<td>Nadalol</td>
</tr>
<tr>
<td>Normodyne</td>
<td>N/A</td>
</tr>
<tr>
<td>Propranolol</td>
<td>Propananol, propanonol, propranol, proprananol, propranolol, propranolol, propranolol</td>
</tr>
<tr>
<td>Sectral</td>
<td>N/A</td>
</tr>
<tr>
<td>Trandate</td>
<td>N/A</td>
</tr>
<tr>
<td>Tenormin</td>
<td>N/A</td>
</tr>
<tr>
<td>Toprol</td>
<td>Toprol, toprolol, topral, toporol, tropol, toporal, toporol, toporol, toporol</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Pregnancy Outcomes
For users who posted tweets indicating that they took or may have taken the β-blocker during pregnancy, we drew upon automated NLP tools [29,30] to help identify tweets that self-report an associated pregnancy outcome, including miscarriage, stillbirth, birth defects, preterm birth, low birth weight, and NICU admission. To assess a potential reporting bias, we drew upon an automated NLP tool [31] that detects tweets reporting a gestational age ≥37 weeks (indicates the lack of miscarriage and preterm birth) or a birth weight ≥5 pounds and 8 ounces (indicates the lack of low birth weight, miscarriage, and stillbirth). If we did not automatically detect a tweet explicitly reporting a gestational age ≥37 weeks, we manually analyzed tweets posted during this time for evidence that the user was still pregnant.

Covariates
Two important potential confounders when evaluating drug safety in pregnancy are maternal age and indication for use. To help identify maternal age, we deployed an automated NLP tool [32] that identifies tweets self-reporting the exact age of the user at the time the tweet was posted. Then, we used the date of the user’s prenatal time period to determine the user’s age during pregnancy. To identify an indication for use, we manually reviewed the tweets reporting intake of a β-blocker posted by users who took or may have taken the β-blocker during pregnancy.

Results
Excluding retweets, we retrieved 5114 tweets, posted by 2339 users, that mention a β-blocker, and manually identified 2332 (45.6%) tweets, posted by 1195 (51.1%) of the users, that self-report taking the β-blocker. We were able to estimate the date of the prenatal time period for 334 (27.9%) of the 1195 users. Because some users’ collection of tweets span several years and include multiple pregnancies, we identified 356 pregnancies among these 334 users. Among these 356 pregnancies, we found evidence that a β-blocker was taken during 58 (16.3%) of them and may have been taken during 199 (55.9%) of them. Table 2 presents examples of two users’ tweets. User 1 reported on January 25, 2020, that the baby’s due date was in 100 days, so our automated tool [28] estimated that pregnancy began on July 29, 2019, and would end on May 4, 2020. On April 16, 2020, User 1 explicitly reported taking Propranolol during pregnancy. User 2 reported being 37 weeks pregnant on June 1, 2020, so our automated tool [28] estimated that pregnancy began on September 16, 2019, and would end on June 22, 2020. Whereas User 1 explicitly reported taking a β-blocker during pregnancy, for User 2, we used the time stamp of March 26, 2020, to infer that the intake was during pregnancy. User 2 reported on June 11, 2020, that the baby was...
born—between 38 and 39 weeks gestation—and weighed 7 pounds and 5 ounces at birth.

We manually verified an adverse pregnancy outcome—preterm birth, NICU admission, low birth weight, birth defects, or miscarriage—for 38 (14.8%) of the 257 pregnancies during which a β-blocker was or may have been taken. Table 3 presents the adverse pregnancy outcomes among these 257 pregnancies. We manually verified a gestational age ≥37 weeks for 198 (90.4%) and a birth weight ≥5 pounds and 8 ounces for 50 (22.8%) of the 219 pregnancies for which we did not identify an adverse pregnancy outcome. We identified maternal age for 222 (86.4%) of these 257 pregnancies and a gestational age ≥37 weeks for 198 (90.4%) and a birth weight ≥5 pounds and 8 ounces for 50 (22.8%) of the 219 pregnancies for which we did not identify an adverse pregnancy outcome. We identified maternal age for 222 (86.4%) of the 257 pregnancies during which a β-blocker was or may have been taken. Table 3 includes the mean age per adverse pregnancy outcome. We identified an indication for taking the β-blocker for 197 (76.7%) of these 257 pregnancies—for example, tachycardia, hypertension, anxiety, and migraines.

Table 2. Sample tweets used to determine exposure to β-blockers during pregnancy and associated pregnancy outcomes.

<table>
<thead>
<tr>
<th>User and tweet</th>
<th>Time stamp</th>
<th>Pregnancy start</th>
<th>Pregnancy end</th>
</tr>
</thead>
<tbody>
<tr>
<td>exactly 100 days til my due date!</td>
<td>2020-01-25</td>
<td>2019-07-29</td>
<td>2020-05-04</td>
</tr>
<tr>
<td>I was on Propranolol during my pregnancy and I had the CRAZIEST dreams I swear</td>
<td>2020-04-16</td>
<td>2020-04-03</td>
<td></td>
</tr>
<tr>
<td>Officially introducing [name], born April 2nd, 2020. 4lbs 12oz, 18&quot;. She’s in NICU due to being premature, but she’s doing well!</td>
<td>2020-01-25</td>
<td>2020-04-16</td>
<td>2020-04-03</td>
</tr>
<tr>
<td>5yo called me fat after I told 2.5yo I was too large to fit between their seats because of the baby. #37weekspregnant</td>
<td>2020-06-01</td>
<td>2020-06-22</td>
<td></td>
</tr>
<tr>
<td>I saw the MFM and cardiologist last week. It was determined my cardiomyopathy is manageable and I was put on a beta blocker</td>
<td>2020-03-26</td>
<td>2020-06-11</td>
<td></td>
</tr>
<tr>
<td>Introducing [name] 7lbs 5oz 20” long Csection went really well. We can’t wait until the big boys get to meet him</td>
<td>2020-06-11</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Self-reported adverse pregnancy outcomes for Twitter users who took or may have taken a β-blocker during pregnancy (N=257).

<table>
<thead>
<tr>
<th>Pregnancy outcome</th>
<th>Number of users, (%)</th>
<th>Sample tweet</th>
<th>Mean age</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preterm birth</td>
<td>23 (8.9%)</td>
<td>[name] came at 35 weeks. My baby is small, even for a preemie.</td>
<td>29 (n=20)</td>
</tr>
<tr>
<td>Neonatal intensive care unit admission</td>
<td>12 (4.7%)</td>
<td>Our sweet girl has been in the NICU these past few days. She's doing better everyday and we're really hoping she gets to go home soon.</td>
<td>27 (n=10)</td>
</tr>
<tr>
<td>Low birth weight</td>
<td>9 (3.5%)</td>
<td>Officially introducing [name], born April 2nd, 2020 at 11:01am. 4lbs 12oz, 18 inches.</td>
<td>27 (n=9)</td>
</tr>
<tr>
<td>Birth defect</td>
<td>4 (1.6%)</td>
<td>My son was also born with Craniosynostosis (Sagittal). He’s now 4 and wears his ‘wiggly’ line with pride</td>
<td>27 (n=3)</td>
</tr>
<tr>
<td>Miscarriage</td>
<td>1 (0.4%)</td>
<td>One of the worst parts of miscarriage is ur 1st period afterwards. It’s so definitive, so confirming that it’s over #babyloss</td>
<td>45 (n=1)</td>
</tr>
<tr>
<td>Stillbirth</td>
<td>0 (0%)</td>
<td>N/A^a</td>
<td>N/A</td>
</tr>
<tr>
<td>Composite^b</td>
<td>38 (14.8%)</td>
<td>N/A</td>
<td>28 (n=33)</td>
</tr>
</tbody>
</table>

^aN/A: not applicable.

^bMultiple adverse pregnancy outcomes were identified for some pregnancies, so the number of composite adverse pregnancy outcomes is less than the sum of the individual adverse pregnancy outcomes.

Discussion

Principal Findings

Our ability to detect pregnancy outcomes for Twitter users who posted tweets reporting that they took or may have taken a β-blocker during pregnancy suggests more generally that Twitter could be a complementary resource for cohort studies of drug safety in pregnancy. Additionally, our ability to identify both the maternal age and indication for taking a β-blocker for many of the users demonstrates that Twitter data would even allow such studies to account for the effect of these two important potential confounders. This study suggests that Twitter data may be particularly valuable for assessing associations with preterm birth, given both the volume of its reports on Twitter and our finding that preterm birth is largely unaffected by a potential reporting bias; that is, we detected a gestational age ≥37 weeks for 198 (90.4%) of the 219 pregnancies for which we did not identify an adverse pregnancy outcome.
Limitations
Low birth weight may be affected by a potential reporting bias, given that we detected a birth weight ≥5 pounds and 8 ounces for only 50 (22.8%) of these 219 pregnancies. Although the rate of miscarriage in the United States is upward of more than 20% [33], our detection of miscarriage may be limited by a selection bias if users tend to announce their pregnancy on Twitter at a gestational age after which miscarriage infrequently occurs. Given our initial sample of 257 users, it is not surprising that we did not detect any reports of stillbirth, which has an incidence of <1% in the United States [34]. Nonetheless, our prior work [30] demonstrates that users do report stillbirth outcomes on Twitter, and our identification of users announcing their pregnancy on Twitter continues to grow in real time [26].

Conclusions
Given the widespread use of medication during pregnancy and the insufficient data on fetal risks, Twitter can be a complementary resource for cohort study designs.
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